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PENALIZATION OF GALTON WATSON TREES WITH

MARKED VERTICES

ROMAIN ABRAHAM, SONIA BOULAL, AND PIERRE DEBS

Abstract. We consider a Galton-Watson tree where each node is mar-
ked independently of each others with a probability depending on its
out-degree. Using a penalization method, we exhibit new martingales
where the number of marks up to level n − 1 appears. Then, we use
these martingales to define new probability measures via a Girsanov
transformation and describe the distribution of the random trees under
these new probabilities.

1. introduction

We consider in this work a Galton-Watson process (Zn)n∈N (and more
precisely its genealogical tree) with offspring distribution p := (p(n))n∈N.
We suppose throughout this work that p admits at least a first moment and
that it is non-degenerate:

(1.1) p(0) + p(1) < 1 and µ(p) < +∞,

where µ(p) :=
∑

n≥0 np(n) is the mean of p. If µ(p) < 1 (resp. µ(p) = 1,

µ(p) > 1), we say that the offspring distribution is sub-critical (resp. critical,
super-critical). In the sub-critical and critical cases, we have almost surely
population extinction.

Over the years, conditioning a critical Galton-Watson tree to be large
has been considered: large total progeny (see Kennedy [8] and Geiger and
Kaufman [7]), large number of leaves (see Curien and Kortchemski [5]) and
more generally, large number of nodes whose out-degree belongs to some
specific subset of integers (see Abraham and Delmas [3]). In all these works,
we can compute the quantity of interest (that we condition to be large)
by marking the nodes that satisfy the studied property and then count the
number of nodes. In [1], Abraham, Bouaziz and Delmas generalized this
approach by marking the nodes randomly where, conditionnally on the tree,
the nodes are marked independently of each others with a probability that
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may depend on their out-degree. More precisely, independently of each
other, each individual gives birth to k children and is

• marked with probability p0(k, 1) := p(k)q(k),

• unmarked with probability p0(k, 0) := p(k)(1 − q(k)),

where q := (q(k))k≥0 is a sequence of numbers in [0, 1] and is called the mark
function. The probability distribution p0 on N × {0, 1} is called here the
marking-reproduction law of the associated marked Galton-Watson (MGW)
tree. We always suppose that the condition

(1.2) ∃k ∈ N, p(k)q(k) > 0

holds so that every individual of a MGW tree is marked with positive prob-
ability. They then condition the tree on having a large number of marked
nodes and prove a local convergence of this conditioned marked tree toward
Kesten’s tree (as for the other conditionnings) as the number of marked
nodes tends to infinity.

Another way of getting a tree with an ”abnormal” number of marked
vertices is to make a change of measure via a Girsanov transformation with
a martingale which gives more weight to trees with a large number of marks.
In order to find such a martingale, a general method called penalization
has been introduced by Roynette, Vallois and Yor [12, 13, 14] in the case
of the one-dimensional Brownian motion to generate new martingales and
to define, by change of measure, Brownian-like processes conditioned on
some specific zero-probability events. This idea has been applied to Galton-
Watson trees in [2] and this paper is a natural extension of this work.

Let us denote by Mn the number of marks until generation n − 1, for
n ∈ N∗ and M0 = 0, and let (Fn)n≥0 be the natural filtration generated by
the tree up to generation n and marks up to generation n− 1. Notice that
we need to know the number of offspring of a node to decide whether it is
marked or not. That is why, if we look at the tree up to generation n, we
only have information for the marks up to generation n− 1, which justifies
the definition of the filtration (Fn)n≥0. The aim of this article is the study,
for some measurable positive functions φ(x, y), of the limit

(1.3) lim
p→+∞

E [1Λnφ (Zn+p,Mn+p)]

E [φ (Zn+p,Mn+p)]

where Λn ∈ Fn. If this limit exists, it has the form E[1ΛnBn] where (Bn)n∈N
is a positive Fn-martingale such that B0 = 1 (see Section 1.2 of [15]). This
enables to define a probability measure Q by:

∀Λn ∈ Fn, Q (Λn) = Ep0 [1ΛnBn],

where Ep0 denotes the expectation with respect to the probability distribu-
tion Pp0 of a marked Galton-Watson tree with marking reproduction law p0

and we study the distribution of the tree under Q. In what follows, we omit
the reference to p0 and write simply P and E.
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We begin with the function φ (Zp,Mp) = M ℓ
p, for ℓ ≥ 1, which indeed

gives weight to trees with a large number of marked nodes. Remark that
Assumption (1.2) implies that E[M ℓ

n+p] > 0 for n + p > 0. We then obtain
the following limits:

Theorem 1.1. Let p be an offspring distribution satisfying (1.1) and that
admits a moment of order ℓ ∈ N∗, and let q be a mark function satisfying
(1.2). Then, for every n ∈ N and every Λn ∈ Fn, we have

lim
p→+∞

E[1ΛnM
ℓ
n+p]

E[M ℓ
n+p]

=





E[1Λnfℓ(Mn, Zn)] if µ < 1,

E[1ΛnZn] if µ = 1,

E

[
1Λn

Pℓ(Zn)
µℓn

]
if µ > 1,

where Pℓ is an explicit polynomial function of degree ℓ and fℓ is defined for
all s, z ∈ N by:

(1.4) fℓ(s, z) :=
1

ξℓ

ℓ∑

i=0

(
ℓ

i

)
sℓ−i

∑

t1+...+tz=i

(
i

t1 . . . tz

) z∏

j=1

ξtj ,

where
(

j
t1···tz

)
is the multinomial coefficient and ξj := limp→+∞ E[M j

p ] for all
j ≥ 0.

The two martingales obtained for µ ≥ 1 are already known and the study
under Q is, as a result, unnecessary (for µ = 1, we obtain Kesten’s tree and
see [2] for µ > 1).

Here, the more interesting case is the sub-critical one where the martingale
depends of Mn. For instance, let us point out that, for ℓ = 1, we get the
martingale

f1(Mn, Zn) = Zn +
1

ξ1
Mn.

To describe the genealogical tree of (Z,M) under the new probability, we
need to introduce the mass of a node u denoted by mu: this quantity is zero
for the root and is transmitted throughout the tree according to certain
rules (see Subsection 2.2) and permits us to exhibit the new reproduction
law and marking procedure under Q.

More precisely, let us define a random multi-type tree as follows. The
types of the nodes run from 0 to ℓ and, at each generation, the sum of the
types must be equal to ℓ. As a result the type of the root is ℓ. If there
is z individuals at generation n, they have the respective types (t1, . . . , tz)
such that t1 + · · · + tz = ℓ with a probability depending on z, Mn and the
mass of each individual of generation n (see (3.7) for the explicit formula).
Moreover, if u is an individual of type i ∈ J1, ℓK with mass mu, he has k ∈ N

children and has mark η ∈ {0, 1} with probability:

pi(k, η) :=
p0(k, η)fi(mu + η, k)

fi(mu, 1)
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where p0 is the reproduction-marking law of the initial tree but also the
reproduction-mark law of a 0-type node. We call a weighted tree of type ℓ
a tree with these probabilities of reproduction and marking.

Theorem 1.2. Let p be a sub-critical offspring distribution satisfying (1.1)
and that admits a moment of order ℓ ∈ N∗, and let q be a mark function
satisfying (1.2). Let Qℓ be the probability measure defined by

∀n ∈ N,
dQℓ

dP |Fn

= fℓ(Mn, Zn).

Then Qℓ is the distribution of a weighted tree of type ℓ.

In a second step, we study the function φ (Zp,Mp) = Hℓ(Zp)s
MptZp , with

s, t ∈ (0, 1) where Hℓ is the ℓ-th Hilbert polynomial defined by:

(1.5) H0(x) = 1 and Hℓ(x) =
1

ℓ!

ℓ−1∏

j=0

(x− j) , for ℓ ≥ 1.

Contrary to the previous study, this function gives weight to trees with a
small number of marks. We obtain the following limits:

Theorem 1.3. Let p be an offspring distribution satisfying (1.1) and that
admits a moment of order ℓ ∈ N∗, and let q be a mark function satisfying
(1.2). We define

r = min{k ∈ N,p(k) > 0}.

Then, for every s ∈ (0, 1), if κ(s) denotes the only root in [0, 1] of the
function

fs(t) := E[sM1tZ1 ],

we have for every n ∈ N and Λn ∈ Fn,

• if r = 0, for every t ∈ [0, 1],

lim
p→+∞

E[1ΛnHℓ(Zn+p)s
Mn+ptZn+p ]

E[Hℓ(Zn+p)sMn+ptZn+p ]
=





E
[
1Λns

Mnκ(s)Zn−1
]

if ℓ = 0,

E

[
1Λn

sMnZnκ(s)
Zn−1

f ′s(κ(s))
n

]
if ℓ > 0,

• if r = 1, for every t ∈ (0, 1],

lim
p→+∞

E[1ΛnHℓ(Zn+p)s
Mn+ptZn+p ]

E[Hℓ(Zn+p)sMn+ptZn+p ]
= E

[
1Λns

Mnα1(s)
−n

1Zn=1

]
,

• if r ≥ 2, for every t ∈ (0, 1],

lim
p→+∞

E[1ΛnHℓ(Zn+p)s
Mn+ptZn+p ]

E[Hℓ(Zn+p)sMn+ptZn+p ]
= E

[
1Λns

Mnαr(s)
−(rn−1)

r−1 1Zn=rn

]
,

where αr(s) = p(r)(sq(r) + 1− q(r)).
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Let us add that, for sake of completeness, we also study the case s = 0 in
Theorem 4.6.

We also describe the probability distribution obtained by a change of mea-
sure using the martingales obtained in the previous theorem, see Theorems
4.1, 4.3, 4.4 and 4.6.

The paper is organized as follows: in Section 2 we introduce the set of
discrete marked trees and define the MGW trees. We study in Section 3 the
penalization by M ℓ

p, finding the martingale obtained at the limit and then
describing the distribution obtained by a Girsanov transformation using this
martingale. We make the same study in Section 4 when the penalization is
of the form Hℓ(Zp)s

MptZp .

2. Technical background

2.1. The set of marked trees. Let N be the set of nonnegative integers
and N∗ the set of positive integers. We recall Neveu’s formalism [11] for
ordered rooted trees. We set U =

⋃
n≥0(N

∗)n the set of finite sequences

of positive integers with the convention (N∗)0 = {∅}. For n ≥ 0 and u =
(u1, ..., un) ∈ U , let |u| = n be the length of u with the convention |∅| = 0.
If u and v are two sequences of U , we denote by uv their concatenation,
with the convention that uv = u if v = ∅ and uv = v if u = ∅.

A tree t is a subset of U that satisfies:

• ∅ ∈ t;
• ∀u ∈ U , ∀j ∈ N∗, uj ∈ t =⇒ u ∈ t;
• ∀u ∈ t, ∃ku(t) ∈ N, ∀i ∈ N∗, ui ∈ t ⇐⇒ i ≤ ku(t).

The integer ku(t) represents the number of offspring of the vertex u ∈ t. We
denote by T the set of trees.

A marked tree t∗ is defined by a tree t ∈ T and a mark ηu ∈ {0, 1} for
every node u ∈ t, that is

t∗ =
(
t, (ηu)u∈t

)
.

A node u ∈ t is said to be marked if ηu = 1 and unmarked if ηu = 0. We
denote by T∗ the set of marked trees.

For every h ∈ N, we define the restriction functions

rh : T −→ T, and r∗h : T∗ −→ T∗

by, for t ∈ T, t∗ = (t, (ηu, u ∈ t)) ∈ T∗,

rh(t) = {u ∈ t, |u| ≤ h}, r∗h(t
∗) =

(
rh(t), (η

h
u)u∈rh(t)

)

with

ηhu =

{
ηu if |u| ≤ h− 1,

0 if |u| = h.
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Remark 2.1. Let us stress that the nodes at level h of r∗h(t
∗) are unmarked

so that the tree r∗h(t
∗) is completely characterized by ((ku(t), ηu), u ∈ t, |u| ≤

h− 1).

We can endow the set T∗ with the σ-field F generated by the family
of sets ({t∗ ∈ T∗, u ∈ t})u∈U and hence define probability measures on
(T∗,F ).

We also endow T∗ with the filtration (Fn)n≥0 where Fn is the σ-field
generated by the restiction function r∗n. Notice that F =

∨
n≥0 Fn as, for

every u ∈ U ,

{t∗ ∈ T∗, u ∈ t} ∈ F|u|.

Let t∗ = (t, (ηu)u∈t) ∈ T∗ be a marked tree. For every n ∈ N, we define

• zn(t
∗) the nodes of t at generation n:

zn(t
∗) = {u ∈ t, |u| = n},

• Zn(t
∗) the size of generation n:

Zn(t
∗) = Card

(
zn(t

∗)
)
,

• Mn(t
∗) the total number of marked nodes up to generation n− 1:

M0(t
∗) = 0 and Mn(t

∗) =
∑

u∈t,|u|≤n−1

ηu for n ≥ 1.

Let us point out that the functions zn, Zn, Mn are all Fn-measurable.

2.2. Masses. Let t∗ = (t, (ηu)u∈t) ∈ T∗ be a marked tree. We then define
for every node u ∈ t a new quantity called the mass of the node u and
denoted by mu. We set m∅ = 0 and the masses are then defined recursively
as follows. Let n ∈ N and let us suppose that the masses (mu, |u| ≤ n)
are constructed. Let v ∈ zn+1(t

∗) that we write v = uj with u ∈ t and
1 ≤ j ≤ ku(t). Then, we set

(2.1) muj =
mu + ηu
ku(t)

+

∑
w∈zn(t∗),kw(t)=0 (mw + ηw)

Zn+1(t)
·

This formula can be interpreted as follows:

• The first term means that u transmits its mass, plus one if it is
marked, uniformly to all its children;

• The second term means that each childless node at generation n
transmits its mass, plus one if it is marked, uniformly to all nodes
of generation n+ 1.

Notice that the map t∗ 7→ (mu, u ∈ zn(t
∗)) is Fn-measurable.

Moreover, by construction, we have the following link between the masses
and the number of marked nodes up to some level:

(2.2) ∀n ∈ N,
∑

u∈zn(t∗)

mu =Mn(t
∗).
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•
m∅ = 0

•

• •

1
3

1
3

1
3

4
9

7
9

7
9

4

Figure 1. A marked tree and the associated masses.

2.3. Marked Galton-Watson trees. Let p0 = (p0(k, η), k ∈ N, η ∈ {0, 1})
be a probability distribution on N×{0, 1}. There exists a unique probability
measure Pp0 on (T∗,F ) such that, for all h ∈ N∗ and all t∗ = (t, (ηu)u∈t) ∈
T∗, if τ∗ denotes the canonical random variable on T∗ (i.e. the identity map
of T∗),

(2.3) Pp0(r
∗
h(τ

∗) = r∗h(t
∗)) =

∏

u∈rh−1(t)

p0(ku(t), ηu).

We say that the r.w. τ∗ under Pp0 is a marked Galton-Watson (MGW) tree
with reproduction-marking law p0.

Equivalently, the distribution of a marked Galton-Watson tree with re-
production-marking law p0 is also characterized by an offspring distribution
p and a mark function q : N −→ [0, 1] with

p(k) = p0(k, 0) + p0(k, 1), q(k) =
p0(k, 1)

p(k)
if p(k) 6= 0

(the value of q(k) has no importance if p(k) = 0), or equivalently

(2.4) p0(k, 1) = p(k)q(k), p0(k, 0) = p(k)(1 − q(k)).

This approach (giving p and q) consists in first picking a Galton-Watson
tree with offspring distribution p then conditionnaly given the tree, adding
marks on every node, independently of each others, with probabily q(k)
where k is the out-degree of the node.

We will then write Pp0 or Pp,q depending on the adopted point of view,
or simply P when the context is clear.

Under Pp,q, the random tree τ∗ satisfies the so-called branching property
that is

• The random variable k∅(τ
∗) is distributed according to the proba-

bility distribution p,
• Conditionally given {k∅(τ

∗) = j}, the root is marked with probabil-
ity q(j),
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• Conditionally on {k∅(τ
∗) = j}, the j sub-trees attached to the root

are i.i.d. random marked trees distributed according to the proba-
bility Pp,q.

As a consequence, if we set Zn := Zn(τ
∗) and Mn :=Mn(τ

∗), we have for
every n, p ∈ N∗, the following equality in distribution under Pp,q,

(2.5) Mn+p
(d)
= Mn +

Zn∑

i=1

M̃i,p,

where (M̃i,p)i≥1 is a sequence of i.i.d copies of Mp and independent of Fn.

3. Polynomial penalization

In this section, we consider an offspring distribution p satisfying (1.1) and
that admits a moment of order ℓ ∈ N∗, and a mark function q satisfying
(1.2). We denote by µ the mean of p. We study the penalization by M ℓ

n+p

i.e. we look for the limit for all n ∈ N and Λn ∈ Fn

lim
p→+∞

E[1ΛnM
ℓ
n+p]

E[M ℓ
n+p]

= lim
p→+∞

E[1ΛnE[M
ℓ
n+p|Fn]]

E[M ℓ
n+p]

·

To begin with, let us prove that this expression makes sense. Remark
first that (1.2) implies that E[M ℓ

n+p] 6= 0 for p ≥ 1.

Lemma 3.1. Let p be an offspring distribution that admits an moment of
order ℓ ∈ N∗ and let q be a mark function. Then, under P, for every p ∈ N,
Zp and Mp have a moment of order ℓ.

Proof. We begin to prove that Zp has a moment of order ℓ by induction on
p. The result is clear for p = 0, as Z0 = 1.

Let p ∈ N be such that Zj has a moment of order ℓ for all j ≤ p. Let X,
(Xi)i≥1 be i.i.d. random variables with distribution p, independent of Fp.
We have:

E
[
Zℓp+1

]
= E


E







Zp∑

i=1

Xi



ℓ
∣∣∣∣∣∣∣
Fp







= E




∑

t1+...+tZp=ℓ

(
ℓ

t1 · · · tZp

) Zp∏

ℓ=1

E
[
Xtℓ
]



≤ E




∑

t1+...+tZp=ℓ

(
ℓ

t1 · · · tZp

)
E
[
Xℓ
]ℓ

 = E

[
Zℓp

]
E
[
Xℓ
]ℓ

where in the last inequality, we use that there are at most ℓ non-zero ti’s.
As Zℓp and Xℓ are in L1 by assumption, we have our first result.

The previous result implies that
∑p−1

i=0 Zi ∈ Lℓ and, as Mp ≤
∑p−1

i=0 Zi, we
get the second result. �
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We now give an expression of E
[
M ℓ
n+p

∣∣Fn

]
that will be used trough-

out this section. Recall the equality in distribution (2.5). Using the same
notations, we get for all p, n ∈ N:

E

[
M ℓ
n+p

∣∣ Fn

]
=

ℓ∑

j=0

(
ℓ

j

)
E


M ℓ−j

n

(
Zn∑

i=1

M̃i,p

)j ∣∣∣∣ Fn




=

ℓ∑

j=0

(
ℓ

j

)
M ℓ−j
n

∑

t1+···+tZn=j

(
j

t1 · · · tZn

) Zn∏

i=1

E[M ti
p ].(3.1)

3.1. The sub-critical case µ < 1.

3.1.1. A new martingale. Before stating the main result of this section, let
us state some integrability lemmas and introduce some notations.

Lemma 3.2. Let p be a sub-critical offspring distribution that admits a
moment of order ℓ ∈ N∗. Let Z̃∞ be the total population size of the associated
Galton-Watson tree i.e.

Z̃∞ = Card(τ) =
+∞∑

n=0

Zn.

Then Z̃∞ has a moment of order ℓ.

Proof. Let us denote by g (resp. G∞) the generating function of p (resp.

Z̃∞). Then we have, with (Z̃i,∞)i≥1 i.i.d. copies of Z̃∞, for every s ∈ [0, 1],

G∞(s) = E

[
s1+

∑Z1
i=1 Z̃i,∞

]
= sg(G∞(s)).

Differentiating this relation, we obtain, for every s ∈ [0, 1),

(3.2) G′
∞(s) =

g(G∞(s))

1− sg′(G∞(s))
.

Then, letting s→ 1, we have

lim
s→1

G′
∞(s) =

1

1− µ
< +∞.

Therefore, Z̃∞ admits a moment of order 1, E[Z̃∞] = 1
1−µ and G∞ is of class

C on [0, 1].
An obvious induction argument gives that, for every i ≤ ℓ, there exists a

polynomial function Pi such that for every s ∈ [0, 1),

G(i)
∞ (s) =

Pi(s, g(G∞(s)), . . . , g(i)(G∞(s)), G∞(s), G′
∞(s), . . . G

(i−1)
∞ (s))

(1− sg′(G∞(s))i

and again by induction we get that G
(i)
∞ (s) admits a limit as s → 1 which

implies that Z̃∞ admits moments up to order ℓ �
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Let us denote by M∞ the total number of marks on the tree. As M∞ ≤
Z̃∞ a.s., M∞ also admits a moment of order ℓ. We set for every i ≤ ℓ

(3.3) ξi = E[M i
∞].

The constants ξi can be explicitely computed using the following recursion
equation:

Proposition 3.1. Let p be an offspring distribution such that µ < 1, with
a moment of order ℓ ∈ N∗ and let q be a mark function. Then we have

(1− µ)ξℓ =
ℓ−1∑

j=0

(
ℓ

j

)
E


M1

∑

t1+···+tZ1
=j

(
j

t1 · · · tZ1

) Z1∏

i=1

ξti




+ E




∑

t1+...+tZ1
=ℓ

ti<ℓ,∀i

(
ℓ

t1 · · · tZ1

) Z1∏

i=1

ξti


 .

Proof. First notice that, as M1 is equal to 0 or 1, we have M j
1 = M1 for

every j ≥ 1. Using (3.1), we can write:

E[M ℓ
p+1]− µE[M ℓ

p] =

ℓ−1∑

j=0

(
ℓ

j

)
E


M1

∑

t1+...+tZ1
=j

(
j

t1 . . . tZ1

) Z1∏

i=1

E[M ti
p ]




+ E




∑

t1+...+tZ1
=ℓ

ti<ℓ,∀i

(
j

t1 . . . tZ1

) Z1∏

i=1

E[M ti
p ]




:=

ℓ−1∑

j=0

(
ℓ

j

)
E[Aj,p] + E[Bp].

As (Aj,p)p≥0 and (Bp)p≥0 are non-negative and non-decreasing sequences,
we obtain ξℓ taking the limit when p goes to infinity and using Beppo Levi’s
theorem. �

We can now state the main result of this section. Let us recall, for ℓ ∈ N,
the definition of the function fℓ defined for all s, z ∈ N by:

(3.4) fℓ(s, z) :=
1

ξℓ

ℓ∑

i=0

(
ℓ

i

)
sℓ−i

∑

t1+...+tz=i

(
i

t1 . . . tz

) z∏

j=1

ξtj

with the convention fℓ(s, 0) =
sℓ

ξℓ
. Notice that this definition is also valid for

ℓ = 0 and we get f0(s, z) = 1.
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Theorem 3.1. Let p be an offspring distribution satisfying (1.1), that ad-
mits a moment of order ℓ ∈ N∗ and such that µ < 1, and let q be a mark
function satisfying (1.2). For every n ∈ N and every Λn ∈ Fn, we have

(3.5) lim
p→+∞

E
[
1ΛnM

ℓ
n+p

]

E
[
M ℓ
n+p

] = E[1Λnfℓ(Mn, Zn)].

Proof. Let p, n ∈ N. Using (3.1), we get:

E

[
1ΛnM

ℓ
n+p

]

= E


1Λn

ℓ∑

j=0

(
ℓ

j

)
M ℓ−j
n

∑

t1+...+tZn=j

(
j

t1 · · · tZn

) Zn∏

i=1

E
[
M ti
p

]

 .

Using again Beppo Levi’s theorem, we obtain

lim
p→+∞

E

[
1ΛnM

ℓ
n+p

]
= ξℓE[1Λnfℓ(Mn, Zn)]

and we conclude using

lim
p→+∞

E[M ℓ
n+p] = ξℓ.

�

Remark 3.1. For ℓ = 1, the obtained martingale is

Hn,1 = Zn +
1

ξ1
Mn.

3.1.2. Change of probability and the new random tree. We still consider a
subcritical offspring distribution p satisfying (1.1) and that admits a mo-
ment of order ℓ ∈ N∗, and a mark function q satisfying (1.2). We define a
new probability measure Qℓ on (T∗,F ) by

(3.6) ∀n ∈ N, ∀Λn ∈ Fn, Qℓ(Λn) = E[1Λnfℓ(Zn,Mn)].

To describe this probability measure Qℓ, let us define a T∗-valued random
tree τℓ(p,q) defined on some probability space (Ω,A , P ).

Definition 3.1. The tree τℓ(p,q) is a multitype random marked tree that is
defined recursively as follows:

• The types of the nodes run from 0 to ℓ;
• The type of the root is ℓ;
• Let us suppose that the tree r∗n(τℓ(p,q)) is constructed and that the
types of the nodes at generation n are known for some n ≥ 0. Then
all individuals at generation n reproduce and are marked indepen-
dently of each other conditionally given r∗n(τℓ(p,q)) according to its
type and its mass (recall the definition of the mass of a node intro-
duced in Section 2.2):
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– an individual u of type 0, has k ∈ N children and a mark η ∈
{0, 1} with probability:

p0(k, η) :=

{
p(k)(1 − q(k)) if η = 0,

p(k)q(k) if η = 1,

– an individual u of type i ∈ J1, ℓK and with mass mu, has k ∈ N

children and a mark η ∈ {0, 1} with probability:

pi(k, η) :=
p0(k, η)fi(mu + η, k)

fi(mu, 1)
;

• We then choose the types of the nodes at generation n + 1. At
each generation, the sum of the types must be equal to ℓ. More-
over, conditionally given zn+1(τℓ(p,q)) = zn+1, the probability that
the nodes at generation n + 1 have respective types (tu, u ∈ zn+1)
with

∑
u∈zn+1

tu = ℓ, is

(3.7) γℓ,(tu)u∈zn+1
:=

(
ℓ

tu, u ∈ zn+1

)∏
u∈zn+1

ftu(mu, 1)ξtu

ξℓfℓ(Mn+1, Zn+1)
,

with the notation(
ℓ

tu, u ∈ zn+1

)
:=

ℓ!∏
u∈zn+1

tu!
.

for the usual multinomial coefficient.

Remark 3.2. The mass mu of a node u (and hence its offspring distribu-
tion) depends on all extinct nodes in the past and not only on the ancestors
of the node. Moreover, the choice of the types of the nodes at some gener-
ation depends on the size of this generation. Consequently, the tree τℓ does
not satisfy the branching property.

Remark 3.3. If all the nodes below generation n are not marked, all the
masses mu for u ∈ zn are null and hence, for every node u ∈ zn with type
i ≥ 1, we have

pi(0, 0) = 0.

Therefore, the tree τℓ(p,q) cannot die out without any marked node.

Lemma 3.3. Formula (3.7) indeed defines a probability distribution on
J0, ℓKZn+1.

Proof. This result is equivalent to show that for all n ∈ N, we have

(3.8) fℓ(Mn, Zn) =
1

ξℓ

∑
∑

u∈zn
tu=ℓ

(
ℓ

tu, u ∈ zn

) ∏

u∈zn

ftu(mu, 1)ξtu .

To obtain (3.8), we need to obtain an alternate expression for the a.s. limit
of E[M ℓ

n+p|Fn], as we already know that this limit is ξℓfℓ(Mn, Zn) a.s. For
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this purpose, according to (2.2) and the branching property, conditionally
on Fn, we have:

Mn+p
(d)
=
∑

u∈zn

mu +Mu,p,

where the processes (Mu,., u ∈ U ) are i.i.d. copies of M , independent of
Fn. As a result:

E[M ℓ
n+p|Fn] =

∑
∑

u∈zn
tu=ℓ

(
ℓ

tu, u ∈ zn

) ∏

v∈zn

E
[
(mv +Mv,p)

tv |Fn

]

=
∑

∑
u∈zn

tu=ℓ

(
ℓ

tu, u ∈ zn

) ∏

v∈zn

tv∑

j=0

(
tv
j

)
mtv−j
v E

[
M j
p

]
.

Using Beppo Levi’s theorem:

lim
p→+∞

E[M ℓ
p+n|Fn] =

∑
∑

u∈zn
tu=ℓ

(
ℓ

tu, u ∈ zn

) ∏

v∈zn

tv∑

j=0

(
tv
j

)
mtv−j
v ξj ,

and we easily conclude as, thanks to (3.4),

ftv(mv , 1)ξtv =

tv∑

j=0

(
tv
j

)
mtv−j
v ξj .

�

In order to describe the new probability Qℓ, we need an alternative ex-
pression of fℓ(Mn+1, Zn+1):

Lemma 3.4. For all n ∈ N, we have

(3.9) fℓ(Mn+1, Zn+1) =
1

ξℓ

∑
∑

u∈zn
tu=ℓ

(
ℓ

tu, u ∈ zn

)∏

u∈zn

ftu(mu + ηu, ku)ξtu ,

with ku the number of children of the individual u and ηu its mark.

Proof. The proof is similar to the proof of Lemma 3.3: we write

Mp+n =
∑

u∈zn

(
mu + ηu +

ku∑

i=1

Mi,p−1

)



14 ROMAIN ABRAHAM, SONIA BOULAL, AND PIERRE DEBS

where the processes (Mi,., i ≥ 0) are i.i.d. copies of M independent of Fn+1.

Thus, E[M ℓ
n+p|Fn+1] is equal to:

∑
∑

u∈zn
tu=ℓ

(
ℓ

tu, u ∈ zn

) ∏

v∈zn

tv∑

j=0

(
tv
j

)
(mv+ηv)

tv−jE






ku∑

i=1

Mi,p−1

)j∣∣∣∣∣∣
Fn+1




=
∑

∑
u∈zn

tu=ℓ

(
ℓ

tu, u ∈ zn

) ∏

v∈zn

tv∑

j=0

(
tv
j

)
(mv + ηv)

tv−j

∑

r1+···+rku=j

(
j

r1 . . . rku

) ku∏

i=1

E[M ri
i,p−1].

Taking the limit when p goes to infinity, thanks to Beppo Levi’s theorem,
we obtain (3.9). �

Theorem 3.2. The probability Qℓ defined by (3.6) is the distribution of the
tree τℓ(p,q) of Definition 3.1.

Proof. To prove the theorem, it suffices to prove that for all n ∈ N, and all
t∗ ∈ T∗:

(3.10) Qℓ(r
∗
n (τ

∗) = r∗n(t
∗)) = P (r∗n(τℓ) = r∗n(t

∗))

where τ∗ is the canonical random variable on T∗ and where we set τℓ instead
of τℓ(p,q). First, note that:

Qℓ(r
∗
n(τ

∗) = r∗n(t
∗)) = E

[
1r∗n(τ

∗)=r∗n(t
∗)fℓ(Mn(τ

∗), Zn(τ
∗)
]

= fℓ(Mn(t
∗), Zn(t

∗))P(r∗n(τ
∗) = r∗n(t

∗)).(3.11)

We prove (3.10) by induction on n.
For n = 0, (3.10) is true as, for every tree t∗ (and hence also for any

random tree), r∗0(t
∗) is the tree reduced to the root with mark 0.

Assume that (3.10) is true for n ∈ N. Using the recursive definition of τℓ,
we have:

P (r∗n+1(τℓ) = r∗n+1(t
∗))

= P (r∗n(τℓ) = r∗n(t
∗))

∏

u∈zn(t∗)

p0(ku(t), ηu(t
∗))

×
∑

∑
u∈zn(t∗) tu=ℓ

γℓ,(tu)u∈zn(t∗)

∏

u∈zn(t∗)

ftu(mu(t
∗) + ηu(t

∗), ku(t))

ftu(mu(t∗), 1)
·
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Then, the induction assumption as well as the definition of the probabilities
γ give

P (r∗n+1(τℓ) = r∗n+1(t
∗))

= Qℓ(r
∗
n(τ

∗) = r∗n(t
∗))

∏

u∈zn(t∗)

p0 (ku(t), ηu(t
∗))

×
∑

∑
u∈zn(t∗) tu=ℓ

(
ℓ

tu, u ∈ zn(t∗)

)∏
u∈zn(t∗)

ftu(mu(t
∗), 1)ξtu

ξℓfℓ (Mn(t∗), Zn(t∗))

×
∏

u∈zn(t∗)

ftu(mu(t
∗) + ηu(t

∗)), ku(t
∗))

ftu(mu(t∗), 1)
·

Using Formula (3.11) yields

P (r∗n+1(τℓ) = r∗n+1(t
∗))

=
1

ξℓ
P(r∗n(τ

∗) = r∗n(t
∗))

∏

u∈zn(t∗)

p0 (ku(t), ηu(t
∗))

×
∑

∑
u∈zn(t∗) tu=ℓ

(
ℓ

tu, u ∈ zn(t∗)

) ∏

u∈zn(t∗)

ftu(mu(t
∗) + η(t∗), ku(t))ξtu .

Finally, Equation (2.3) and Lemma 3.4 and then Equation (3.11) give

P (r∗n+1(τℓ) = r∗n+1(t
∗)) = P(r∗n+1(τ

∗) = r∗n+1(t
∗))fℓ(Mn+1(t

∗), Zn+1(t
∗))

= Qℓ(r
∗
n+1(τ

∗) = r∗n+1(t
∗)),

which gives the result for n+ 1. �

Remark 3.4. Note that under Qℓ, the extinction probability of the pop-
ulation is equal to 1. Indeed, using the definition of Qℓ, the Lebesgue’s
dominated convergence theorem and the fact that Z∞ = 0 P-a.s.:

lim
n→+∞

Qℓ(Zn = 0) = lim
n→+∞

E[1Zn=0fℓ(Mn, 0)]

=
1

ξℓ
lim

n→+∞
E[1Zn=0M

ℓ
n] =

E[M ℓ
∞]

ξℓ
= 1.

Moreover under Qℓ, one can notice that for all n ∈ N∗, Zn does not necessary
admit a first moment. Just assume that Z1 (and so Zn) does not admit a
moment of order ℓ+ 1 under P, as:

ξℓE
Qℓ [Zn] = ξℓE[Znf(Mn, Zn)]

≥ E


Zn

∑

t1+...+tZn=ℓ
ti≤1,∀i

(
ℓ

t1 · · · tZn

) Zn∏

i=1

ξti


 = ℓ!ξℓ1E

[
Zn

(
Zn

Zn − ℓ

)]
.
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3.2. The super-critical case µ > 1. Let us begin with giving an equivalent
of E[M ℓ

p] as p→ +∞.

Proposition 3.2. Let ℓ ∈ N∗. Let p be an offspring distribution which
admits a moment of order ℓ ∈ N∗ and such that µ > 1, and let q be a mark
function satisfying (1.2). Then, there exists a strictly positive constant ωℓ
such that:

(3.12) E[M ℓ
p] ∼

p→∞
µℓpωℓ.

Proof. We prove this proposition by induction on ℓ.
We have for all p, n ∈ N∗, using (2.5):

(3.13) E [Mn+p|Fn] =Mn + ZnE[Mp],

and an induction reasoning gives

(3.14) E[Mp] =

{
E[M1]

1−µp

1−µ , if µ 6= 1,

pE[M1], otherwise.

We deduce that (3.12) is true for ℓ = 1, with ω1 :=
E[M1]
µ−1 when µ > 1.

Now, assume that (3.12) is true for all 1 ≤ i < ℓ for some ℓ > 1, in other
words:

(3.15)
E
[
M i
p

]

µpi
= ωi(1 + o(1)).

In order to obtain the result at rank ℓ, we write:

E[M ℓ
p] = µp

p−1∑

m=0

(
E[M ℓ

m+1]

µm+1
−

E[M ℓ
m]

µm

)
=: µp

p−1∑

m=0

∆m

µm+1
,

and we study the telescopic series with general term ∆m

µm+1 . To begin with,

taking the expectation in (3.1) with n = 1 and p = m (and using again that

M j
1 =M1 for every j ≥ 1), we obtain by isolating the case j = ℓ:

∆m

µmℓ
=

ℓ−1∑

j=0

(
ℓ

j

)
E


 M1

µm(ℓ−j)

∑

t1+···+tZ1
=j

(
j

t1 · · · tZ1

) Z1∏

i=1

E[M ti
m]

µmti




+ E




∑

t1+···+tZ1
ti<ℓ,∀i

=ℓ

(
ℓ

t1 · · · tZ1

) Z1∏

i=1

E[M ti
m]

µmti




:=

ℓ−1∑

j=0

(
m

j

)
E[Aj,m] + E[Bm](3.16)

with Bm = 0 if Z1 ≤ 1.
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Note that in Bm, each term of the sum has at most ℓ strictly positive ti.
Thus, setting ω0 = 1 and ̟ℓ := max0≤j<ℓ ωj and using (3.15) for m large
enough:

0 ≤ Bm ≤

(
3

2

)ℓ
̟ℓ
ℓ

∑

t1+···+tZ1
=ℓ

ti<ℓ,∀i

(
ℓ

t1 · · · tZ1

)
≤

(
3

2
̟ℓZ1

)ℓ
∈ L1.(3.17)

Using (3.15) and (3.17), Lebesgue’s dominated convergence theorem ensures
that:

lim
m→+∞

E[Bm] = E

[
lim

m→+∞
Bm

]
= E




∑

t1+···+tZ1
=ℓ

ti<ℓ,∀i

(
ℓ

t1 · · · tZ1

) Z1∏

i=1

ωti


 =: c̃ℓ.

A similar reasoning gives that:

lim
m→+∞

ℓ−1∑

j=0

(
ℓ

j

)
E[Aj,m]

= lim
m→+∞

ℓ−1∑

j=0

(
ℓ

j

)
1

µm(ℓ−j)
E


M1

∑

t1+...+tZ1
=j

(
j

t1 · · · tZ1

) Z1∏

i=1

ωti


 = 0,

implying that ∆m ∼ µmℓc̃ℓ when m goes to infinity. As a result:

E[M ℓ
p] = µp

p−1∑

m=0

∆m

µm+1
∼

p→∞
µp−1

p−1∑

m=0

µm(ℓ−1)c̃ℓ

∼
p→∞

µℓpc̃ℓ(µ
ℓ − µ)−1 =: µℓpωℓ.

�

We deduce the limit of Theorem 1.1 in the super-critical case.

Theorem 3.3. Let p be an offspring distribution which admits a moment
of order ℓ ∈ N∗ such that µ > 1 and let q be a mark function satisfying
(1.2). For every n ∈ N and every Λn ∈ Fn, we have:

(3.18) lim
p→+∞

E
[
1ΛnM

ℓ
n+p

]

E
[
M ℓ
n+p

] = E

[
1Λn

Pℓ(Zn)

µℓn

]
,

where Pℓ is a polynomial function of degree ℓ.
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Proof. Let p, n ∈ N and note that (3.1) is equivalent to:

E
[
M ℓ
n+p

∣∣Fn

]

µℓ(n+p)
=

ℓ∑

j=0

(
ℓ

j

)
M ℓ−j
n

µ(ℓ−j)p+nℓ

∑

t1+...+tZn=j

(
j

t1 · · · tZn

) Zn∏

i=1

E
[
M ti
p

]

µpti

:=
ℓ∑

j=0

(
ℓ

j

)
Dj,p.

With the same notation and reasoning as those in the proof of Proposition
3.2, for all j ∈ J0, ℓK:

Dj,p ≤M ℓ−j
n

(
3

2
̟ℓZn

)j
≤ CZ̃ℓn,(3.19)

where C is a positive constant and Z̃n :=
∑n

i=0Zi, the total population up

to generation n, belongs to Lℓ according to Lemma 3.1. Remark that we
use that Mn ≤ Z̃n.

Thanks to Proposition 3.2, almost surely:

lim
p→+∞

ℓ∑

j=0

(
ℓ

j

)
Dj,p = lim

p→+∞

ℓ∑

j=0

(
ℓ

j

)
M ℓ−j
n

µ(ℓ−j)p+nℓ

∑

t1+...+tZn=j

(
j

t1 · · · tZn

) Zn∏

i=1

ωti

=
1

µnℓ

∑

t1+...+tZn=ℓ

(
ℓ

t1 · · · tZn

) Zn∏

i=1

ωti .(3.20)

Using (3.19), (3.20) and Proposition 3.2, Lebesgue’s dominated convergence
theorem gives:

lim
p→+∞

E
[
1ΛnM

ℓ
n+p

]

E
[
M ℓ
n+p

] = E


1Λn

1

µnℓωℓ

∑

t1+...+tZn=ℓ

(
ℓ

t1 · · · tZn

) Zn∏

i=1

ωti


 .

To prove that the sum in the right hand side of the above equation is
indeed a polynomial function in Zn, let us introduce, for 1 ≤ i ≤ ℓ the set

(3.21) Sq,ℓ =

{
n = (n1, . . . , nq) ∈ (N∗)q,

q∑

m=1

nm = ℓ

}

and for n ∈ Sq,ℓ, z ∈ N∗,

An,z = {(t1, . . . , tz) ∈ Nz, {t1, . . . , tz} = {n1, . . . , nq, 0}}.
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Then, we have

∑

t1+...+tZn=ℓ

(
ℓ

t1 · · · tZn

) Zn∏

i=1

ωti

=

ℓ∑

q=1

∑

n∈Sq,ℓ

∑

(t1,...,tZn)∈An,Zn

(
ℓ

t1 · · · tZn

) Zn∏

i=1

ωti

=

ℓ∑

q=1

∑

n∈Sq,ℓ

(
ℓ

n1 · · ·nq

)( q∏

i=1

ωni

)
Card(An,Zn)

and Card(An,Zn) is clearly a polynomial of degree q in Zn as it can be written(
Zn

q

)
bn where bn is a constant depending only of n. �

Remark 3.5. The martingale Pℓ(Zn)/µ
ℓn already appears in [2]. By unique-

ness property of Proposition 4.3 of [2], this is indeed the same martingale.

Remark 3.6. The (unmarked) random tree whose distribution is given by
the change of probability using the martingale Pℓ(Zn)/µ

ℓn is already de-
scribed in Definition 4.4 of [2]. As this martingale does not depends on
the marks, it is not difficult to see that the random marked tree associated
(via the Girsanov transformation) with this martingale has the same mark
function q that is:

• The unmarked tree is those of Definition 4.4 of [2],
• Conditionally on this tree, all the nodes are marked independently
of each others and a node u with ku offspring has mark one with
probability q(ku).

3.3. The critical case µ = 1. As for the super-critical case, we need an
equivalent of E[M ℓ

p] as p→ +∞.

Proposition 3.3. Let p be an offspring distribution satisfying (1.1), that
admits a moment of order ℓ ∈ N∗ and satisfies µ = 1. Let q be a mark
function satisfying (1.2). Then, there exists a positive constant ω̃ℓ such
that:

(3.22) E[M ℓ
p] ∼

p→∞
p2ℓ−1ω̃ℓ.

Proof. The proof is similar to the proof of Proposition 3.2. According to
(3.14), (3.22) is true for ℓ = 1 with ω̃1 := E[M1]. Now, assume that there
exists ℓ such that (3.22) is true for all 1 ≤ i < ℓ, in other words:

(3.23) E
[
M i
p

]
= p2i−1ω̃i(1 + o(1)).

In order to obtain the equivalent, we write:

E

[
M ℓ
p

]
=

p−1∑

i=0

(
E[M ℓ

i+1]− E[M ℓ
i ]
)
=

p−1∑

i=0

∆i,
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and we study the telescopic series with general term ∆i. According to
Proposition 3.2, more precisely (3.16), we obtain:

∆m

m2(ℓ−1)
=

ℓ−1∑

j=0

E [Aj,m]

m2(ℓ−1)
+

E [Bm]

m2(ℓ−1)
,

with ∆m, Aj,m and Bm defined in the proof of Proposition 3.2 with µ = 1
in our case.

Let z > 1. We set ω̃0 = 1 and ˜̟ ℓ := max0≤j<ℓ ω̃j and, for t = (t1, . . . , tz)
such that ∀i, 0 ≤ ti < ℓ and

∑z
i=1 ti = ℓ, we set N(t) :=

∑z
i=1 1ti>0 the

number of positive ti. Thus, noting that N(t) ≥ 2 for every term of the sum
in Bm, and using (3.23) for m large enough:

0 ≤
Bm

m2(ℓ−1)
=

∑

t1+...+tZ1
=ℓ

ti<ℓ,∀i

(
ℓ

t1 · · · tZ1

)
m2ℓ−N(t)

m2(ℓ−1)

Z1∏

i=1

ω̃ti(1 + o(1))

≤

(
3

2
˜̟m

)ℓ ∑

t1+...+tZ1
=ℓ

(
ℓ

t1 · · · tZ1

)
≤

(
3

2
˜̟mZ1

)ℓ
∈ L1.(3.24)

Note that the only terms in Bm that do not tend to 0 a.s. is when N(t) = 2.
Then using (3.23) and (3.24), Lebesgue’s dominated convergence theorem
ensures that:

(3.25) lim
m→+∞

E[Bm]

m2(ℓ−1)
= E

[
lim

m→+∞

Bm

m2(ℓ−1)

]

= E

[
Z1(Z1 − 1)

2

] ∑

t1+t2=ℓ
t1,t2>0

(
ℓ

t1 t2

)
ω̃t1 ω̃t2 =: d̃ℓ.

A similar reasoning gives that limm→+∞
E[Aj,m]

m2(ℓ−1) = 0 and we can conclude

with (3.25) that ∆m ∼ m2(ℓ−1)d̃ℓ when m goes to infinity. As a result:

E

[
M ℓ
p

]
=

p−1∑

i=0

∆i ∼
p→+∞

d̃ℓ

p−1∑

i=0

i2(ℓ−1).

We then use the following property

p−1∑

i=0

im =
1

m+ 1

m∑

i=0

(−1)i
(
m+ 1

i

)
Bi(p− 1)m+1−i ∼

p→+∞

pm+1

m+ 1
,

where Bj are Bernoulli numbers, see [10], and we get

E

[
M ℓ
p

]
∼

p→+∞

p2ℓ−1

2ℓ− 1
d̃ℓ =: p2ℓ−1ω̃ℓ.

�

We deduce Theorem 1.1 for the case µ = 1:
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Theorem 3.4. Let p be an offspring distribution satisfying (1.1) that admits
a moment of order ℓ ∈ N∗ and such that µ = 1 and let q be a mark function
satisfying (1.2). For every n ∈ N and for every Λn ∈ Fn, we have:

(3.26) lim
p→+∞

E
[
1ΛnM

ℓ
n+p

]

E
[
M ℓ
n+p

] = E[1ΛnZn].

Proof. Let p, n ∈ N, here we write:

E[M ℓ
n+p|Fn]

p2ℓ−1

=
ℓ∑

j=0

(
ℓ

j

)
M ℓ−j
n

∑

t1+...+tZn=j

(
j

t1 · · · tZn

)
1

p2(ℓ−j)−1+N(t)

∏Zn

ℓ=1 E
[
M tℓ
p

]

p2j−N(t)

=:
ℓ∑

j=0

(
ℓ

j

)
M ℓ−j
n

∑

t1+...+tZn=j

(
j

t1 · · · tZn

)
Wj,N(t),p,

and (3.19) remains true replacing µ(ℓ−j)p+nj by p2(ℓ−j)−1+N(t) giving us an
upper bound independent of p.
Note that Wj,N(t),p tends to 0 a.s. except for j = ℓ and N(t) = 1 implying
that, using (3.22):

lim
p→+∞

E
[
M ℓ
n+p

∣∣Fn

]

p2ℓ−1
= lim

p→+∞

ZnE
[
M ℓ
p

]

p2ℓ−1
= Znω̃ℓ.

To conclude, as in Theorem 3.3, we use (3.22) again and Lebesgue’s domi-
nated convergence theorem to obtain (3.26). �

Remark 3.7. As for the super-critical case, the martingale is a known one
and the associated random marked tree is a size-biased tree (i.e. Kesten’s
tree, see [9]) associated with the offspring distribution p and with the mark
function q being unchanged.

4. Exponential penalization

We now consider a penalization of the form sMntZn with s ∈ (0, 1), t ∈
[0, 1]. The case s = 1 has already beed studied in [2].

To begin with, let us set for p ≥ 1, s, t ∈ [0, 1], ϕp(s, t) = E[sMptZp ]. For
s ∈ (0, 1) fixed, we consider the function fs defined for t ∈ [0, 1] by

fs(t) = ϕ1(s, t) =

+∞∑

k=0

p(k)tk(sq(k) + 1− q(k)).

As fs is C∞ on [0, 1), increasing, convex and satisfies 0 ≤ fs ≤ 1, fs(1) < 1,
the function fs admits a unique fixed point denoted κ(s) on [0, 1]. Further-
more, using the notation fp = f ◦ . . . ◦ f for the p-th composition of f , we
have ϕp(s, t) = fps (t) and

(4.1) ∀t ∈ [0, 1], lim
p→+∞

E[sMptZp ] = lim
p→+∞

fps (t) = κ(s).
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Note that κ(s) = 0 if and only if p(0) = 0. Therefore, we must study
separately the two cases p(0) > 0 and p(0) = 0.

4.1. Case p(0) > 0.

Theorem 4.1. (1) Let p be an offspring distribution satisfying (1.1)
and such that p(0) > 0, and let q be a mark function satisfying
(1.2). For every t ∈ [0, 1] and s ∈ (0, 1), for every n ∈ N, Λn ∈ Fn,
we have:

(4.2)
E
[
1Λns

Mn+ptZn+p
]

E
[
sMn+ptZn+p

] −→
p→+∞

E[1Λns
Mnκ(s)Zn−1].

(2) The probability measure Qs,1 defined on (T∗,F∞) by

∀n ∈ N,Λn ∈ Fn, Qs,1(Λn) = E
[
1Λns

Mnκ(s)Zn−1
]
,

is the distribution of a MGW tree with reproduction-marking law ps,0
defined by :

(4.3) ∀k ∈ N, ∀η ∈ {0, 1}, ps,0(k, η) = p0(k, η)s
ηκ(s)k−1

where p0(k, η) is defined by (2.4).

Proof. (1) Thanks to the branching property and (2.5), for p, n ∈ N, we
have:

(4.4) E
[
sMn+ptZn+p |Fn

]
= sMnE

[
sMptZp

]Zn
= sMnfps (t)

Zn .

As sMnfps (t)Zn ≤ 1, by dominated convergence theorem and accord-
ing to (4.1), we obtain:

lim
p→+∞

E
[
1Λns

Mn+ptZn+p
]

E
[
sMn+ptZn+p

] = lim
p→+∞

E
[
1Λns

Mnfps (t)Zn
]

fn+ps (t)

= E
[
1Λns

Mnκ(s)Zn−1
]
.

(2) Let τs,1 be a MGW tree with the reproduction-marking law ps,0
defined on some probability space (Ω,A , P ). To obtain our result,
it suffices to prove that:

∀t∗ ∈ T∗,∀n ∈ N, Qs,1(r
∗
n(τ

∗) = r∗n(t
∗)) = P (r∗n(τs,1) = r∗n(t

∗)).
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Let t∗ = (t, (ηu)u∈t) ∈ T∗. As
∑

u∈rn−1(t)
(ku(t) − 1) = Zn(t

∗) − 1,

we obtain our result since:

P (r∗n(τs,1) = r∗n(t
∗))

=
∏

u∈r∗n−1(t
∗)

ps,0(ku(t), ηu)

=
∏

u∈r∗n−1(t
∗)

p0(ku(t), ηu)κ(s)
ku(t)−1sηu

= sMn(t∗)κ(s)
∑

u∈rn−1(t)
ku−1

∏

u∈r∗n−1(t
∗)

p0(ku(t), ηu)

= sMn(t∗)κ(s)Zn(t∗)−1P(r∗n(τ
∗) = r∗n(t

∗))

= Qs,1(r
∗
n(τ

∗) = r∗n(t
∗)).

�

As in [2], the previous penalization can be generalized by looking at the
penalization Hℓ(Zp)s

MptZp where Hℓ is the ℓ-th Hilbert polynomial defined
for ℓ ≥ 1 by

Hℓ(x) =
1

ℓ!

ℓ−1∏

j=0

(x− j).

Recall the definition of the set Sq,ℓ of (3.21). Using Faà di Bruno’s for-

mula, we have for any functions f, h of class Cℓ:

(f ◦ h)(ℓ) (s) =
ℓ∑

i=1

ℓ!

i!
f (i)(h(s))

∑

(n1,...,ni)∈Si,ℓ

i∏

j=1

h(nj)(s)

nj!
·(4.5)

We first need asymptotics for the derivatives of the p-th composition of
fs as p→ +∞.

Lemma 4.1. Let p be an offspring distribution satisfying (1.1), p(0) > 0
and that admits a moment or order ℓ ∈ N∗, and let q be a mark function
satisfying (1.2). Then, for all s ∈ (0, 1), there exists a positive function Cℓ
such that for all t ∈ [0, 1]:

(4.6) (fps )
(ℓ)(t) ∼

p→+∞
f ′s(κ(s))

pCℓ(t).

Proof. Note that f ′s(κ(s)) ∈ (0, 1) since fs is convex, increasing on [0, 1],
fs(0) > 0 and fs(1) < 1 by (1.2).

To prove (4.6) for ℓ = 1, we use a proof similar to that in [4] p.38. We
study the function

(4.7) Qp(t) := f ′s(κ(s))
−p (fps (t)− κ(s)) .
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This function can be derived and we have:

Q′
p(t) =

(fps )′(t)

f ′s(κ(s))
p
=

p−1∏

j=0

f ′s(f
j
s (t))

f ′s(κ(s))
=

p−1∏

j=0

(
1 +

(
f ′s(f

j
s (t))

f ′s(κ(s))
− 1

))
.

We fix t ∈ [0, 1] and show first that Q′
p(t) admits a positive limit Q′(t) when

p goes to infinity. The positivity is clear as f js (t) ∈ [0, 1[ implying that

f ′s(f
j
s (t)) > 0.

The existence of this limit is equivalent to the convergence of the series with

general term aj := |f ′s(κ(s)) − f ′s(f
j
s (t))|.

Let ε > 0 be such that 0 < κ(s) + ε < 1 and let γ := f ′s(κ(s) + ε) < 1.

According to (4.1), there exists j0 such that for all j ≥ 0, f j+j0s (t) < κ(s)+ε.

Let j ∈ N. Since f ′′s is increasing and max(κ(s), f j+j0s (t)) < κ(s)+ ε, thanks
to the mean value inequality, we have:

aj+j0 = |f ′s(κ(s)) − f ′s(f
j+j0
s (t))| ≤ f ′′s (κ(s) + ε)|κ(s) − f j+j0s (t)|.

With the same arguments applied to f ′s and using the fact that fs(κ(s)) =
κ(s):

|κ(s)− f j+j0s (t)| ≤ γ|f j+j0−1
s (κ(s)) − f j+j0−1

s (t)|.

By iteration we obtain: aj+j0 ≤ f ′′s (κ(s) + ε)γj , since 0 < γ < 1, we have∑∞
j=0 aj < +∞.

Therefore, (fps )
′(t)

f ′s(κ(s))
p −→
p→+∞

Q′(t), implying (4.6) for ℓ = 1 with C1(t) =

Q′(t).
The proof is similar of the induction step of Lemma 3.2 in [2]. We assume

that (4.6) is true for all j ≤ ℓ − 1. We use Faà di Bruno’s Formula (4.5),
and we obtain:

(4.8)
(fp+1
s )(ℓ)(t)

(fp+1
s )′(t)

−
(fps )(ℓ)(t)

(fps )′(t)

=
1

(fp+1
s )′(t)

ℓ∑

i=2

ℓ!

i!
f (i)s (fps (t))

∑

(n1,...,ni)∈Si,ℓ

i∏

j=1

(fps )
(nj) (t)

nj!

Since for every 2 ≤ i ≤ ℓ and every (n1, . . . , ni) ∈ Si,ℓ, nj < ℓ for all j ≤ i,
we can use the induction hypothesis:

(4.9)
∑

(n1,...,ni)∈Si,ℓ

i∏

j=1

(fps )
(nj) (t)

nj!

∼
p→+∞

∑

(n1,...,ni)∈Si,ℓ

i∏

i=1

f ′s(κ(s))
pCnj

(t)

nj!
=: f ′s(κ(s))

piKi(t),

with Ki a positive function.
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Equation (4.1) and the continuity of f
(j)
s imply that

lim
p→+∞

f (j)s (fps (t)) = f (j)s (κ(s))

for all j ≥ 1.
Moreover, since f ′s(κ(s)) < 1, Equations (4.8) and (4.9) imply that:

(fp+1
s )(ℓ)(t)

(fp+1
s )′(t)

−
(fps )(ℓ)(t)

(fps )′(t)
∼

p→+∞

ℓ!

2!
f ′′s (κ(s))

f ′s(κ(s))
2p

(fp+1
s )′(t)

K2(t)

∼
p→+∞

f ′s(κ(s))
pK̃(t),

with K̃(t) a positive function.
Since 0 < f ′s(κ(s)) < 1, we have on [0, 1]:

0 < C̃ℓ(t) := lim
p→+∞

(fps )
(ℓ)

(t)

(fps )
′
(t)

=
(fs)

(ℓ)(t)

f ′s(t)
+
∑

p≥1

(
(fp+1
s )(ℓ)(t)

(fp+1
s )′(t)

−
(fps )(ℓ)(t)

(fps )′(t)

)
< +∞.

The previous result is equivalent to (fps )
(ℓ)

(t) ∼
p→+∞

C̃ℓ(t) (f
p
s )

′
(t), and we

conclude with the induction hypothesis and Cℓ(t) := C1(t)C̃ℓ(t). �

We can now show the results of the limit with the penalization function
Hℓ(Zp)s

MptZp−ℓ.

Theorem 4.2. Let p be an offspring distribution satisfying (1.1) with p(0) >
0 and that admits a moment of order ℓ ∈ N∗, and let q be a mark function
satisfying (1.2). Let n ∈ N, Λn ∈ Fn, t ∈ [0, 1] and s ∈ (0, 1) fixed, we have

E
[
1ΛnHℓ(Zn+p)s

Mn+ptZn+p
]

E
[
Hℓ(Zn+p)sMn+ptZn+p

] −→
p→+∞

E

[
1Λn

sMnZnκ(s)
Zn−1

f ′s(κ(s))
n

]
.

Proof. The proof is inspired by those of Theorem 3.3 in [2].
Let s ∈ (0, 1) be fixed. Let p, n ∈ N, according to (4.4) and Faà di Bruno’s

formula (4.5), we have for every t ∈ [0, 1]:

E[Hℓ(Zp)s
Mn+ptZn+p−ℓ|Fn](4.10)

=
sMn

ℓ!

∂ℓ

∂tℓ
(
fps (t)

Zn
)

= sMn

ℓ∑

i=1

Hi(Zn)f
p
s (t)

Zn−i
∑

(n1,...,ni)∈Si,ℓ

i∏

j=1

(fps )
(nj) (t)

nj!

= sMn

ℓ∑

i=1

Hi(Zn)f
p
s (t)

Zn−iRi(t).(4.11)
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Applying (4.6), as 0 < f ′s(κ(s)) < 1, we obtain for all i ≥ 1 and t ∈ [0, 1], as
p goes to +∞,

(4.12)
Ri(t)

f ′(κ(s))p
= ci(t)f

′
s(κ(s))

p(i−1) + o
(
f ′s(κ(s))

p(i−1)
)

for some strictly positive function ci. Thereby, using (4.1) in (4.10), we get
a.s.:

lim
p→+∞

E
[
Hℓ(Zp+n)s

Mp+ntZp+n−ℓ|Fn

]

f ′(κ(s))p
=
c1(t)

ℓ!
sMnZnκ(s)

Zn−1.

Note that (4.12) implies the existence of a positive function C, such that,
for all t ∈ [0, 1]:

max
1≤i≤ℓ

Ri(t)

f ′(κ(s))p
≤ C(t),

and since s < 1, fps (t) < 1 for all t ∈ [0, 1]:

0 ≤
E
[
Hℓ(Zp+n)s

Mp+ntZp+n−ℓ|Fn

]

f ′(κ(s))p
≤ C(t)

ℓ∑

i=1

Hi(Zn).(4.13)

As Hi(Zn) is integrable, we have by dominated convergence:

(4.14) lim
p→+∞

E
[
1ΛnHℓ(Zp+n)s

Mp+ntZp+n−ℓ
]

f ′(κ(s))p
= E

[
1Λns

MnZnκ(s)
Zn−1

]
.

We obtain our result taking the previous formula for n = 0 and Λn = Ω and
taking the ratio of these two quantities. �

In order to describe the new probability Qs,2 defined on (T∗,F∞) by:

(4.15) ∀Λn ∈ Fn, Qs,2(Λn) = E

[
1Λn

sMnZnκ(s)
Zn−1

f ′s(κ(s))
n

]
,

we need to introduce the following marked random tree:

Definition 4.1. A special random marked tree is a multi-type random marked
tree τs,2 described as follows:

• the nodes are normal or special;
• the root is special;
• the reproduction-marking law of a normal node is ps,0 (see (4.3));
• the reproduction-marking law of a special node is

ps,1(k, η) = ps,0(k, η)
k

f ′s(κ(s))
;

• at each generation, conditionnally given the number of individuals
at that generation, there is a unique special node chosen uniformly
among all the individuals of this generation.

Using the same arguments as in the proof of Theorem 3.2, we have the
following result:
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Theorem 4.3. The probability Qs,2 defined by (4.15) is the distribution of
a special random marked tree defined in Definition 4.1.

4.2. Case p(0) = 0. Henceforth, we consider the case where p(0) = 0
implying κ(s) = 0 and denote by r := min{j > 0; p(j) > 0} and αr(s) :=
p(r)(sq(r) + 1− q(r)).
We begin to give an equivalent of Lemma 4.1 in this case.

Lemma 4.2. Assume r ≥ 2. For every ℓ ∈ N, every s ∈ (0, 1) and every
t ∈ (0, 1], there exists a positive function Ks,ℓ(t), such that, as p→ +∞,

(4.16) (fps )
(ℓ)(t) = Ks,ℓ(t)r

pℓer
pb(t)(1 + o(1)),

where

b(t) := ln(t) +

+∞∑

j=0

r−(j+1) ln

(
f j+1
s (t)

f js (t)r

)
.

Proof. The case ℓ = 0 is inspired by the proof of Lemma 10 in [6]. First,
note that for all t ∈ (0, 1],

fs(t) = E
[
sM1tZ1

]
≤ E

[
sM1

]
=: γ(s) ∈ (0, 1).

fs being non decreasing, we have:

f2s (t) ≤ fs(γ(s)) =
∑

j≥r

γ(s)jαj(s) ≤ γ(s)r,

and with an obvious induction reasoning fps (t) ≤ γ(s)r
p−1

for all p ∈ N∗.
Moreover, as for 0 < t ≤ 1, fps (t) 6= 0, we can write:

fp+1
s (t)

αr(s)f
p
s (t)r

= 1 +
∑

j≥1

αj+r(s)

αr(s)
fps (t)

j ,(4.17)

implying:

(4.18) 0 ≤
fp+1
s (t)

αr(s)f
p
s (t)r

− 1 ≤ fps (t)
∑

j≥1

αj+r(s)

αr(s)

≤ γ(s)r
p−1
∑

j≥1

αj+r(s)

αr(s)
=: γ(s)r

p−1
Cr.

As ln(1 + u) ≤ u for every nonnegative u, we have:

ln

(
fp+1
s (t)

αr(s)f
p
s (t)

)
≤

fp+1
s (t)

αr(s)f
p
s (t)r

− 1 ≤ γ(s)r
p−1

Cr,

and therefore, b : (0, 1] → R is well defined since:

−
ln(αr(s))

r − 1
+
∑

p≥0

1

rp+1
ln

(
fp+1
s (t)

fps (t)r

)
=
∑

p≥0

1

rp+1
ln

(
fp+1
s (t)

αr(s)f
p
s (t)r

)
<∞.
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Using the telescopic property of the series:

b(t)−
∑

j≥p

1

rj+1
ln

(
f j+1
s (t)

f js (t)r

)
= ln t+

p−1∑

j=0

1

rj+1
ln

(
f j+1
s (t)

f js (t)r

)
=

1

rp
ln(fps (t)).

and

∑

j≥p

1

rj+1
ln

(
f j+1
s (t)

f js (t)r

)
= ln(αr(s))

r−p

r − 1
+
∑

j≥p

1

rj+1
ln

(
f j+1
s (t)

αr(s)f
j
s (t)r

)

= ln(αr(s))
r−p

r − 1
+O

(
1

rp
γ(s)r

p−1

)
.

As a result:

ln(fps (t)) = rpb(t)−
ln(αr(s))

r − 1
+O

(
γ(s)r

p−1
)
,

giving:

(4.19) fps (t) = αr(s)
−1
r−1 er

pb(t)(1 + o(1)) =: Ks,0(t)e
rpb(t)(1 + o(1)).

The result for ℓ = 1 is very similar to the previous one. As Z1 ∈ L1, for all
s ∈ (0, 1), fs ∈ C 1((0, 1]), and for t ∈ (0, 1], we have:

(
fp+1
s

)′
(t) = (fps )

′ (t)f ′s(f
p
s (t)) = (fps )

′ (t)
∑

j≥0

(r + j)αj+rf
p
s (t)

r+j−1.

This implies with (4.19):

0 ≤
(fp+1
s )′(t)

(fps )′(t)rαr(s)f
p
s (t)r−1

− 1 =
∑

j≥1

(r + j)αj+r(s)

rαr(s)
fps (t)

j

≤ fps (t)
∑

j≥1

(r + j)αj+r(s)

rαr(s)

≤ K̃s(t)e
rpb(t),

where K̃s is a positive function. Using again that, for all u > 0, ln(1+u) < u,
we have:

∑

p≥0

ln

(
(fp+1
s )′(t)

(fps )′(t)rαr(s)f
p
s (t)r−1

)
<∞.

Thanks to Equation (4.19), we have:

ln

(
(fp+1
s )′(t)

(fps )′(t)rαr(s)f
p
s (t)r−1

)
∼

p→+∞
ln

(
(fp+1
s )′(t)

(fps )′(t)rer
p(r−1)b(t)

)
,
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thereby, it gives:

b̃(t) :=
∑

p≥0

ln

(
(fp+1
s )′(t)

(fps )′(t)rer
p(r−1)b(t)

)

=
∑

p≥0

ln

(
(fp+1
s )′(t)r−p−1e−r

p+1b(t)

(fps )′(t)r−pe−r
pb(t)

)
<∞.

b̃(t) being telescopic, we have:
(4.20)

ln

(
(fps )

′
(t)

rpe(rp−1)b(t)

)
= b̃(t)−

∑

j≥p

ln

(
(f j+1
s )′(t)

(f js )′(t)rer
j(r−1)b(t)

)
= b̃(t) + o(1),

and as a result:

(4.21) (fps )
′ (t) = rpe(r

p−1)b(t)eb̃(t)(1 + o(1)),

which is the claimed result for ℓ = 1 with Ks,1 := eb̃(t)−b(t).
We conclude the proof by induction on ℓ: assume that there exists ℓ ≥ 2
such that (4.16) is true for j < ℓ and recall (4.8):

(fp+1
s )(ℓ)(t)

(fp+1
s )′(t)

−
(fps )(ℓ)(t)

(fps )′(t)

=

ℓ∑

i=2

ℓ!

i!
f (i)s (fps (t))

∑

(n1,...,ni)∈Si,ℓ

1

(fp+1
s )′(t)

i∏

j=1

(fps )(nj)(t)

nj!
.

For all 1 ≤ i ≤ ℓ, according to the induction hypothesis, there exists a
positive function Ci,s such that:

∑

(n1,...,ni)∈Si,ℓ

1

(fp+1
s )′(t)

i∏

j=1

(fps )(nj)(t)

nj!
∼ Ci,s(t)r

p(ℓ−1)er
p(i−r)b(t).(4.22)

Note that when t goes to 0:

f (i)s (t) =

{
tr−i r!

(r−i)!αr(s) + o(tr−i), if i < r

i!αi(s) + o(1), otherwise.
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Consequently, as fps (t) goes to 0 when p goes to infinity, using (4.22):

(fp+1
s )(ℓ)(t)

(fp+1
s )′(t)

−
(fps )(ℓ)(t)

(fps )′(t)

∼ rp(ℓ−1)
r−1∑

i=2

ℓ!

i!
(fps (t))

r−i r!

(r − i)!
αr(s)Ci,s(t)e

rp(i−r)b(t)

+ rp(ℓ−1)
ℓ∑

i=r

ℓ!αi(s)Ci,s(t)e
rp(i−r)b(t)

∼ rp(ℓ−1)αr(s)ℓ!

r∑

i=2

(
r

i

)
Ks,0(t)

r−iCi,s(t) =: K̆s(t)r
p(ℓ−1),

where K̆s is a positive function.
Since rℓ−1 > 1, the series diverge and the partial sums are equivalent, which
gives:

(fps )
(ℓ)

(t)

(fps )
′
(t)

∼
p→+∞

p−1∑

j=1

rj(ℓ−1)K̆s(t), ∼
p→+∞

rp(ℓ−1)K̆s(t),

and we conclude using (4.16) for ℓ = 1. �

Now we can state the result concerning the limit with the penalization
function Hℓ(Zp)s

MptZp−ℓ for all ℓ ∈ N when p(0) = 0.

Theorem 4.4. (1) Let p be an offspring distribution satisfying (1.1),
p(0) = 0 and which admits a moment of order ℓ ∈ N∗ and let q be
mark function q satisfying (1.2). Let r = min{k ∈ N, p(k) > 0}.
Let t ∈ (0, 1] and s ∈ (0, 1) be fixed. We have for all n ∈ N, and all
Λn ∈ Fn,

(4.23)
E
[
1ΛnHℓ(Zn+p)s

Mn+ptZn+p
]

E
[
Hℓ(Zn+p)sMn+ptZn+p

] −→
p→+∞

E [1ΛnBs,n,0,r] ,

with

Bs,n,0,r =

{
sMnα1(s)

−n
1Zn=1 if r = 1,

sMnαr(s)
−(rn−1)

r−1 1Zn=rn if r > 1.

(2) The probability measure Qs,0,r defined on (T∗,F∞) by

∀n ∈ N,Λn ∈ Fn, Qs,0,r(Λn) = E [1ΛnBs,n,0,r] ,

is the distribution of a regular r-ary tree whose each node is marked,
independently of each others, with probability

sq(r)

sq(r) + 1− q(r)
·



PENALIZATION OF MARKED GALTON-WATSON TREES 31

Proof. We only prove part (1). The proof of (2) follows the same lines as in
the proof of Theorem 4.1, (2).

We begin with the case ℓ = 0 and r = 1. Using (4.4), we obtain:
(4.24)

0 ≤
E
[
sMn+ptZn+p |Fn

]

E
[
sMn+ptZn+p

] =
sMnfps (t)Zn

fn+ps (t)
≤
sMnfps (t)Zn−1

(fns )
′(0)

≤
1

(fns )
′(0)

,

since the mean value inequality, applied to fns on [0, 1], gives:

fn+ps (t) = fns (f
p
s (t))− fns (0) ≥ (fns )

′(0)fps (t).

As 0 < (fns )
′(0) = E

[
sMn1{Zn=1}

]
< 1, we can use (4.24) to apply Lebesgue’s

dominated convergence theorem and we just study the a.s. limit to obtain
our results.

For r = 1, according to Lemma 10 in [4] and taking the notations in the
proof of Lemma 4.1, we can define:

Q(t) =

∫ t

κ(s)
Q′(x)dx, t ∈ [0, 1],

such that limp→+∞Qp(t) = Q(t) and Q is a positive function.
Since κ(s) = 0, and thanks to the expression (4.7) we have

(4.25) fps (t) ∼
p→+∞

f ′s(0)
pQ(t),

with f ′s(0) = E[sM11Z1=1]. Thereby:

E
[
sMn+ptZn+p |Fn

]

E
[
sMn+ptZn+p

] ∼
p→+∞

sMnf ′s(0)
p(Zn−1)−nQ(t)Zn−1

−→
p→∞

sMnf ′s(0)
−n

1Zn=1,

since s < 1, f ′s(0) < 1, giving us our result.

Henceforth, we consider ℓ = 0 and r > 1. According to (4.4) and Lemma
4.2, we get:

E
[
sMn+ptZn+p |Fn

]

E
[
sMn+ptZn+p

] =
sMnfps (t)Zn

fn+ps (t)

∼
p→+∞

sMnα
−1
r−1

(Zn−1)
r er

n+pb(t)(Znr
−n−1) −→

p→∞
sMnα

−(rn−1)
r−1

r 1Zn=rn

since b(t) < 0. To conclude this case, Lemma 4.2 ensures that for p large
enough:

1

2
≤

fps (t)

αr(s)
−1
r−1 erpb(t)

≤
3

2

implying that for p large enough, as Zn ≥ rn:

E
[
sMn+ptZn+p |Fn

]

E
[
sMn+ptZn+p

] =
sMnfps (t)Zn

fn+ps (t)
≤

(fps (t))
rn

fn+ps (t)
≤ 2

(
3

2

)rn
αr(s)

−(rn−1)
r−1 ,
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thus we can apply dominated convergence.

Now, we suppose ℓ ≥ 1 and r = 1. According to Lemma 4.1, (4.10) and
(4.25) we have:

E
[
Hℓ(Zn+p)s

Mn+ptZn+p−ℓ|Fn

]

f ′s(0)
p

=
sMn

f ′s(0)
p

ℓ∑

i=1

Hi(Zn)f
p
s (t)

Zn−i
∑

(n1,...,ni)∈Si,ℓ

i∏

j=1

(fps )
(nj) (t)

nj!

∼
sMn

f ′s(0)
p

ℓ∑

i=1

Hi(Zn)
(
f ′s(0)

pQ(t)
)Zn−i

∑

(n1,...,ni)∈Si,ℓ

i∏

j=1

f ′s(0)
pCnj

(t)

nj!

= sMnf ′s(0)
p(Zn−1)

ℓ∑

i=1

Hi(Zn)Q(t)Zn−i
∑

(n1,...,ni)∈Si,ℓ

i∏

j=1

Cnj
(t)

nj!

−→
p→∞

sMn
Cℓ(t)

ℓ!
1Zn=1.

The rest of the proof is the same as the one of Theorem 4.2 as the following
upper bound remains true in our case:

0 ≤
E
[
Hℓ(Zn+p)s

Mn+ptZn+p−ℓ|Fn

]

f ′s(0)
p

≤ C

ℓ∑

i=1

Hi(Zn).

Finally, we consider the case ℓ ≥ 1 and r > 1. According to Lemma 4.2,
we have for every 1 ≤ i ≤ ℓ and every (n1, . . . , ni) ∈ Si,ℓ, when p→ +∞:

∑

(n1,...,ni)∈Si,ℓ

i∏

j=1

(fps )
(nj) (t)

nj!
∼ rpℓer

pib(t)K̃i(t),

with K̃i(t) a positive function, since all the terms in the sum are positive and
of the same order. According to (4.10) and (4.19), when p goes to infinity:

E
[
Hℓ(Zn+p)s

Mn+ptZn+p−ℓ|Fn

]

rpℓer
m+pb(t)

∼ sMn

ℓ∑

i=1

Hi(Zn)
(
er

pb(t)K0(t)
)Zn−i

er
p(i−rn)b(t)K̃i(t)

∼ sMner
p(Zn−rn)b(t)

ℓ∑

i=1

Hi(Zn)K0(t)
Zn−i

−→
p→∞

1Zn=rns
Mn

ℓ∑

i=1

Hi(r
n)K0(t)

rn−i =: sMnan1Zn=rn ,
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where an is a positive constant. Note that for p large enough, as Zn ≥ rn:

E
[
Hℓ(Zn+p)s

Mn+ptZn+p−ℓ|Fn

]

rpℓer
n+pb(t)

≤
sMn

rpℓer
n+pb(t)

ℓ∑

i=1

Hi(Zn)f
p
s (t)

rn−i
∑

(n1,...,ni)∈Si,ℓ

i∏

j=1

(fps )
(nj) (t)

nj!

≤ sMn

(
3

2

)rn ℓ∑

i=1

Hi(Zn)K0(t)
rn−i

∑

(n1,...,ni)∈Si,ℓ

i∏

j=1

Knj

nj!
∈ L1

as Zn ∈ Lℓ. As a result, Lebesgue’s dominated convergence theorem gives:

E
[
1ΛnHℓ(Zn+p)s

Mn+ptZn+p−ℓ
]

rpℓern+pb(t)
= E

[
1Λns

Mnan1Zn=rn
]
.

The previous formula is true for n = 0 and Λ0 = T∗, consequently:

lim
p→+∞

E
[
1ΛnHℓ(Zn+p)s

Mn+ptZn+p−ℓ
]

E
[
Hℓ(Zn+p)sMn+ptZn+p−ℓ

] = E

[
1Λns

Mnr−nℓ
an
a0

1Zn=rn

]

=: E
[
1Λns

Mnr−nℓbn1Zn=rn

]
.

Since sMnr−nℓbn1Zn=rn is a martingale with mean 1, bn = rnℓαr(s)
−(rn−1)

r−1 .
�

4.3. Case s = 0. For the sake of completeness, we consider the case s = 0,
that is we penalize by the quantity

Hℓ(Zp)1Mp=0t
Zp .

As the proofs are very close to that of the previous sections, we only state
the main results and give some ideas for the proofs.

Here, we introduce ψ(t) := E
[
1M1=0t

Z1
]
, r̃ := min{j > 0; p(j)(1 −

q(j)) > 0} and κ̃ the smallest positive fixed point of ψ.

We begin with the case r̃ = 0, where 0 < κ̃ < 1 and we obtain:

Theorem 4.5. Let p be an offspring distribution satisfying (1.1) that admits
a moment of order ℓ ∈ N∗ and let q be a mark function satisfying (1.2) such
that r̃ = 0, and let t ∈ (0, 1]. We have for all n ∈ N, Λn ∈ Fn:
(4.26)

E
[
1ΛnHℓ(Zn+p)1Mn+p=0t

Zn+p
]

E
[
Hℓ(Zn+p)1Mn+p=0tZn+p

] −→
p→+∞





E [1ΛnB0,n,1] , if ℓ = 0

E [1ΛnB0,n,2] , otherwise ,

where B0,n,1 := κ̃Zn−1
1Mn=0 and B0,n,2 :=

Znκ̃
Zn−1

ψ′(κ̃)n 1Mn=0.

The proof of this result is based on that of Theorem 4.1 and Theorem
4.2, and the following asymptotic behavior:

(4.27) ∀t ∈ [0, 1], (ψp)(ℓ)(t) ∼
p→+∞

ψ′(κ̃)pCℓ(t).
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where Cℓ is a positive function (the proof is similar to that of Lemma 4.1).
Under the probability Q0,i defined on (T∗,F ) by Q0,i(Λn) = E [1ΛnB0,n,i],
for:

• i = 1, τ∗ is a MGW with the reproduction-marking law:

p0,1(k, η) = p0(k, η)κ̃
k−1δη0;

• i = 2, τ∗ is a two-typed random marked tree, there are normal and
special nodes. The reproduction-marking law of the normal ones is
p0,1 and the special ones’ is:

p0,2(k, η) = p0(k, η)
kκ̃k−1

ψ′(κ̃)
δη0,

and at each generation, there is a unique special node chosen uni-
formly among all the individuals of this generation.

Henceforth, we consider the case r̃ ≥ 1. We begin to present a lemma
similar to Lemma 4.2 for the case r̃ > 1.

Lemma 4.3. Suppose r̃ ≥ 2. For every ℓ ∈ N, and every t ∈ (0, 1], there
exists a positive constant Kℓ(t), such that

(ψp)(ℓ)(t) = Kℓ(t)r
pℓer̃

pb(t)(1 + o(1)),

where

b(t) := ln(t) +
+∞∑

j=0

r̃−(j+1) ln

(
ψj+1(t)

ψj(t)r̃

)
.

Thereby we obtain the following theorem:

Theorem 4.6. Let p be an offspring distribution satisfying (1.1) that admits
a moment of order ℓ ∈ N∗, and let q be a mark function satisfying (1.2) such
that r̃ ≥ 1, and let t ∈ (0, 1]. We have for all n ∈ N, Λn ∈ Fn:

E
[
1ΛnHℓ(Zn+p)1Mn+p=0t

Zn+p
]

E
[
Hℓ(Zn+p)1Mn+p=0tZn+p

]

−→
p→+∞





E [1Λnp0(1, 0)
−n

1Mn=0,Zn=1] , if r̃ = 1,

E

[
1Λnp0(r, 0)

−(r̃n−1)
r̃−1 1Mn=0,Zn=r̃n

]
, if r̃ > 1.

The probabilities obtained with these martingales are Dirac masses at
r̃-ary regular trees with no marks.
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