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AMOEBA MEASURES OF RANDOM PLANE CURVES

AL̇I ULAŞ ÖZGÜR KİŞ̇ISEL AND JEAN-YVES WELSCHINGER

ABSTRACT. We prove that the expected area of the amoeba of a complex plane curve of degree d is
less than 3 ln(d)2/2 + 9 ln(d) + 9 and once rescaled by ln(d)2, is asymptotically bounded from below
by 3/4. In order to get this lower bound, given disjoint isometric embeddings of a bidisc of size 1/

√
d

in the complex projective plane, we lower estimate the probability that one of them is a submanifold
chart of a complex plane curve. It exponentially converges to one as the number of bidiscs grow to
+∞.

1. INTRODUCTION

Amoebas of algebraic varieties appear in a plethora of mathematical contexts, such as Hilbert’s
16th problem, tropical geometry, complex analysis, dynamical systems and mirror symmetry [6, 14,
15, 16, 23, 5, 21, 4, 20, 1]. If V is an algebraic subvariety of (C×)n, then its amoebaA(V ) = Log(V )
is defined to be its image in Rn under the coordinatewise logarithm map Log : (z1, . . . , zn) ∈
(C×)n → (ln |z1|, . . . , ln |zn|) ∈ Rn.

Amoebas were defined by Gelfand, Kapranov and Zelevinsky in [6], and named due to some of
their geometric features, such as the convexity of the connected components of the complement
in the case of hypersurface amoebas. In another direction, Passare and Rullgård [19] proved the
remarkable fact that amoebas of plane curves have Lebesgue areas bounded from above by π2d2/2
in degree d. Moreover, this upper bound is sharp and the curves which realize the bound turn
out to be real modulo some toric isometry and have real locus with rich topology and special
placement with respect to the coordinate axes, they are called “special Harnack curves” [14, 17].
This finiteness result was generalized to volumes of amoebas of half-dimensional subvarieties in
higher dimensions by Mikhalkin [15], by making use of the rolled coamoeba map, which takes a
point in (C×)n to (S1

π)n by sending each coordinate to its argument modulo π.
In this paper, we adopt the viewpoint of random algebraic geometry and address the question

of estimating the Lebesgue area of the amoeba of a typical complex plane algebraic curve, as
opposed to an extremal one. Indeed, special Harnack curves are real curves having the maximal
number of connected components in their degree, prescribed by the Harnack-Klein inequality. They
become exponentially rare as their degree increase [7], and are thus far from being typical, from a
probabilistic point of view.

Some first steps regarding random amoebas were taken in [2], where it was shown that with
respect to the Kostlan distribution, the expected multiarea of the amoeba of a degree d plane curve
is equal to π2d, see subsection 3.1. This implies that its expected Lebesgue area Ed(V ol(A)) gets
bounded above by π2d/2, but the latter turns out to be much lower.
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Theorem 1.1. For all d > 0, Ed(V ol(A)) ≤ 3

2
ln(d)2 + 9 ln(d) + 9. Furthermore, as d tends to infinity,

lim inf
d→+∞

Ed(V ol(A))

ln(d)2
≥ 3

4
·

This ln(d)2-asymptotic contrasts with the “square-root law” satisfied for instance by the number
of solutions of a system of real polynomial equations, or by the volume or Betti numbers of real
projective submanifolds, according to which the expected number grows as the square-root of
the maximal number [3, 22, 8, 9, 10, 12] with respect to the Kostlan distribution. The expected
multivolume of plane amoebas obey the law though.

In fact, the amoeba of a plane curve supports two different measures, its area measure λ which
is nothing but the Lebesgue measure of R2 restricted to A and its multiarea measure ν, obtained by
“pulling back” this Lebesgue measure to the curve and then pushing it forward again to R2, both via
the Log map, so that the latter encodes as local weights the number of preimages of the Log map
restricted to the plane curve, see subsection 3.1. In average, both measures have densities with re-
spect to the Lebesgue measure, respectively denoted by p and da/(2π), where p(t) denotes the prob-
ability that a plane curve intersects the compact torus Log−1(t), t ∈ R2, whereas a(t) denotes the
area of the latter computed with respect to the Fubini-Study metric of the complex projective plane,
see Proposition 3.2 and subsection 2.4. The density da/(2π) actually equals the average number of
intersection points of a complex plane curve with the torus Log−1(t), by Crofton’s formula, see The-

orem A.1. We deduce that p ≤ min (1, da/(4π)), so that Ed(V ol(A)) ≤
∫
R2

min (1, da(t)/(4π)) dt,

see Corollary 3.3. The upper bound in Theorem 1.1 is obtained by estimating the latter integral
and we prove in particular that as d grows to +∞,

(1)
∫
R2

min (1, da(t)/(4π)) dt =
3

2
ln(d)2 + 3 (1 + ln (π)) ln(d) +O(1),

see Theorem 3.9 and Appendix B.
In order to lower estimate the density p and deduce the asymptotic lower estimate in Theorem

1.1, we use a different strategy. We define a degree d marked Fubini-Study chart of capacity κ ∈ (0, 1]

centered at z ∈ CP2 to be the image of the bidisc Bd(κ) = D(0, 1/
√

6d)×D(0, κ/
√

6d) ⊂ C2 ⊂ CP2

under some isometry ψ ∈ PU3(C) such that ψ(0) = z . It is a submanifold chart for a complex
plane curve VP ⊂ CP2 whenever ψ−1(VP ) is the graph of a map D(0, 1/

√
6d) → D(0, κ/

√
6d),

see subsection 4.1. Given N disjoint degree d marked FS-charts of capacity κ ∈ (0, 1], we lower
estimate the probability that one of them be a submanifold chart for a plane curve, namely,

Theorem 1.2. For every κ ∈ (0, 1], there exists d0 ∈ N× such that for every d ≥ d0, every N > 0 and
every choice of degree d marked Fubini-Study charts of capacity κ centered at points z1, . . . , zN ∈ CP2

such that

min
i 6=j

dFS(zi, zj) ≥
√

20 ln(d)

d
,

the probability that one of these charts is a submanifold chart for a degree d complex plane curve is
greater than 1− 14γ(κ)N .

In Theorem 1.2, dFS denotes the Fubini-Study distance in CP2, see subsection 2.4, and γ the
function

(2) γ : κ ∈ (0, 1] 7→ γ(κ) = 1− exp

(
−21133

κ2

)
(1− e−1/2) ∈ R

Since γ < 1, γN decreases to zero as N grows to +∞. In order to lower estimate the density p(t),
t = (t1, t2) ∈ R2, and deduce Theorem 1.1 we manage to pack disjoint degree d marked FS-charts
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of capacity κ < 1 centered at points on the torus Log−1(t) in such a way that one of them being a
submanifold chart for a complex plane curve VP guarantees the intersection VP ∩ Log−1(t) 6= ∅. In
order to be able to do so, we need et1 and et2 to be far away from the coordinate axes, so that the
torus has low curvature and high diameter and we actually need κ < 1 to get

Theorem 1.3. For every κ ∈ (0, 1), there exists d0 ∈ N× such that for every d ≥ d0, every 1 > δ ≥ 3

√
5 ln(d)

d
and every t = (t1, t2) ∈ R2 such that δ ≤ et1 ≤ 1 and δ ≤ et2 ≤ 1,

p(t) = P(Log−1(t) ∩ VP 6= ∅) ≥ 1− 14γ(κ)N ,

with N =

⌊
2δ
√
d

3
√

5 ln(d)

⌋2
.

We deduce that the density p converges to 1 on R2 in the sense of distributions, see Corollaries
5.9 and 5.10.

Let us point out that the disjoint charts in Theorem 1.2 do not lead to independent events, even
though they become so in the limit, at least heuristically. We need to set a probabilistic result to
overcome this issue, Theorem 5.6 and Corollary 5.7, which actually represents a considerable part
of the proof.

The organization of the paper is as follows. Section 2 introduces the Fubini-Study metric to-
gether with the Bergman kernel and gathers all the material we need throughout the paper, as
preliminaries. Section 3 introduces the amoeba measures λ and ν, sets their first properties and
contains the proofs of the asymptotic upper bounds given by (1) and Theorem 1.1, see Theorem
3.9 and Corollary 3.10. Section 4 introduces marked FS-charts and sets an effective criterion for
being a submanifold chart, in the spirit of the barrier method [18, 8], in terms of L2 ball-norms
of complex polynomials. Section 5 develops the probabilistic tool we use to overcome the lack of
independence which we quantify, leading to Theorem 5.6 and Corollary 5.7. It then contains the
proofs of Theorems 1.2, 1.3 and the lower estimate part of Theorem 1.1. The paper ends with
an Appendix containing a proof of Crofton’s formula for the reader’s convenience, see Theorem
A.1, and a proof of the first part of Theorem 1.1 in a slightly stronger form, see Theorem B.5 and
Remark B.6.

2. PRELIMINARIES

Let us first recall all the material we will need throughout the paper.

2.1. Hermitian matrices. Let C = (Cij)1≤i,j≤N be a Hermitian matrix of size N . Let ||C||∞ =

sup1≤i,j≤N |Cij | and ||C|| denote its norm as an operator on CN equipped with its standard Hermit-
ian inner product, so that

||C|| = sup
v∈CN\{0}

||Cv||
||v||

.

It coincides with the largest eigenvalue of C in absolute value, the latter being all real.

Lemma 2.1. Let C be a positive definite Hermitian matrix of size N . Then, for every a ∈ CN ,

〈a,C−1a〉 ≥ ||a||
2

||C||
and det(C) ≥ ||C−1||−N . If moreover one of the diagonal entries of C equals 1,

then min(||C||, ||C−1||) ≥ 1.

Proof: Let us write C = A2 for some positive definite Hermitian matrix A of size N . Then, for every
a ∈ CN , ||a||2 = ||AA−1a||2 ≤ ||A||2||A−1a||2 = ||C||〈a,C−1a〉. Moreover, if c1, . . . , cN ∈ R×+ denote
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the eigenvalues of C,

det(C) =
N∏
i=1

ci ≥
(

inf
1≤i≤N

ci

)N
,

whereas ||C−1|| = sup
1≤i≤N

c−1i =

(
inf

1≤i≤N
ci

)−1
.

Let us now assume that a diagonal entry Cii = 1 for some i ∈ {1, . . . , N}. Let {e1, . . . , eN} be the
standard orthonormal basis of CN and (ẽj)1≤j≤N be an orthonormal basis of eigenvectors for C.

Then ei =

N∑
j=1

aj ẽj for some (aj)1≤j≤N ∈ CN and 1 = 〈C(ei), ei〉 =

N∑
j=1

cj |aj |2. Since
N∑
j=1

|aj |2 = 1,

we deduce that inf1≤j≤N cj ≤ 1 ≤ sup1≤j≤N cj , so that min(||C||, ||C−1||) ≥ 1. �

Lemma 2.2. Let C be a Hermitian matrix and I the identity matrix of size N . Then,

(a) ||C||∞ ≤ ||C|| ≤ N ||C||∞.

(b) If ||C − I|| < 1, then ||C−1|| ≤ 1

1− ||C − I||
and ||C−1 − I|| ≤ ||C − I||

1− ||C − I||
·

Proof: (a) Let {ei}1≤i≤N denote the standard basis of CN . Then, for all 1 ≤ i, j ≤ N

|Cij | = |〈C(ej), ei〉| ≤ ||C|| by Cauchy − Schwarz,

which implies that ||C||∞ ≤ ||C||. On the other hand, for any v =
∑N

i=1 viei ∈ CN , C(
∑N

i=1 viei) =∑N
i=1 vi(

∑N
j=1Cjiej), so that by Cauchy-Schwarz again,

||C(v)||2 = ||C(

N∑
i=1

viei)||2 ≤
N∑
i=1

N∑
k=1

|vi||vk|
N∑
j=1

|Cji||Cjk| ≤ N2||C||2∞||v||2.

The second inequality follows.
(b) Writing C−1 = I + (C−1− I), we get ||C−1|| ≤ 1 + ||C−1− I|| by triangle inequality and thus

1 ≥ ||C−1|| − ||C−1 − I||
= ||C−1||(1− ||I − C||).

The first inequality follows and the second one as well, upon multiplying both sides by ||C − I||. �

2.2. Conditional expectation. For any event A in any sample space with probability measure µ
and for any complex random variable Z, let

EA(Z) =
1

µ(A)

∫
A
Z(P )dµ(P )

denote the conditional expectation of Z over A.

Lemma 2.3. Let Z be a real random variable with density, such that P(Z ≥ z) = o (1/z) and P(Z ≥ z)
is integrable. Then, for every event A and every x < EA(Z),

P(A) ≤
∫ +∞
x P(Z ≥ z)dz
EA(Z)− x

·
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Proof: Since the law of Z has a density with respect to the Lebesgue measure of R, there exists
xA ∈ R such that P(A) = P(Z ≥ xA). Then,∫

A
Zdµ =

∫
A∩{Z<xA}

Zdµ+

∫
A∩{Z≥xA}

Zdµ

≤ xAP(A ∩ {Z < xA}) +

∫
A∩{Z≥xA}

Zdµ

≤ xA (P(A)− P(A ∩ {Z ≥ xA})) +

∫
A∩{Z≥xA}

Zdµ

≤ xAP(Ac ∩ {Z ≥ xA}) +

∫
A∩{Z≥xA}

Zdµ sinceP(A) = P(Z ≥ xA)

≤
∫
Z≥xA

Zdµ

=

∫ +∞

xA

zµZ(z),

where µZ = Z∗µ denotes the law of Z and Ac the contrary event of A. Integration by parts gives∫ +∞

xA

zµZ(z) = −zP(Z ≥ z)|+∞xA +

∫ +∞

xA

P(Z ≥ z)dz

= xAP(A) +

∫ +∞

xA

P (Z ≥ z)dz by hypothesis, sinceP(Z ≥ xA) = P(A).

We deduce

EA(Z) ≤ xA +
1

P(A)

∫ +∞

xA

P(Z ≥ z)dz.

The function f(x) = x+
1

P(A)

∫ +∞

x
P(Z ≥ z)dz has derivative f ′(x) = 1− P(Z ≥ x)

P(A)
. Hence, f ′

is negative on (−∞, xA) and positive on (xA,+∞), so that f reaches a global minimum at xA.
Therefore, for all x ∈ R,

EA(Z) ≤ x+
1

P(A)

∫ +∞

x
P(Z ≥ z)dz.

Hence the result. �

Remark 2.4. If the real random variable with density Z posseses a variance, then the Bienaymé-
Tchebychev inequality implies that for every z > E(Z),

(3) P(Z ≥ z) ≤ P
(
(Z − E(Z))2 ≥ (z − E(Z))2

)
≤ V (Z)

(z − E(Z))2
,

so that P(Z ≥ z) = o(1/z), P(Z ≥ z) is integrable and the hypotheses of Lemma 2.3 get satisfied.

Lemma 2.5. Let Z be a real random variable with density, which possesses a variance V (Z). Then,
for all events A such that E(Z) < EA(Z),

P(A) ≤ 4V (Z)

(EA(Z)− E(Z))2
·
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Proof: For every x > E(Z),∫ +∞

x
P(Z ≥ z)dz ≤

∫ +∞

x

V (Z)

(z − E(Z))2
dz by (3)

≤ V (Z)

∫ +∞

x−E(Z)

1

z2
dz

≤ V (Z)

x− E(Z)
·

Lemma 2.3 then implies that for all x ∈ (E(Z),EA(Z)),

P(A) ≤ V (Z)

(x− E(Z))(EA(Z)− x)
·

Choosing x =
E(Z) + EA(Z)

2
provides the result. �

2.3. Gaussian complex vectors.

Definition 2.6. For every positive definite Hermitian matrix B of size N , the centered normal law
NCN (0, B) of CN with covariance B is the Gaussian law with density

e−〈z,B
−1z〉

πN detB

with respect to the Lebesgue measure, where 〈, 〉 denotes the standard Hermitian product on CN .

Let us write Z ∼ NCN (0, B) to denote that the random vector Z follows the law NCN (0, B) and
first recall the moment generating function of ||Z||2.

Lemma 2.7. If Z ∼ NCN (0, B), then for all 0 < λ <
1

||B||
, E(eλ||Z||

2
) =

1

det(I − λB)
·

Proof: Assuming 0 < λ <
1

||B||
,

E(eλ||Z||
2
) =

1

πN det(B)

∫
CN

eλ||z||
2
e−〈z,B

−1z〉dz

=
1

πN det(B)

∫
CN

e−〈z,(B
−1−λI)z〉dz

=
1

πN det(B)|det(A)|2

∫
CN

e−||z
′||2dz′

=
1

det(I − λB)
·

In this derivation, we write B−1 − λI = A∗A and perform the change of variables z′ = Az when
passing from the second to the third line. �

If Z = (Z1, . . . , ZN ) ∼ NCN (0, B), then the complex random variables Zi satisfy (E(ZiZj))1≤i,j≤N = B
and the pairing

(Z,Z′) ∈ CN × CN 7→ 〈Z, B−1Z′〉 ∈ C
defines a Hermitian product on CN . Conversely,

Definition 2.8. The Gaussian measure of an N -dimensional complex Hermitian space (E, 〈, 〉) is the

measure having density
e−〈Z,Z〉

πN
at the point Z ∈ E with respect to its Lebesgue measure.
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Given any basis {P1, . . . , PN} of E equipped with the Gaussian measure µ associated to its Her-
mitian product, the coordinates X1(P ), . . . , XN (P ) of a vector P ∈ E in this basis become complex
random variables. Let us recall their covariance matrix.

Lemma 2.9. Let E be an N -dimensional complex Hermitian space equipped with a basis {P1, . . . , PN}
and its Gaussian measure. Let C = (〈Pi, Pj〉)1≤i,j≤N and for every i ∈ {1, . . . , N}, Xi(P ) be the i-th
coordinate of P ∈ E in the basis {P1, . . . , PN}. Then, (Cov(Xi, Xj))1≤i,j≤N = C−1.

Proof: The random variables Xi are centered, hence Cov(Xi, Xj) = E(XiXj) for all 1 ≤ i, j ≤ N ,
with

E(XiXj) =
1

πN

∫
E
Xi(P )Xj(P )dµ(P ).

Let {P̃1, . . . , P̃N} be an orthonormal basis of E and let us write P =
∑N

i=1 biP̃i. We get

E(XiXj) =
1

πN

∫
CN

(
N∑
l=1

blXi(P̃l)

)(
N∑
m=1

bmXj(P̃m)

)
e−||b||

2
dV ol(b)

=
N∑
l=1

Xi(P̃l)Xj(P̃l),

since
1

πN

∫
CN

blbme
−||b||2dV ol(b) = δlm. Let X = (X1, . . . , XN ) : E → CN and let X? denote its

adjoint. We deduce that

(4) (E(XiXj))1≤i,j≤N = XX?,

while (X−1)?X−1 = (〈Pi, Pj〉)1≤i,j≤N . Hence the result. �
We will finally need the following lower estimate of the measure of large balls in complex Gauss-

ian vector spaces.

Lemma 2.10. Let E be anN -dimensional complex Hermitian vector space equipped with its associated
Gaussian measure. Then, for all R >

√
N ,

P(||P || ≥ R) ≤ R2N

NN
exp(−R2 +N).

Proof: Let us fix an orthogonal decomposition E =
N∑
i=1

Ei into complex lines and write P =
N∑
i=1

Pi

with Pi ∈ Ei. Using Bernstein’s trick, we observe that for all 0 < λ < 1,

||P || ≥ R⇔ eλ
∑N
i=1 ||Pi||2 ≥ eλR2

,

so that

P(||P || ≥ R) ≤
E
(
eλ||P ||

2
)

eλR2 by Markov′s inequality

≤

∏N
i=1 E

(
eλ||Pi||

2
)

eλR2

≤ e−λR
2

(1− λ)N
by Lemma 2.7.

The result is obtained by choosing λ = 1− N

R2
. �
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2.4. Fubini-Study metric. Recall that the tautological line bundle τ = OCPn(−1) on CPn inherits
the Fubini-Study Hermitian metric hFS from the Hermitian product on the trivial complex vector
bundle of rank n+ 1. Consider the affine chart

U0 = {[X0 : X1 : . . . : Xn] ∈ CPn|X0 6= 0}

and the local section e ∈ H0(U0, τ) defined by

e([X0 : . . . : Xn]) =

(
1,
X1

X0
, . . . ,

Xn

X0

)
∈ τ |[X0:...:Xn].

We identify z = (z1, . . . , zn) ∈ Cn with [1 : z1 : . . . : zn] ∈ U0 and, for all d ∈ Z, denote by hd the
induced hermitian metric on the line bundle Ld = OCPn(d) = (τ∗)d. Thus, for every z ∈ Cn ∼= U0,

||e(z)||2FS = 1 + ||z||2

and every degree d homogeneous polynomial P ∈ H0(CPn,OCPn(d)) inherits the pointwise Fubini-
Study norm,

(5) ||P (z)||2FS = hd(P, P ) =
|P ◦ e(z)|2

||e(z)||2dFS
=
|P (1, z)|2

(1 + ||z||2)d
.

The curvature form ωFS of this Fubini-Study metric on L = τ∗ reads

− 1

2i
∂∂ log

(
1 +

n∑
i=1

zizi

)
= − 1

2i
∂

( ∑n
i=1 zidzi

1 +
∑n

i=1 zizi

)
·

Consequently,

∀z ∈ Cn ∼= U0, ωFS|z = − 1

2i

∑n
i=1 dzi ∧ dzi
1 + ||z||2

− 1

2i

(
∑n

i=1 zidzi) ∧ (
∑n

i=1 zidzi)

(1 + ||z||2)2
and(6)

∀h ∈ T|zU0, ||h||2FS = ωFS(h, ih) =
||h||2

1 + ||z||2
− |〈h, z〉|2

(1 + ||z||2)2
·(7)

The Fubini-Study volume form dV olFS of Cn ∼= U0 and its Euclidean volume form dV ol satisfy the
following relation.

Lemma 2.11. For every z ∈ Cn ∼= U0, dV olFS|z =
dV ol

(1 + ||z||2)n+1
· In particular, V olFS(CPn) =

πn

n!
·

In fact, CPn deprived of any projective hyperplane gets symplectomorphic to the open unit ball
of Cn.
Proof: For all z ∈ Cn ∼= U0,

dV olFS|z =
1

n!
ωnFS|z

=
dV ol

(1 + ||z||2)n
+

(−1)nn(
∑n

i=1 dzi ∧ dzi)n−1 ∧ (
∑n

i=1 zidzi) ∧ (
∑n

i=1 zidzi)

n!(2i)n(1 + ||z||2)n+1
by (6)

=
dV ol

(1 + ||z||2)n
− ||z||2dV ol

(1 + ||z||2)n+1

=
dV ol

(1 + ||z||2)n+1
·

�

Lemma 2.12. For every z ∈ Cn, tan(dFS(0, z)) = d(0, z).
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Proof: By applying a unitary transformation if necessary, we may assume that z = (x, 0, . . . , 0),
where x is a non-negative real number. Then the geodesic γ between 0 and z with respect to the
Fubini-Study metric is the real line segment joining them. By (7), for any t ∈ [0, x],

||γ′(t)||2FS =
|γ′(t)|2

1 + t2
− t2|γ′(t)|2

(1 + t2)2
=
|γ′(t)|2

(1 + t2)2
·

As a result, we get

dFS(0, z) =

∫
γ
||γ′||FS =

∫ x

0

1

1 + t2
dt = arctan(x) = arctan(d(0, z)).

�

Lemma 2.13. For every 0 ≤ δ < π/2, V ol(BFS(0, δ)) =
πn

n!
sin2n(δ).

Proof: Let δ = arctan(R), then BFS(0, δ) = B(0, R) by Lemma 2.12. Moreover, by Lemma 2.11,

V ol(BFS(0, δ)) =

∫
B(0,R)

dV ol

(1 + ||z||2)n+1

= V ol(S2n−1)

∫ R

0

r2n−1

(1 + r2)n+1
dr using spherical coordinates

=
V ol(S2n−1)

2

∫ 1+R2

1

(
1− 1

ρ

)n−1 dρ
ρ2

where ρ = 1 + r2

=
V ol(S2n−1)

2

∫ R2

R2+1

0
un−1du whereu = 1− 1

ρ

=
V ol(S2n−1)

2n

(
R2

R2 + 1

)n
=

πn

n!
sin2n(δ),

since by the Hopf fibration V ol(S2n−1) = 2πV olFS(CPn−1) =
2πn

(n− 1)!
· �

By letting δ grow to π/2 in Lemma 2.13, one recovers the total volume of CPn, which can be

deduced through cohomology as well, integrating the fundamental class against
[ωFS ]n

n!
.

From this point on, we will concentrate on the case n = 2 since this paper concerns plane curves.

Lemma 2.14. On the bidisc B = {(z1, z2) ∈ C2||z1| ≤ 1, |z2| ≤ 1} ⊂ U0, the standard metric

on C2 and its Fubini-Study one satisfy the inequalities
||h||

3
≤ ||h||FS ≤ ||h|| for all z ∈ B, and all

h ∈ C2 = T |zB.

Proof: By (7), for all z ∈ B and all h ∈ C2 = T |zB,

||h||2FS =
||h||2

1 + ||z||2
− |〈h, z〉|2

(1 + ||z||2)2
,

so that ||h||2FS ≤
||h||2

1 + ||z||2
≤ ||h||2 and by Cauchy-Schwarz,

||h||2FS ≥
||h||2

1 + ||z||2
− ||h||2||z||2

(1 + ||z||2)2
=

||h||2

(1 + ||z||2)2
·

The condition z ∈ B implies that ||z||2 ≤ 2, hence the result. �
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Lemma 2.15. Let x, y > 0 and 0 < δ ≤ 2 min(x, y). Then, there exist N points z1, . . . , zN on the
torus T(x,y) = {(z1, z2) ∈ C2||z1| = x, |z2| = y} such that for all i 6= j, ||zi − zj || ≥ δ, with

N =

⌊
4x

δ

⌋⌊
4y

δ

⌋
·

Proof: Suppose that z1, z′1 are points in C such that |z1| = |z′1| = x and θ = |arg(z′1/z1)|. Let h
denote the foot of the altitude of the isosceles triangle (0z1z

′
1) emanating from the vertex 0. The

sine rule on the triangle (0hz1) implies |z1 − z′1| = 2x sin(θ/2). Hence, |z1 − z′1| gets minorized by δ

provided that sin(θ/2) ≥ δ

2x
, which imposes the condition π − 2 arcsin

(
δ

2x

)
≥ θ ≥ 2 arcsin

(
δ

2x

)
.

The maximal number of points with distance ≥ δ that one can choose on the circle of radius x is
thus ⌊

π

arcsin (δ/(2x))

⌋
.

The function
sin(t)

t
is decreasing on the interval [0, π/2], so that for all t ∈ [0, π/2], sin(t) ≥ 2t

π
and

thus for all u ∈ [0, 1], arcsin(u) ≤ πu

2
. Hence, the maximal number of points of distance ≥ δ that

one can place on the circle of radius x is minorized by
⌊

4x

δ

⌋
.

Let (z1,i)1≤i≤N1 be such a family of points and similarly (z2,j)1≤j≤N2 be a family of
⌊

4y

δ

⌋
points

on the circle of radius y in C centered at the origin such that |z2,j − z2,k| ≥ δ for j 6= k. Then the
points zij = (z1,i, z2,j) satisfy the requirement since ||zij − zkl||2 = |z1,i − z1,k|2 + |z2,j − z2,l|2 gets
minorized by δ2 as soon as one of the terms on the right hand side is, which happens whenever
zij 6= zkl. �

2.5. Bergman kernel. Recall that hd induces an L2 Fubini-Study hermitian product onH0(CPn, Ld)
as follows: For all P,Q ∈ H0(CPn, Ld),

〈P,Q〉FS =
1

V olFS(CPn)

∫
CPn

hd(P (z), Q(z))FSdV olFS .

The multinomials X i, where i ranges over all multiindices i = (i0, i1, . . . , in) ∈ Nn+1 with d =
i0 + . . . + in, form an orthogonal basis of H0(CPn, Ld) and we recall the norms of these basis
elements.

Lemma 2.16. For every i = (i0, i1, . . . , in) ∈ Nn+1, ||X i||2FS =

(
d+ n

i

)−1
, where d = i0 + . . . + in

and (
d+ n

i

)
=

(d+ n)!

i0!i1! . . . in!n!
·

Moreover, if j = (j0, . . . , jn) 6= i, then 〈X i, Xj〉 = 0.

Proof: By Lemma 2.11 and (5),

||X i||2FS =
1

V olFS(CPn)

∫
Cn

|z1|2i1 . . . |zn|2in
(1 + |z1|2 + . . .+ |zn|2)d+n+1

dV ol

=
(2π)n

V olFS(CPn)

∫ ∞
0

. . .

∫ ∞
0

r2i1+1
1 . . . r2in+1

n

(1 + r21 + . . .+ r2n)d+n+1
dr1 . . . drn,



AMOEBA MEASURES OF RANDOM PLANE CURVES 11

where the last equality is obtained by passing to polar coordinates in each factor of Cn. Consider
the generating function:

Fn(t0, t1, . . . , tn) =

∫ ∞
0

. . .

∫ ∞
0

r1 . . . rn
(t0 + t1r21 + . . .+ tnr2n)n+1

dr1 . . . drn.

By Fubini’s theorem, for every i0, . . . , in ≥ 0,∫ ∞
0

. . .

∫ ∞
0

r2i1+1
1 . . . r2in+1

n

(1 + r21 + . . .+ r2n)d+n+1
dr1 . . . drn =

(−1)d

(n+ 1) . . . (n+ d)

∂d

∂ti00 . . . ∂t
in
n

Fn|(t0,...,tn)=(1,...,1),

with d = i0 + . . . + in. By integrating with respect to the last variable rn, we get the recursion
formula

Fn(t0, . . . , tn) =

∫ ∞
0

. . .

∫ ∞
0

r1 . . . rn
(t0 + t1r21 + . . .+ tnr2n)n+1

dr1 . . . drn

=
1

2tnn

∫ ∞
0

. . .

∫ ∞
0

r1 . . . rn−1
(t0 + t1r21 + . . .+ tn−1r2n−1)

n
dr1 . . . drn−1

=
1

2tnn
Fn−1(t0, . . . , tn−1).

Observing that F1(t0, t1) =
1

2t0t1
, we deduce

Fn(t0, . . . , tn) =
1

2nn!t0 . . . tn
·

Therefore,

||X i||2FS =
(2π)n

V olFS(CPn)

(−1)d

(n+ 1) . . . (n+ d)

∂d

∂ti00 . . . ∂t
in
n

Fn|(t0,...,tn)=(1,...,1)

=
(2π)nn!i0! . . . in!

πn2n(d+ n)!
by Lemma 2.11 or 2.13

=

(
d+ n

i

)−1
.

In order to prove the orthogonality statement, we note that if j = (j0, . . . , jn) 6= i = (i0, . . . , in),
there exists k such that jk 6= ik and without loss of generality, we may assume that ik > jk.
Computing

〈X i, Xj〉FS =
1

V olFS(CPn)

∫
Cn

zi11 . . . z
in
n z1

j1 . . . zn
jn

(1 + ||z||2)d+n+1
dV ol

as an iterated integral, we may take the innermost integral to be

I =

∫
C

|zk|2jkzik−jkk

(1 + ||z||2)β
dV ol for some powerβ ≥ 0.

But then, the change of variables zk 7→ ξzk, where ξ denotes a primitive 2(ik − jk)th root of unity,
takes I to −I, so that I = 0 and 〈X i, Xj〉FS = 0. �

Let us now denote the space of global L2-sections of OCPn(d) by W 2(CPn,OCPn(d)) and let
π : W 2(CPn,OCPn(d)) → H0(CPn,OCPn(d)) be the orthogonal projection. Then, for every σ ∈
W 2(CPn,OCPn(d)) and every u ∈ CPn,

π(σ)(u) =
1

V ol(CPn)

∫
CPn
B(u, v)⊗ σ(v)dV olFS(v),
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where B ∈ Γ(X × X,Ld � (L∗)d) is the Bergman kernel and L = OCPn(1), see [13]. For any
orthonormal basis {σi} of H0(CPn, Ld),

B(u, v) =

Nd∑
i=1

σi(u)hdFS(·, σi(v)), whereNd =

(
d+ n

n

)
denotes the dimension of H0(CPn, Ld).

In the open chart U0, the Bergman kernel can be expressed as follows. One can write σi(u) =
fi(u)(e∗)d, where fi is a polynomial in the affine coordinates and e∗ = X0 the section of L defined
by X0. Then, for all u, v ∈ U0,

(8) B(u, v) =

(
Nd∑
i=1

fi(u)fi(v)||(e∗)d(u)||||(e∗)d(v)||

)(
(e∗)d(u)

||(e∗)d(u)||
hdFS

(
·, (e∗)d(v)

||(e∗)d(v)||

))
.

We rename the first of these factors, which is now a function, as B(u, v).

Lemma 2.17. For every u, v ∈ Cn ∼= U0,

B(u, v) =
(1 + 〈u, v〉)dNd

(1 + ||u||2)d/2(1 + ||v||2)d/2
·

Proof: For every u, v ∈ Cn ∼= U0 choosing the orthonormal basis of multinomials given by Lemma
2.16, we deduce from (8) and (5) that

(1 + ||u||2)d/2(1 + ||v||2)d/2B(u, v) =
∑

0≤i1+...+in≤d

(
d+ n

i

)
(u1v1)

i1 . . . (unvn)in

=

(
d+ n

n

) ∑
0≤i1+...+in−1≤d

d!(u1v1)
i1 . . . (un−1vn−1)

in−1

i1!i2! . . . in−1!(d− i1 − . . .− in−1)!

d−i1−...−in−1∑
in=0

(
d− i1 − . . .− in−1

in

)
(unvn)in

= Nd

∑
0≤i1+...+in−1≤d

d!(u1v1)
i1 . . . (un−1vn−1)

in−1

i1!i2! . . . in−1!(d− i1 − . . .− in−1)!
(1 + unvn)d−i1−...−in−1

= Nd(1 + 〈u, v〉)d by recursion.

�

Remark 2.18. (1) In particular, B is constant and equals Nd on the diagonal of CPn × CPn.
(2) In contrast, B decreases exponentially outside the diagonal, by the Cauchy-Schwarz inequal-

ity, since

B(u, v) =
〈(1, u), (1, v)〉dNd

||(1, u)||d||(1, v)||d
·

Lemma 2.19. For all u, v ∈ Cn ∼= U0, |B(u, v)| ≤ Nd cos(dFS(u, v))d.

Proof: We may suppose without loss of generality that v = 0, since the isometry group of CPn acts
transitively. Then, by Lemmas 2.17 and 2.12,

|B(u, 0)| = Nd

(
√

1 + ||u||2)d
= Nd cos(dFS(u, 0))d.

�
Let N ≥ 1 and z1, . . . , zN be N distinct points of Cn ∼= U0. For every P ∈ H0(CPn, Ld) and every

i ∈ {1, . . . , N}, we set

P (zi) = Zi(P )
(e∗)d(zi)

||(e∗)d(zi)||
∈ Ld|zi .
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It defines a complex Gaussian vector Z = (Z1, . . . , ZN ), since the Hermitian space H0(CPn, Ld)

inherits its associated Gaussian measure µ having density
1

πNd
e−||P ||

2
with respect to the Lebesgue

measure, see Definition 2.8. The Bergman kernel carries the following probabilistic meaning.

Lemma 2.20. LetN ≥ 1 and z1, . . . , zN beN distinct points of Cn ∼= U0. Then, for every 1 ≤ i, j ≤ N ,

Cov(Zi, Zj) = B(zi, zj).

Proof: For every 1 ≤ i, j ≤ N ,

Cov(Zi, Zj) = E(ZiZj)

=
1

πNd

∫
H0(CPn,Ld)

Zi(P )Zj(P )dµ(P )

=
∑

1≤k,l≤Nd

Zi(σk)Zj(σl)

(
1

πNd

∫
CNd

akaldµ(a)

)

=

Nd∑
k=1

Zi(σk)Zj(σk)

where (σ1, . . . , σNd) denotes an orthonormal basis of H0(CPn, Ld) and P =
∑Nd

k=1 akσk with a =

(a1, . . . , aNd) ∈ CNd . Writing σk = fk(e
∗)d, we get Zi(σk) = fk(zi)||(e∗)d(zi)|| and thus by (8),

Cov(Zi, Zj) = B(zi, zj). �

3. AMOEBA MEASURES AND UPPER BOUNDS

3.1. Amoeba measures. For every (x, y) ∈ (R×+)2, let

T(x,y) = {[1 : z1 : z2] ∈ CP2||z1| = x, |z2| = y},

and let A(x, y) be its area computed with respect to the Fubini-Study metric of CP2 restricted to
T(x,y), so that

(9) A(x, y) =

∫
T(x,y)

dV olT
(1 + ||z||2)3/2

=
4π2xy

(1 + x2 + y2)3/2
·

The compact torus T(x,y) is indeed Lagrangian in CP2, so that the density (1 + ||z||2)−3/2 of its
Fubini-Study area form with respect to the standard one is the square-root of the density given by
Lemma 2.11.

Remark 3.1. (1) Integration over (R×+)2 recovers the volume of CP2 from the co-area formula.
Indeed, RP2 is Lagrangian as well in CP2, so that its Fubini-Study area form at z ∈ RP2 equals

dxdy

(1 + ||z||2)3/2
and

V olFS(CP2) =

∫∫
(R×+)2

A(x, y)

(1 + ||z||2)3/2
dxdy = 4π2

∫ +∞

0

∫ +∞

0

xy

(1 + x2 + y2)3
dxdy

= π2
∫ +∞

0
x

(
−1

(1 + x2 + y2)2
|+∞0

)
dx = π2

(
−1

2(1 + x2)
|+∞0

)
=
π2

2
·
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(2) The area functional A(x, y) reaches its maximum at (1, 1), since
∂A

∂x
=

4π2y(1− 2x2 + y2)

(1 + x2 + y2)5/2
,

∂A

∂y
=

4π2x(1− 2y2 + x2)

(1 + x2 + y2)5/2
and both vanish only at this point in (R×+)2. Moreover, the area of the

Clifford torus T(1,1) equals A(1, 1) =
4π2

3
√

3
·

LetC0
b (R2,R) be the space of bounded continuous functions on R2 and for every P ∈ H0(CP2, Ld),

let

(10) λP : ϕ ∈ C0
b (R2,R) 7→

∫
A(P )

ϕ(t)|dt| and νP : ϕ ∈ C0
b (R2,R) 7→

∫
VP

Log∗(ϕ)|Log∗dt|,

be the amoeba measures of VP , so that 〈λP , 1〉 = V ol(A(P )) and 〈νP , 1〉 = Mvol(A(P )) compute
the volume and multivolume of the amoeba of P respectively, see [2]. We denote by

Ed(ν) =

∫
H0(CP2,Ld)

νPdµ(P ) and Ed(λ) =

∫
H0(CP2,Ld)

λPdµ(P )

the corresponding average measures and finally set

a : t = (t1, t2) ∈ R2 7→ AreaFS(Log−1(t)) = A(et1 , et2).

and p : t ∈ R2 7→ P(t ∈ A(P )), where P(t ∈ A(P )) denotes the probability that t belongs to the
amoeba of P , that is the probability that VP ∩ Log−1(t) 6= ∅.

Proposition 3.2. (1) For all d > 0, Ed(ν) =
d

2π
a(t)|dt| = 2πdLog∗|dV olFS ||(R∗+)2 .

(2) For all d > 0, Ed(λ) = p(t)|dt|.
Proof: (1) Say ϕ ∈ C0

b (R2,R). Then,

〈Ed(ν), ϕ〉 =

∫
H0(CP2,Ld)

〈νP , ϕ〉dµ(P ) =

∫
H0(CP2,Ld)

∫
VP

Log∗ϕ|Log∗dt|dµ(P )

=

∫
H0(CP2,Ld)

(∫
R2

ϕ(t)#(VP ∩ Log−1(t))|dt|
)
dµ(P ) by Sard′s theorem

=

∫
R2

ϕ(t)Ed
(
#(VP ∩ Log−1(t))

)
|dt|

=
d

2π

∫
R2

a(t)ϕ(t)|dt| by Crofton′s formula,

so that Ed(ν) =
d

2π
a(t)|dt|, see Theorem A.1.

In order to obtain the second equality, we observe that by Remark 3.1 and (9)

Log∗|dV olFS ||(R∗+)2 =
et1et2 |dt1dt2|

(1 + e2t1 + e2t2)3/2
=
a(t)|dt|

4π2
=

1

2πd
Ed(ν).

(2) For every ϕ ∈ C0
b (R2,R),

〈Ed(λ), ϕ〉 =

∫
H0(CP2,Ld)

〈λP , ϕ〉dµ(P ) =

∫
H0(CP2,Ld)

∫
R2

1A(P )(t)ϕ(t)|dt|dµ(P )

=

∫
R2

ϕ(t)

(∫
H0(CP2,Ld)

1A(P )(t)dµ(P )

)
|dt| =

∫
R2

ϕ(t)p(t)|dt|.

�
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Corollary 3.3. For every d > 0,
(1) For all t ∈ R2, 0 ≤ p(t) ≤ min (1, da(t)/(4π)),

(2) Ed(Mvol(A)) = π2d,

(3) Ed(V ol(A)) ≤
∫
R2

min (1, da(t)/(4π)) dt.

Proof: (1) For all ϕ ∈ C0
b (R2,R), 〈λP , ϕ〉 ≤ 〈νP , ϕ〉/2, since for all regular values t of Log re-

stricted to VP , Log−1(t) is cobordant to ∅ and thus consists of an even number of points. Hence,
〈Ed(λ), ϕ〉 ≤ 〈Ed(ν), ϕ〉/2. By choosing (ϕn)n∈N to approximate the Dirac delta function at t, we
deduce from Proposition 3.2 that p(t) ≤ da(t)/(4π) for any t ∈ R2, while p(t) ≤ 1 being a probabil-
ity.

(2)

Ed(Mvol(A)) = 〈Ed(ν), 1〉

= 2πd

∫
R2

Log∗|dV olFS |(R×+)2 by Proposition 3.2

= 2πdV olFS(R×+)2

=
πd

2
V olFS(RP2) = π2d,

since RP2 is a 2-to-1 quotient of the unit sphere, which has volume 4π.
(3) Follows from part (1) of Corollary 3.3 and part (2) of Proposition 3.2, since Ed(V ol(A)) =

〈Ed(λ), 1〉. �

Remark 3.4. Part (2) of Corollary 3.3 has already been proved in [2] using the argument map
instead of the Log map.

3.2. Level set of the area functional and asymptotic upper estimates. In the light of Corol-
lary 3.3, we now study the level set {t ∈ R2|a(t) = 4π/d} of the area functional, or rather,
for convenience, the corresponding level set {(x, y) ∈ (R×+)2|A(x, y) = 4π/d}. The restriction
of A to the diagonal reads, up to a constant, as the function g : ρ ∈ R×+ 7→ g(ρ) = f(ρ2)

with f : t ∈ R+ 7→ t(1 + t)−3/2. Since f ′(t) = (1− t/2)(1 + t)−5/2, the latter reaches a unique ex-
tremum point at t = 2 which is a global maximum, and the maximum value is f(2) = 2/(3

√
3).

The function f is strictly increasing on the interval [0, 2] and strictly decreasing on [2,+∞) with
f(0) = limt→+∞ f(t) = 0. Therefore, for any positive k such that k < 2/(3

√
3), the equation

f(t) = k has two solutions 0 < t1 < 2 < t2. The same remark holds for the function g(ρ) = f(ρ2).
Since 2/(πd) < 2/(3

√
3) for d ≥ 2, we conclude that the equation

ρ2

(1 + ρ2)3/2
=

2

πd

has precisely two positive solutions 0 < ρ0 <
√

2 < ρ1 for each d ≥ 2 .

Lemma 3.5. ρ20 =
2

πd
+O(d−2) and

1

ρ21
=

4

π2d2
+O(d−4).

Proof: By definition, ρ40 = (4/(π2d2))(1 + 3ρ20 + 3ρ40 + ρ60) so that ρ20 = 2/(πd) +O(d−2). Likewise,
ρ41 = (4/(π2d2))(1 + 3ρ21 + 3ρ41 + ρ61), so that

1

ρ21
=

4

π2d2

(
1 +

3

ρ21
+

3

ρ41
+

1

ρ61

)
·
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Consequently, ρ−21 = 4/(π2d2) +O
(
d−4
)
. �

Remark 3.6. In fact, ρ20 =
2

πd
+

6

π2d2
+

21

π3d3
+ o(d−3) and

1

ρ21
=

4

π2d2
+

48

π4d4
+

768

π6d6
+ o

(
d−6
)
.

Corollary 3.7.

ln(ρ0) = − ln(d)/2− ln (π/2) /2 +O

(
1

d

)
and

ln(ρ1) = ln(d) + ln (π/2) +O

(
1

d2

)
.

Proof: By Lemma 3.5, ln(ρ20) = ln (2/(πd)) + ln

(
1 +O

(
1

d

))
and thus

ln(ρ0) = − ln(d)

2
− ln (π/2)

2
+O

(
1

d

)
.

Similarly, by Lemma 3.5,

ln

(
1

ρ21

)
= ln

(
4

π2d2

)
+ ln

(
1 +O

(
1

d2

))
, so that

ln(ρ1) = ln(d) + ln (π/2) +O

(
1

d2

)
.

�

Remark 3.8. In particular, ln(ρ0) = − ln(ρ1)/2 +O(1/d). In fact, ln(ρ0) = − ln(d)/2− ln (π/2) /2 +
3/(2πd) + o

(
d−1
)

and ln(ρ1) = ln(d) + ln (π/2)− 6/(π2d2) + o
(
d−2
)
.

In polar coordinates (ρ, θ) ∈ R+ × [0, π/2], the area functional reads

A : (x, y) ∈ R2
+ 7→

4π2xy

(1 + x2 + y2)3/2
=

2π2 sin(2θ)ρ2

(1 + ρ2)3/2
·

This functional is symmetric with respect to the diagonal via the symmetry θ 7→ π/2− θ, and van-
ishes on the axes. For a fixed value of ρ, the function A increases on θ ∈ [0, π/4] and decreases
for θ ∈ [π/4, π/2], hence it is maximal on the diagonal. On the diagonal, as a function of ρ, the
maximum is reached for ρ =

√
2, as discussed above.

By Corollary 3.3,

Ed(V ol(A)) ≤
∫
R2

min (1, da(t)/(4π)) |dt| =
∫
(R×+)2

min (1, dA(x, y)/(4π))
dxdy

xy
·

Let us now prove the asymptotic expansion (1) of the right hand side, given in the introduction.

Theorem 3.9. As d tends to +∞,∫
R2

min (1, da(t)/(4π)) dt =
3

2
ln(d)2 + 3 (1 + ln (π)) ln(d) +O(1).

Proof: Let us decompose the locus of integration into three parts: (i) The set where ρ ≤ ρ0 or
ρ ≥ ρ1, (ii) the set where ρ0 ≤ ρ ≤ ρ1 and either 0 ≤ θ ≤ θρ or π/2− θρ ≤ θ ≤ π/2, where

(11) sin(2θρ) =
2(1 + ρ2)3/2

dπρ2
,

so that (ρ, θρ) parameterizes the locus below the diagonal 1 = dA/(4π), and (iii) the set where
ρ0 ≤ ρ ≤ ρ1 and θρ ≤ θ ≤ π/2− θρ.
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(i)∫∫
{ρ≤ρ0}∪{ρ≥ρ1}

d

4π
A(x, y)

dxdy

xy
= πd

∫ π/2

0

∫
[0,ρ0]∪[ρ1,∞)

ρ

(1 + ρ2)3/2
dρdθ

=
π2d

2

(
1− (1 + ρ20)

−1/2 + (1 + ρ21)
−1/2

)
=

π2d

2

(
1−

(
1− 1

2
ρ20 + o(ρ20)

)
+

1

ρ1

(
1− 1

2ρ21
+ o

(
ρ−21

)))
= O(1)

by Lemma 3.5.
(ii) Let ω(d) be any positive valued increasing function of d going to infinity as d → +∞ such

that if ρ̃1 =
ρ1
ω(d)

and ρ̃0 = ω(d)ρ0, then ρ0 < ρ̃0 <
√

2 < ρ̃1 < ρ1 for all d. We split the integral in

the following way:∫ ρ1

ρ0

∫
[0,θρ]∪[π2−θρ,

π
2
]

d

4π
A(x, y)

dxdy

xy
= 2πd

∫ ρ1

ρ0

∫ θρ

0

ρ

(1 + ρ2)3/2
dθdρ

= 4

∫ ρ1

ρ0

θρ
ρ sin(2θρ)

dρ by (11)

= 4

∫ ρ̃0

ρ0

θρ
ρ sin(2θρ)

dρ+ 4

∫ ρ̃1

ρ̃0

θρ
ρ sin(2θρ)

dρ+ 4

∫ ρ1

ρ̃1

θρ
ρ sin(2θρ)

dρ.

Then,

0 ≤ 4

∫ ρ̃0

ρ0

θρ
ρ sin(2θρ)

dρ ≤ π ln (ρ̃0/ρ0) = π ln(ω(d)),

since x 7→ x

sinx
is increasing and bounded from above by π/2 on [0, π/2] and similarly,

0 ≤ 4

∫ ρ1

ρ̃1

θρ
ρ sin(2θρ)

dρ ≤ π ln (ρ1/ρ̃1) = π ln(ω(d)).

In order to estimate the second integral, we observe that sin2(2θρ) = (2/(πd))2
(
ρ−4 + 3ρ−2 + 3 + ρ2

)
by (11) and that θρ = o(1) for ρ ∈ [ρ̃0, ρ̃1], by the choice of ω(d). We deduce

4

∫ ρ̃1

ρ̃0

θρ
ρ sin(2θρ)

dρ = 4

∫ ρ̃1

ρ̃0

θρ

ρ
(
2θρ − 4θ3ρ/3 + o(θ3ρ)

)dρ
= 2

∫ ρ̃1

ρ̃0

(1 + 2θ2ρ/3 + o(θ2ρ))dρ/ρ

= 2 ln (ρ̃1/ρ̃0) +O

(∫ ρ̃1

ρ̃0

θ2ρdρ/ρ

)
, while

∫ ρ̃1

ρ̃0

θ2ρdρ/ρ = O

(
1

π2d2

∫ ρ̃1

ρ̃0

(
ρ−5 + 3ρ−3 + 3ρ−1 + ρ

)
dρ

)

= O

(
1

π2d2
(
−ρ−4/4− 3ρ−2/2 + 3 ln(ρ) + ρ2/2

)
|ρ̃1ρ̃0

)
= O(1)
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by Lemma 3.5. Combining the estimates above, we obtain∫ ρ1

ρ0

∫
[0,θρ]∪[π2−θρ,

π
2
]

d

4π
A(x, y)

dxdy

xy
= 2 ln (ρ̃1/ρ̃0) +O(ln(ω(d))) = 3 ln(d) +O(1)

by Corollary 3.7, since this estimate holds for any function ω(d) going to +∞ satisfying the addi-
tional conditions above.

(iii) ∫ ρ1

ρ0

∫ π/2−θρ

θρ

dxdy

xy
= 2

∫ ρ1

ρ0

∫ π/4

θρ

dρdθ

ρ sin θ cos θ
= 2

∫ ρ1

ρ0

1

ρ
ln(tan θ)|π/4θρ

dρ

= 2

∫ ρ1

ρ0

1

ρ
ln

(
1

tan θρ

)
dρ = 2

∫ ρ1

ρ0

ln

(
2 cos2 θρ

2 cos θρ sin θρ

)
dρ

ρ

= 2

∫ ρ1

ρ0

(
ln

(
dπρ2

2(1 + ρ2)3/2

)
+ ln (1 + cos(2θρ))

)
dρ

ρ
by (11)

= 2 ln (dπ/2) ln (ρ1/ρ0) + 2
(
ln(ρ1)

2 − ln(ρ0)
2
)

−3

∫ ρ1

ρ0

ln(1 + ρ2)dρ/ρ+ 2

∫ ρ1

ρ0

ln(1 + cos(2θρ))dρ/ρ.

We now estimate the two integrals in the last expression:∫ ρ1

ρ0

ln(1 + ρ2)dρ/ρ =

∫ 1

ρ0

ln(1 + ρ2)dρ/ρ+

∫ ρ1

1
ln(1 + ρ2)dρ/ρ

=

∫ 1

ρ0

ln(1 + ρ2)dρ/ρ+

∫ ρ1

1
ln(ρ2)dρ/ρ+

∫ ρ1

1
ln
(
1 + ρ−2

)
dρ/ρ

= ln(ρ1)
2 +O(1)

since if ρ ∈ [0, 1], then ln(1 +ρ2) ≤ ρ2. Also, using the preceding choice of ρ0 < ρ̃0 <
√

2 < ρ̃1 < ρ1,∫ ρ1

ρ0

ln(1 + cos(2θρ))
dρ

ρ
=

∫ ρ̃0

ρ0

ln(1 + cos(2θρ))
dρ

ρ
+

∫ ρ̃1

ρ̃0

ln(1 + cos(2θρ))
dρ

ρ
+

∫ ρ1

ρ̃1

ln(1 + cos(2θρ))
dρ

ρ

=

∫ ρ̃1

ρ̃0

ln(2 +O(θ2ρ))
dρ

ρ
+O(ln(ω(d))) since 0 ≤ ln(1 + cos(2θρ)) ≤ ln(2)

= ln(2) ln (ρ̃1/ρ̃0) +O

(∫ ρ̃1

ρ̃0

θ2ρ
ρ
dρ

)
+O(ln(ω(d)))

= ln(2) ln (ρ1/ρ0) +O(1) as in (ii).

Finally,∫ ρ1

ρ0

∫ π
2
−θρ

θρ

dxdy

xy
= 2 ln (dπ/2) ln (ρ1/ρ0) + 2(ln(ρ1)

2 − ln(ρ0)
2)− 3 ln(ρ1)

2 + 2 ln(2) ln (ρ1/ρ0) +O(1)

= 3 ln(ρ1) ln(dπ)− 3

2
ln(ρ1)

2 +O(1) by Remark 3.8

= 3 ln(d)2/2 + 3 ln (π) ln(d) +O(1) by Corollary 3.7.

Adding up the contributions from all three parts gives the result. �

Corollary 3.10. The expected area of the amoeba of a complex plane curve satisfies

lim sup
d→+∞

Ed(V ol(A))

ln(d)2
≤ 3

2
·
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Proof: This follows from Corollary 3.3 and Theorem 3.9. �

4. FUBINI-STUDY CHARTS OF PLANE CURVES

4.1. Fubini-Study Charts. Let D(0, r) and D̊(0, r) be the closed and open disks of radius r > 0 in
C respectively. For every κ ∈ (0, 1], let B(κ) = D(0, 1) ×D(0, κ) ⊂ C2 ∼= U0 ⊂ CP2 and ∂−B(κ) =
∂D(0, 1)×D(0, κ), ∂+B(κ) = D(0, 1)× ∂D(0, κ). Let π1 : B(κ)→ D(0, 1) and π2 : B(κ)→ D(0, κ)
be the projection maps onto each factor. We finally set B = B(1).

Definition 4.1. A triple (B, ∂−B, ∂+B) is called a marked chart of a four-dimensional manifold M
if there exists a neighborhood V of B in C2, a neighborhood U of B in M and a diffeomorphism
ϕ : V → U which maps (B, ∂−B, ∂+B) onto (B, ∂−B, ∂+B).

Definition 4.2. A marked chart (B, ∂−B, ∂+B) is a submanifold chart of a surface S in a four-
manifold M if the diffeomorphism ϕ : V → U mapping (B, ∂−B, ∂+B) to (B, ∂−B, ∂+B) can be
chosen in such a way that ϕ−1(B∩S) is the graph of a map π1(B) = D(0, 1)→ D̊(0, 1) = π2(B\∂+B).

Definition 4.3. A marked chart ofM = CP2 is called a degree dmarked Fubini-Study chart of capacity
κ ∈ (0, 1] if the diffeomorphism ϕ given by Definition 4.1 can be chosen to be Ψ ◦ hd and defined on
(B(κ), ∂−B(κ), ∂+B(κ)), where Ψ ∈ PU(3,C) is an isometry of CP2 and hd a homothety of C2 of

scaling factor
1√
6d

. The point ϕ(0) is called its center.

We thus set, for every d > 0,

Bd(κ) = D

(
0,

1√
6d

)
×D

(
0,

κ√
6d

)
⊂ C2 ∼= U0 ⊂ CP2

∂+Bd(κ) = D

(
0,

1√
6d

)
× ∂D

(
0,

κ√
6d

)
,

∂−Bd(κ) = ∂D

(
0,

1√
6d

)
×D

(
0,

κ√
6d

)
and Bd = Bd(1). These sets are contained in C2 ⊂ CP2 and a degree d marked Fubini-Study chart
of capacity κ is the image of the triple (Bd(κ), ∂−Bd(κ), ∂+Bd(κ)) under some isometry of CP2. We

also set ρd = arctan

(
2√
d

)
and for every z ∈ CP2, denote by BFS(z, ρd) the Fubini-Study ball with

center z and radius ρd.

Remark 4.4. We need, in the proof of Theorem 1.2, ρd to satisfy lim
d→+∞

(Nd sin4 ρd) > 1 and with

our choice of ρd, this limit equals 8.

Lemma 4.5. Let (B, ∂−B, ∂+B) be a degree d marked Fubini-Study chart of capacity κ ∈ (0, 1] with
center z ∈ CP2. Then, B ⊂ BFS(z, ρd).

Proof: By Definition 4.3, it suffices to prove that Bd ⊂ BFS(0, ρd) since for every κ ∈ (0, 1], Bd(κ) ⊂
Bd. But for all d > 0,

Bd ⊂ B
(

0,
1√
3d

)
= BFS

(
0, arctan

(
1√
3d

))
⊂ BFS(0, ρd)

by Lemma 2.12. (Here, B(0, r) denotes an Euclidean ball with center 0 and radius r.) �

Definition 4.6. For every z ∈ CP2 and P ∈ H0(CP2, Ld), the Fubini-Study ball-average norm of P
around z is

||P ||2BFS(z,ρd) =
1

V ol(BFS(z, ρd))

∫
BFS(z,ρd)

||P (t)||2FSdV olFS(t).
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4.2. Linear Polynomials. For each d > 0, we set Pd(Z,X, Y ) =
√
dNdY Z

d−1 ∈ H0(CP2, Ld),

where Nd =
(d+ 1)(d+ 2)

2
= dimCH

0(CP2, Ld). We need some estimates about these reference

polynomials that we establish in this subsection.

Proposition 4.7. For each d > 0, ||Pd||FS = 1 and

(1) for all z ∈ CP2, ||Pd(z)||FS ≤
√
dNd cos(dFS(0, z))d−1,

(2) for all κ ∈ (0, 1] and all z ∈ ∂+Bd(κ), ||Pd(z)||FS ≥ κ
√
Nd

6
e−1/6,

(3) for all Ψ ∈ PU(3,C), |〈Pd, Pd ◦Ψ−1〉| ≤ dNd

(
1 + cos (dFS(0,Ψ(0)))

2

)d−1
.

Proof: By Lemma 2.16 with n = 2 and multiindex (0, 1, d− 1),

||Y Zd−1||2FS =
(d− 1)!2!

(d+ 2)!
=

2

(d+ 2)(d+ 1)d
,

so that ||Pd||FS = 1.
In order to prove (1), we observe that by equation (5) of subsection 2.4, for every z = (z1, z2) ∈

C2,

||Pd(z)||2FS = dNd
|z2|2

(1 + ||z||2)d
≤ dNd

(1 + ||z||2)d−1
·

Since tan(dFS(0, z)) = d(0, z) = ||z|| by Lemma 2.12, we get
1

1 + ||z||2
= cos2(dFS(0, z)), which

completes the proof of (1).

For (2), we note that for every z = (z1, z2) ∈ ∂+Bd(κ), |z2| =
κ√
6d

and ||z|| ≤ 1√
3d

, so that

||Pd(z)||2FS =
κ2dNd

6d(1 + ||z||2)d

=
κ2Nd

6
exp(−d ln(1 + ||z||2))

≥ κ2Nd

6
e−1/3,

which implies (2).
Finally, for (3),

|〈Pd, Pd ◦Ψ−1〉| ≤ 1

V olFS(CP2)

∫
CP2
|hd(Pd(z), Pd(Ψ−1(z)))|dV olFS(z)

≤ 1

V olFS(CP2)

∫
CP2
||Pd(z)||FS ||Pd(Ψ−1(z))||FSdV olFS(z)

≤ dNd

V olFS(CP2)

∫
CP2

(
cos(dFS(0, z)) cos(dFS(0,Ψ−1(z)))

)d−1
dV olFS

by part (1). Since cos(a) cos(b) =
1

2
(cos(a+ b) + cos(a− b)) ≤ 1

2
(1 + cos(a+ b)) and by the triangle

inequality π > dFS(0, z) + dFS(0,Ψ−1(z)) = dFS(0, z) + dFS(Ψ(0), z) ≥ dFS(0,Ψ(0)), the proof of
(3) gets complete. �

Corollary 4.8. For every d > 0,
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(1)
1

π2 (1 + 4/d)3

∫
B(0,2)

|t2|2e−||t||
2
dV ol(t) ≤ sin4(ρd)||Pd||2BFS(0,ρd) ≤ 1,

(2) for all z ∈ CP2 such that dFS(0, z) > ρd, ||Pd||BFS(z,ρd) ≤
√
dNd cos(dFS(0, z)− ρd)d−1.

Proof: To get the first inequality of (1), we observe that

||Pd||2BFS(0,ρd) =
1

V ol(BFS(0, ρd))

∫
BFS(0,ρd)

||Pd(t)||2FSdV olFS(t)

=
dNd

V olFS(CP2) sin4(ρd)

∫
B(0,2/

√
d)

|z2|2

(1 + ||z||2)d+3
dV ol(z) by (5) and Lemmas 2.11− 2.13

=
Nd

d2V olFS(CP2) sin4(ρd)

∫
B(0,2)

|t2|2 exp
(
−d ln

(
1 + ||t||2/d

))
(1 + ||t||2/d)3

dV ol(t)

≥ 1

π2 (1 + 4/d)3 sin4(ρd)

∫
B(0,2)

|t2|2 exp(−||t||2)dV ol(t).

Here, the substitution t =
√
dz was used. This establishes the first inequality in (1). The second

inequality in (1) follows from the equality ||Pd||2FS = 1 given by Proposition 4.7, the inequality

||Pd||2BFS(0,ρd) ≤
1

V ol(BFS(0, ρd))

∫
CP2
||Pd(t)||2FSdV olFS(t) and Lemma 2.13.

To get (2), we observe that

||Pd||2BFS(z,ρd) ≤
dNd

V ol(BFS(z, ρd))

∫
BFS(z,ρd)

cos(dFS(0, t))2(d−1)dV olFS(t)

by the first part of Proposition 4.7, while by the triangle inequality, π/2 ≥ dFS(0, t) ≥ dFS(0, z)−ρd
for any t ∈ BFS(z, ρd). �

4.3. An Effective Criterion. The zero scheme of the reference polynomial Pd(Z,X, Y ) =
√
dNdY Z

d−1

in CP2 is the union of the axes Y = 0 and a (d−1)-fold thick line supported on the “line at infinity”
Z = 0. In an affine neighborhood of the origin [1 : 0 : 0], this zero locus agrees with the x-axis,
hence (Bd(κ), ∂−Bd(κ), ∂+Bd(κ)) is a submanifold chart for it whatever κ ∈ (0, 1] is and sustains
being a submanifold chart for any small enough perturbation of it. The goal of this subsection is to
quantify the latter, to deduce an effective criterion that will be used in the proof of Theorem 1.2,
see Corollary 4.12.

Proposition 4.9. For every d > 0, every κ ∈ (0, 1] and every Q ∈ H0(CP2, Ld),

sup
z∈∂+Bd(κ)

(
||Q(z)||2FS
||Pd(z)||2FS

)
≤ 3224e (1 + 4/d)3

infz∈∂+Bd(κ) ||Pd(z)||
2
FS

||Q||2BFS(0,ρd).

Proof: For all z ∈ ∂+Bd(κ) and all Q ∈ H0(CP2, Ld), by the mean value inequality,

||Q(z)||2FS
||Pd(z)||2FS

=
|Q(z)|2

|Pd(z)|2
≤ 1

|Pd(z)|2V ol(B(z, 1/
√

3d))

∫
B(z,1/

√
3d)
|Q(t)|2dV ol(t)

≤ 1

||Pd(z)||2FSV ol(B(z, 1/
√

3d))

∫
B(z,1/

√
3d)
||Q(t)||2FS

(
1 + ||t||2

1 + ||z||2

)d
dV ol(t).
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Moreover, for all t ∈ B(z, 1/
√

3d) and all z ∈ ∂+Bd(κ), ||z|| ≤ 1/
√

3d, ||t|| − ||z|| ≤ 1/
√

3d and(
1 + ||t||2

1 + ||z||2

)d
=

(
1 +

(||t|| − ||z||)(||t|| − ||z||+ 2||z||)
1 + ||z||2

)d
≤

(
1 +

1

d

)d
≤ e.

For any z ∈ ∂+Bd(κ), the ball B(z, 1/
√
d) is contained in B(0, 2/

√
d), while V ol(B(0, 2/

√
d)) =

3224V ol(B(z, 1/
√

3d)). We deduce from Lemma 2.11 that

||Q(z)||2FS
||Pd(z)||2FS

≤ 3224e

||Pd(z)||2FSV ol(B(0, 2/
√
d))

∫
B(0,2/

√
d)
||Q(t)||2FS(1 + ||t||2)3dV olFS(t).

Since V ol(B(0, 2/
√
d)) =

∫
B(0,2/

√
d)

(1 + ||t||2)3dV olFS(t) ≥ V ol(BFS(0, ρd)), we get

sup
z∈∂+Bd(κ)

(
||Q(z)||2FS
||Pd(z)||2FS

)
≤ 3224e (1 + 4/d)3

infz∈∂+Bd(κ) ||Pd(z)||
2
FS

||Q||2BFS(0,ρd).

�

Corollary 4.10. For every d > 0, every κ ∈ (0, 1] and every Q ∈ H0(CP2, Ld),

Nd sup
z∈∂+Bd(κ)

(
||Q(z)||2FS
||Pd(z)||2FS

)
≤ c1(d)

κ2
||Q||2BFS(0,ρd)

with c1(d) = 3325e4/3
(

1 +
4

d

)3

−−−−→
d→+∞

3325e4/3.

Proof: The result follows from Proposition 4.7 part (2) and Proposition 4.9. �

Proposition 4.11. For every d > 0, every κ ∈ (0, 1] and every (a,Q) ∈ C × H0(CP2, Ld) such

that |a|2 > sup
z∈∂+Bd(κ)

(
||Q(z)||2FS
||Pd(z)||2FS

)
, the triple (Bd(κ), ∂−Bd(κ), ∂+Bd(κ)) is a submanifold chart for

VaPd+Q.

Proof: We already observed that (Bd(κ), ∂−Bd(κ), ∂+Bd(κ)) is a submanifold chart for VPd = VaPd .
Now, for all a ∈ C satisfying the hypothesis, all t ∈ [0, 1] and all z ∈ ∂+Bd(κ), the evaluation
(aPd + tQ)(z) does not vanish since

||(aPd + tQ)(z)||FS ≥ |a|||Pd(z)||FS − ||Q(z)||FS

= ||Pd(z)||FS
(
|a| − ||Q(z)||FS

||Pd(z)||FS

)
> 0.

The result then follows by homotopy, since the number of roots of the polynomial aPd + tQ in
each disc {z1} ×D(0, κ/

√
6d) ⊂ Bd(κ), z1 ∈ D(0, 1/

√
6d), does not depend on t ∈ [0, 1] by Cauchy

formula and thus equals one. �

Corollary 4.12. For every κ ∈ (0, 1] and every (a,Q) ∈ C×H0(CP2, Ld) such that |a|2 > c1(d)

κ2Nd
||Q||2BFS(0,ρd),

the triple (Bd(κ), ∂−Bd(κ), ∂+Bd(κ)) is a submanifold chart for VaPd+Q.

Proof: The result follows from Proposition 4.11 and Corollary 4.10. �
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4.4. The Ball-Average Norm. We now investigate, as a random variable, the ball-average norm
given by Definition 4.6 which appeared in Corollary 4.12. Let thus Yd denote the random vari-
able P ∈ H0(CP2, Ld) 7→ ||P ||BFS(0,ρd) ∈ R+. Given an orthogonal direct sum decomposi-
tion H0(CP2, Ld) = H ⊕ H⊥, we denote by πH (resp. πH⊥) the orthogonal projection to H
(resp. H⊥) and by sH (resp. sH⊥) the orthogonal reflection with axis H (resp. H⊥), so that
Fix(sH) = H = Im(πH). We also set Yd,H = Yd ◦ πH and Yd,H⊥ = Yd ◦ πH⊥ .

Lemma 4.13. For every d > 0, E(Y 2
d ) = Nd and for every orthogonal decomposition H0(CP2, Ld) =

H ⊕H⊥, E(Y 2
d ) = E(Y 2

d,H) + E(Y 2
d,H⊥

).

Proof: For all d > 0,

E(Y 2
d ) =

∫
H0(CP2,Ld)

(
1

V ol(BFS(0, ρd))

∫
BFS(0,ρd)

||P (t)||2FSdV olFS(t)

)
dµ(P )

=
1

V ol(BFS(0, ρd))

∫
BFS(0,ρd)

(∫
H0(CP2,Ld)

||P (t)||2FSdµ(P )

)
dV olFS(t)

The average
∫
H0(CP2,Ld)

||P (t)||2FSdµ(P ) does not depend on t ∈ CP2 since the isometries of CP2

act transitively. We deduce that

E(Y 2
d ) =

∫
H0(CP2,Ld)

||P (t)||2FSdµ(P ) for any t ∈ CP2

=
1

V olFS(CP2)

∫
CP2

∫
H0(CP2,Ld)

||P (t)||2FSdµ(P )dV olFS(t)

= E(||P ||2FS)

= V ar(µ)

= Nd.

Hence the first claim.
Next, we observe that for any P ∈ H and Q ∈ H⊥,

1

2
(Y 2
d (P +Q) + Y 2

d (P −Q)) =
1

2

(
||P +Q||2BFS(0,ρd) + ||P −Q||2BFS(0,ρd)

)
= ||P ||2BFS(0,ρd) + ||Q||2BFS(0,ρd).

by the parallelogram rule for Hermitian norms. This shows that

(12)
1

2
(Y 2
d + Y 2

d ◦ sH) = Y 2
d,H + Y 2

d,H⊥

and consequently,
1

2
(E(Y 2

d ) + E(Y 2
d ◦ sH)) = E(Y 2

d,H) + E(Y 2
d,H⊥).

The result now follows from the fact that sH preserves the measure µ on H0(CP2, Ld). �

Lemma 4.14. Let P1, . . . , PN ∈ H0(CP2, Ld) be linearly independent, H = Span(P1, . . . , PN ) and
C = (〈Pi, Pj〉)1≤i,j≤N . Then,

sup
1≤i≤N

(
||Pi||2BFS(0,ρd)
||Pi||2FS

)
≤ E(Y 2

d,H) ≤ ||C−1||
N∑
i=1

||Pi||2BFS(0,ρd).
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Proof:

E(Y 2
d,H) =

1

V ol(BFS(0, ρd))

∫
BFS(0,ρd)

(∫
H
||P (t)||2FSdµH(P )

)
dV olFS(t),

where µH denotes the Gaussian measure of H given by Definition 2.8. Say t ∈ BFS(0, ρd) and σt,H
is a vector of norm 1 in H which is orthogonal to the hyperplane of polynomials vanishing at t.
Then, ∫

H
||P (t)||2FSdµH(P ) = ||σt,H(t)||2FS ≥

||Pi(t)||2FS
||Pi||2FS

for every i ∈ {1, . . . , N}. This implies the first inequality.
In order to prove the second inequality, we write P =

∑N
i=1Xi(P )Pi and deduce that for every

t ∈ BFS(0, ρd), ∫
H
||P (t)||2FSdµH(P ) =

∑
1≤i,j≤N

Cov(Xi, Xj)hFS(Pi(t), Pj(t))

≤ ||C−1||

 N∑
j=1

||Pj(t)||2FS


by Lemma 2.9 and Cauchy-Schwarz inequality. Averaging over the ball BFS(0, ρd) provides the
second inequality. �

Lemma 4.15. For every d > 0, every orthogonal decomposition H0(CP2, Ld) = H ⊕ H⊥ and every
event A ⊂ H0(CP2, Ld) invariant under sH , there exists zA ∈ BFS(0, ρd) such that EA(Y 2

d,H) ≤
EA(||Z||2FS), with Z : P ∈ H0(CP2, Ld) 7→ P (zA) ∈ Ld|zA .

Recall that EA denotes the conditional expectation over A, see subsection 2.2.
Proof: By definition and Fubini’s theorem,

EA(Y 2
d,H) =

1

µ(A)

∫
A

(
1

V ol(BFS(0, ρd))

∫
BFS(0,ρd)

||πH(P )(t)||2FSdV olFS(t)

)
dµ(P )

=
1

V ol(BFS(0, ρd))

∫
BFS(0,ρd)

(
1

µ(A)

∫
A
||πH(P )(t)||2FSdµ(P )

)
dV olFS(t).

Therefore, there exists zA ∈ BFS(0, ρd) such that

EA(Y 2
d,H) ≤ 1

µ(A)

∫
A
||πH(P )(zA)||2FSdµ(P ) = EA(||Z ◦ πH ||2FS).

Now, by the parallelogram rule for Hermitian norms
1

2
(||Z||2FS + ||Z ◦ sH ||2FS) = ||Z ◦ πH ||2FS + ||Z ◦ πH⊥ ||2FS , compare (12).

Taking conditional expectations over A, the two summands on the left hand side contribute equally
since sH preserves µ and sH(A) = A, so that we get EA(||Z||2FS) on the left. We deduce that
EA(||Z ◦ πH ||2FS) ≤ EA(||Z||2FS) and the result. �

5. ASYMPTOTIC LOWER ESTIMATE

5.1. The probabilistic tool. A substantial part of the proof of Theorem 1.2 relies on a probabilistic
phenomenon which we now establish. Namely, the proof provides N pairs of real random variables
(Xi, Yi) together with the event ∃i ∈ {1, . . . , N} such that Xi ≥ x and Yi ≤ y for some x, y ∈ R. The
aim of this section is to bound from below the probability of this event by 1 − cγN with c > 0 and
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0 ≤ γ < 1. If these pairs of random variables were independent and identically distributed, such a
lower estimate would be given by the following proposition, which we recall for convenience.

Proposition 5.1. Suppose that (Xi, Yi)1≤i≤N are N independent pairs of real random variables which
follow the law of (X,Y ), with X ⊥ Y . Then, for all x, y ∈ R,

P (∃i ∈ {1, . . . , N}|Xi ≥ x and Yi ≤ y) = 1− (1− P(X ≥ x)P(Y ≤ y))N .

First proof:

1− P (∃i ∈ {1, . . . , N}|Xi ≥ x and Yi ≤ y) = P (∀i ∈ {1, . . . , N}, Xi < x or Yi > y)

= P

(
N⋂
i=1

({Xi < x} ∪ {Yi > y})

)

=

N∏
i=1

P ({Xi < x} ∪ {Yi > y})

=

N∏
i=1

(1− P ({Xi ≥ x} ∩ {Yi ≤ y}))

=
N∏
i=1

(1− P(Xi ≥ x)P(Yi ≤ y))

= (1− P(X ≥ x)P(Y ≤ y))N .

�
Second proof: In general, assuming only that Xi ⊥ Yj for all i, j, we get

P

(
N⋂
i=1

({Xi < x} ∪ {Yi > y})

)
= P

 N⊔
k=0

⊔
Ik⊂{1,...,N},|Ik|=k

({Xi < x iffi ∈ Ik} ∩ {∀i /∈ Ik, Yi > y})


=

∑
I⊂{1,...,N}

P (Xi < x iff i ∈ I)P (∀i /∈ I, Yi > y) .

Now, assuming moreover that the Xi’s are i.i.d. and the Yi’s are i.i.d., we deduce

P(Xi < x iff i ∈ I) = P(X < x)#IP(X ≥ x)N−#I and

P(∀i /∈ I, Yi > y) = P(Y > y)N−#I .

Therefore,

P

(
N⋂
i=1

({Xi < x} ∪ {Yi > y})

)
=

N∑
k=0

(
n

k

)
P(X < x)k (P(X ≥ x)P(Y > y))N−k

= (P(X < x) + P(X ≥ x)P(Y > y))N

= (1− P(X ≥ x)P(Y ≤ y))N .

�
We now aim to prove a similar estimate under weaker independence assumptions, but for ran-

dom variables which can be compared to Gaussian ones with controlled covariance, see Corollary
5.7.
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Proposition 5.2. (à la Bernstein) Say Z ∼ NCN (0, B). Then, for all y > ||B||,

P(||Z||2 ≥ Ny) ≤ yN

det(B)
exp

(
N

(
1− y

||B||

))
.

Recall that the normal law NCN (0, B) has been introduced in Definition 2.6.

Proof: Following Bernstein’s trick, for all y > ||B|| and all 0 < λ <
1

||B||
,

P(||Z||2 ≥ Ny) = P
(
eλ||Z||

2 ≥ eλNy
)

≤ E
(
eλ||Z||

2
)
e−λNy by Markov′s inequality

≤ e−λNy

det(I − λB)
by Lemma 2.7.

Since B is a positive definite Hermitian matrix, it is diagonalizable with real eigenvalues b1, . . . , bN
and orthogonal eigenvectors, so that ||B|| = sup

1≤i≤N
bi. Choosing λ =

1

||B||
− 1

y
, we get

det(Id− λB) =

N∏
i=1

(1− λbi) =

N∏
i=1

(
1− bi
||B||

+
bi
y

)
≥
∏N
i=1 bi
yN

=
detB

yN
.

Therefore,

P(||Z||2 ≥ Ny) ≤ yN

det(B)
exp

(
N

(
1− y

||B||

))
.

�

Proposition 5.3. Say Z = (Z1, Z2, . . . , ZN ) ∼ NCN (0, B) satisfies V (Zi) = 1 for some i ∈ {1, . . . , N}.
Let A be an event such that a := EA

(
||Z||2/N

)
> 2||B||||B−1|| =: 2b. Then,

P(A) ≤
(

e · a
a− 2b

)
exp

(
1− a

b
+ ln a

)N
.

Proof: By Lemma 2.1, min(||B||, ||B−1||) ≥ 1 and Lemma 2.3 applied to the random variable
||Z||2/N implies that for all x < a,

P(A) ≤
∫ +∞
x P(||Z||2 ≥ Nz)dz

a− x
.

Then, Proposition 5.2 implies that for all x ∈ (||B||, a),

P(A) ≤ 1

det(B) (a− x)

∫ +∞

x
exp

(
N

(
1− z

||B||
+ ln z

))
dz.

Noting that for all 0 < α < 1 and all t ≥ 1/α, ln(t) ≤ αt+ ln (1/α)− 1, we get by choosing
α = det(B)1/N/x that for all z ≥ x,

ln

(
z

det(B)1/N

)
≤ z

x
+ ln

(
x

det(B)1/N

)
− 1.

Therefore,

P(A) ≤ xN exp (Nz (1/x− 1/||B||)) |+∞x
det(B) (a− x)N (1/x− 1/||B||)

≤ xN+1||B|| exp (N (1− x/||B||))
N det(B) (a− x) (x− ||B||)

·
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Choosing x = a− ||B||/N , which lies in the interval (||B||, a) by hypothesis, we deduce

P(A) ≤ eaN+1 exp(N(1− a′))
det(B) (a− (1 + 1/N) ||B||)

≤
(

e

a′ − 1− 1/N

)
exp

(
1− a′ + (1 + 1/N) ln

(
a′
(
||B||N

det(B)

)1/(N+1)
))N

,(13)

where a′ =
a

||B||
. Since det(B) ≥ ||B−1||−N by Lemma 2.1, this implies

P(A) ≤
(

e

a′ − 1− 1/N

)
exp

(
1 + ln b− a′ + (1 + 1/N) ln a′

)N
.

But a′ − (1 + 1/N) ln a′ ≥ a

b
− (1 + 1/N) ln

a

b
, since the function t ∈ R×+ 7→ t − (1 + 1/N) ln t is

increasing on (1 + 1/N,+∞) and 1 + 1/N ≤ a

b
≤ a′. Hence,

P(A) ≤
(

e · a
a− 2b

)
exp

(
1− a

b
+ ln a

)N
.

�

Remark 5.4. We have actually proved the stronger estimate (13) under the weaker assumption
EA(||Z||2/N) ≥ (1 + 1/N)||B||.

Proposition 5.5. Say X = (X1, . . . , XN ) ∼ NCN (0, B). Then, for all x ∈ R+ and all I ⊂ {1, . . . , N},

P
(
|Xi|2 < x2V (Xi) iff i ∈ I

)
≤
(
||C||||C−1||

)N
µ(x)#I (1− µ(x))N−#I ,

where C =

(
Cov(Xi, Xj)√
V (Xi)V (Xj)

)
1≤i,j≤N

and µ(x) = 1− e−x2/||C||.

Proof: We observe that

P
(
|Xi|2 < x2V (Xi) iff i ∈ I

)
= P

(
|Xi|√
V (Xi)

< x iff i ∈ I

)

=

∫
∏
i∈I D(0,x)×

∏
i/∈I D(0,x)c

e−〈a,C
−1a〉

πN detC
da1 . . . daN ,

where D(0, x) denotes the disk of radius x, centered at the origin of C.

Moreover, by Lemma 2.1, detA ≥ ||A−1||−N and for all a ∈ CN , 〈a,C−1a〉 ≥ ||a||
2

||C||
, so that

P
(
|Xi|2 < x2V (Xi) iff i ∈ I

)
≤ ||C−1||N

∫
∏
i∈I D(0,x)×

∏
i/∈I D(0,x)c

e−||a||
2/||C||

πN
da1 . . . daN

≤
(
||C||||C−1||

)N
µ(x)#I (1− µ(x))N−#I

with µ(x) = µ

(
D

(
0,

x√
||C||

))
= 1− e−x2/||C|| since µ ∼ NC(0, 1). �

We are now ready to prove the main result of this subsection. Let us denote by B(Rn) the
σ-algebra of Lebesgue measurable sets of RN .
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Theorem 5.6. Let cN ≥ 1, α > 0 and X = (X1, . . . , XN ) ∼ NCN (0, B), Y = (Y1, . . . , YN ) ∈ RN
be two independent random vectors such that for every event A ∈ Y−1(B(RN )), there exists Z =
(Z1, . . . , ZN ) ∼ NCN (0, BA) satisfying

• ∀i ∈ {1, . . . , N}, E(|Yi|2) ≥ α2E(|Zi|2) and EA(|Yi|2) ≤ EA(|Zi|2),
• ∀I ⊂ {1, . . . , N}, ||CI ||||C−1I || ≤ cN , with

CI =

(
Cov(Zi, Zj)√
V (Zi)V (Zj)

)
i,j∈Ic

.

Then, for all x ∈ R+ and all y ≥
√

2cN/α,

1 − P
(
∃i ∈ {1, . . . , N}||Xi|2 ≥ x2V (Xi) and|Yi|2 ≤ y2E(|Yi|2)

)
≤

(
eα2y2

α2y2 − 2cN

)(
b

(
µ(x) + (1− µ(x)) exp

(
1− α2y2

cN
+ 2 ln(αy)

)))N
,

where b = ||C||||C−1|| with C =

(
Cov(Xi, Xj)√
V (Xi)V (Xj)

)
1≤i,j≤N

and µ(x) = 1− e−x2/||C||.

Proof: We proceed as in the second proof of Proposition 5.1 to deduce that

1 − P
(
∃i ∈ {1, . . . , N}||Xi|2 ≥ x2V (Xi) and |Yi|2 ≤ y2E(|Yi|2)

)
=

∑
I⊂{1,...,N}

P
(
|Xi|2 < x2V (Xi) iff i ∈ I

)
P
(
∀i /∈ I, |Yi|2 > y2E(|Yi|2)

)
sinceX ⊥ Y

= bN
∑

I⊂{1,...,N}

µ(x)#I(1− µ(x))N−#IP(∀i /∈ I, |Yi|2 > y2E(|Yi|2)) by Proposition 5.5.

For every I ⊂ {1, . . . , N}, let us denote by AI the event {∀i /∈ I, |Yi|2 > y2E(|Yi|2)}. By hypothesis,
there exists a complex centered Gaussian random vector ZI = (Z1, . . . , ZN ) such that E(|Yi|2) ≥
α2E(|Zi|2) and EAI (|Yi|2) ≤ EAI (|Zi|2) for all i ∈ {1, . . . , N}. Thus, for all i /∈ I, EAI (|Yi|2) >
y2E(|Yi|2) ≥ α2y2E(|Zi|2) and therefore EAI (|Zi|2) > α2y2E(|Zi|2) = α2y2V (Zi). We set

Z̃I =

 Zj1√
V (Zj1)

, . . . ,
ZjN−#I√
V (ZjN−#I

)

 ,

where {j1, . . . , jN−#I} = Ic, and deduce by summation that EAI

(
||Z̃I ||2

N −#I

)
> α2y2. As soon as

Ic 6= ∅, Proposition 5.3 can be applied to Z̃I since by hypothesis α2y2 ≥ 2||CI ||||C−1I || := 2cI . It
provides

P(AI) ≤
(

eα2y2

α2y2 − 2cI

)
exp

(
1− α2y2

cI
+ 2 ln(αy)

)N−#I
,

the function t ∈ R×+ 7→ t − cI ln(t) ∈ R being increasing on (cI ,+∞). The latter estimate remains

valid when Ic = ∅, since
eα2y2

α2y2 − 2cI
≥ 1.
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Finally, setting c = sup
I⊂{1,...,N}

||CI ||||C−1I ||, we obtain

1− P
(
∃i ∈ {1, . . . , N}||Xi|2 ≥ x2V (Xi) and|Yi|2 ≤ y2E(|Yi|2)

)
≤

(
eα2y2

α2y2 − 2c

)
bN

N∑
k=0

(
N

k

)
µ(x)k

(
(1− µ(x)) exp

(
1− α2y2

c
+ 2 ln(αy)

))N−k
≤

(
eα2y2

α2y2 − 2c

)(
b

(
µ(x) + (1− µ(x)) exp

(
1− α2y2

c
+ 2 ln(αy)

)))N
.

Hence the result. �

Corollary 5.7. Under the hypotheses of Theorem 5.6 and provided that cN ≤ 2e/5, for all x ∈ R+,

P
(
∃i ∈ {1, . . . , N}||Xi|2 ≥ x2V (Xi) and|Yi|2 ≤ e

E(|Yi|2)
α2

)
≥ 1−5e

(
b
(
µ(x) + (1− µ(x))e−1/2

))N
.

Proof: We apply Theorem 5.6 with y2 =
5cN
2α2

, and deduce that for all x ∈ R+,

P
(
∃i ∈ {1, . . . , N}, |Xi|2 ≥ x2V (Xi) and|Yi|2 ≤ e

E(|Yi|2)
α2

)
≥ P

(
∃i ∈ {1, . . . , N}, |Xi|2 ≥ x2V (Xi) and|Yi|2 ≤

5cN
2

E(|Yi|2)
α2

)
≥ 1− 5e

(
b

(
µ(x) + (1− µ(x)) exp

(
−3

2
+ ln

(
5cN

2

))))N
≥ 1− 5e

(
b
(
µ(x) + (1− µ(x))e−1/2

))N
.

�

5.2. Proof of Theorem 1.2. Let d > 0 and (B1, ∂
−B1, ∂

+B1), . . . , (BN , ∂
−BN , ∂

+BN ) ⊂ CP2 be
degree d marked Fubini-Study charts of capacity κ centered at z1, . . . , zN ∈ CP2. By Definition 4.3,
there exist ϕ1, . . . , ϕN ∈ PU3(C) such that for every i ∈ {1, . . . , N}, ϕi(Bd(κ)) = Bi, ϕi(∂±Bd(κ)) =
∂±Bi and ϕi(0) = zi. We set Pi = Pd ◦ ϕ−1i ∈ H0(CP2, Ld), where Pd(Z,X, Y ) =

√
dNdY Z

d−1

has been introduced in subsection 4.2, H = Span(P1, . . . , PN ) and H⊥ its orthogonal comple-

ment in H0(CP2, Ld). Let C = (〈Pi, Pj〉)1≤i,j≤N and δ = min
i 6=j

dFS(zi, zj) ≥
√

20 ln(d)

d
by hypoth-

esis. By Lemma 2.2 and Proposition 4.7, c := ||C − I|| ≤ N ||C − I||∞ ≤ NdNd

(
1 + cos(δ)

2

)d−1
and ||C−1|| ≤ 1

1− c
. We know by Lemmas 2.11 and 2.13 that N ≤ V ol(CP2)

V ol(BFS(0, δ/2))
=

1

sin4(δ/2)
,

so that N = O

(
d2

ln(d)2

)
,(

1 + cos(δ)

2

)d−1
= exp

(
(d− 1) ln

(
1 +

cos(δ)− 1

2

))
= O

(
1

d5

)
and c = o(1). We deduce in particular that P1, . . . , PN are linearly independent for d large enough.
For every P ∈ H0(CP2, Ld), we then denote by X1(P ), . . . , XN (P ) ∈ C the coefficients of πH(P )
in the basis {P1, . . . , PN} of H and for every i ∈ {1, . . . , N}, we set Yi(P ) = ||P ||BFS(zi,ρd), Yi,H =
Yi ◦ πH and Yi,H⊥ = Yi ◦ πH⊥ , see subsection 4.4.
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We apply Corollary 5.7 to X = (X1, . . . , XN ) and YH⊥ = (Y1,H⊥ , . . . , YN,H⊥). The hypotheses of
Theorem 5.6 are satisfied since X is a centered complex Gaussian random variable independent of
YH⊥ and every event A in Y−1

H⊥
(B(RN )) is invariant under sH⊥ , so that by Lemma 4.15, for every

i ∈ {1, . . . , N}, there exists zi,A ∈ BFS(zi, ρd) such that EA(Y 2
i,H⊥

) ≤ EA(||Z̃i||2FS) with Z̃i : P ∈

H0(CP2, Ld) 7→ P (zi,A) ∈ Ld|zi,A . We set, for every P ∈ H0(CP2, Ld), Z̃i(P ) = Zi(P )
(e∗)d(zi,A)

||(e∗)d(zi,A)||FS
,

where e∗ is the section of L defined by Z, so that Zi is a complex centered random variable which
satisfies V (Zi) = E(||Z̃i||2FS) = B(zi,A, zi,A) = Nd by Lemmas 2.17 and 2.20. Moreover, for every
i ∈ {1, . . . , N},

E(Y 2
i,H⊥) = Nd − E(Y 2

i,H) ≥ Nd − ||C−1||
N∑
j=1

||Pj ||2BFS(zi,ρd)

by Lemmas 4.13 and 4.14, whereas by Corollary 4.8, ||Pi||2BFS(zi,ρd) ≤
1

sin4(ρd)
and for every j 6= i,

||Pj ||2BFS(zi,ρd) ≤ dNd (cos(δ − ρd))2(d−1). We observe that

(cos(δ − ρd))2(d−1) = exp (2(d− 1) ln(cos(δ − ρd))) = O
(
exp(−d(δ − ρd)2)

)
= O

(
exp(4

√
20 ln(d))

d20

)
and deduce that

lim inf
d→+∞

1

Nd
E(Y 2

i,H⊥) ≥ 1− 1

limd→+∞
(
Nd sin4(ρd)

) =
7

8
,

see Remark 4.4. In particular, for d large enough, E(Y 2
i,H⊥

) ≥ α2E(||Zi||2FS), with α2 = 3/4. Let

cN = maxI⊂{1,...,N} ||CI ||||C−1I ||, with

CI =

(
Cov(Zi, Zj)√
V (Zi)V (Zj)

)
i,j∈I

=

(
B(zi,A, zj,A)

Nd

)
i,j∈I

by Lemma 2.20, so that

cN ≤ max
I⊂{1,...,N}

(
1 + ||CI − Id||
1− ||CI − Id||

)
by Lemma 2.2

≤ max
I⊂{1,...,N}

(
1 +N ||CI − Id||∞
1−N ||CI − Id||∞

)
by Lemma 2.2

≤ 1 +N cosd(δ − 2ρd)

1−N cosd(δ − 2ρd)
by Lemma 2.19.

Since

cosd(δ − 2ρd) = exp (d ln(cos(δ − 2ρd))) = O

(
exp

(
−d

2
(δ − 2ρd)

2

))
= O

(
exp(4

√
20 ln(d))

d10

)
,

we deduce that cN −−−−→
d→+∞

1.

In particular, cN ≤
2e

5
for d large enough and Corollary 5.7 implies that for every x ∈ R+,

(14)

P
(
∃i ∈ {1, . . . , N}||Xi|2 ≥ x2V (Xi) andY 2

i,H⊥ ≤
eNd

α2

)
≥ 1− 5e

(
b
(
µ(x) + (1− µ(x))e−1/2

))N
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with µ(x) = 1− e−x2/||C̃||, C̃ =

(
Cov(Xi, Xj)√
V (Xi)V (Xj)

)
1≤i,j≤N

and b = ||C̃||||C̃−1||, using that E(Y 2
i,H⊥

) ≤

E(Y 2
i ) = Nd by Lemma 4.13 .

All the quantities ||C̃||, b and (V (Xi))1≤i≤N can be estimated by using Lemmas 2.2 and 2.9.
Indeed, let V = Diag1≤i≤N (V (Xi)) be the diagonal matrix which coincides with the diagonal part
of (Cov(Xi, Xj))1≤i,j≤N = C−1 by Lemma 2.9. Then,

(1)
1

||V −1||
= min

1≤i≤N
V (Xi) ≥ 1− ||V − I|| = 1− ||V − I||∞ (V is diagonal)

≥ 1− ||C−1 − I|| (Lemma 2.2)

≥ 1− ||C − I||
1− ||C − I||

=
1− 2c

1− c
(Lemma 2.2).

(2)

||V || ≤ 1 + ||V − I|| ≤ 1 +
c

1− c
=

1

1− c
by (1).

(3)

b = ||
√
V
−1
C−1
√
V
−1
||||(
√
V
−1
C−1
√
V
−1

)−1|| ≤ ||V ||||V −1||||C||||C−1||

≤ 1 + c

(1− c)(1− 2c)
by (1), (2) and Lemma 2.2.

(4) By (2) and Lemma 2.2,

1− c
1 + c

≤ 1

||C||||V ||
≤ ||C

−1||
||V ||

≤ ||C̃|| ≤ ||C−1||||V −1|| ≤ 1

1− 2c
·

Now, by Corollary 4.12, if |Xi(P )|2 > c1(d)

κ2Nd
||πH⊥(P ) +

∑
j 6=i

Xj(P )Pj ||2BFS(zi,ρd) for some i ∈

{1, . . . , N}, then (Bi, ∂
−Bi, ∂

+Bi) is a submanifold chart for VP . By the triangle inequality,

||πH⊥(P ) +
∑
j 6=i

Xj(P )Pj ||BFS(zi,ρd) ≤ Yi,H⊥(P ) +

∑
j 6=i
|Xj(P )|

max
j 6=i
||Pj ||BFS(zi,ρd)

and by Cauchy-Schwarz inequality,∑
j 6=i
|Xj(P )|

2

≤ N ||X(P )||2 = N〈πH(P ),X?X(P )〉 ≤ N ||X?X||||πH(P )||2,

while ||X?X|| = ||XX?|| = ||Cov(Xi, Xj)|| = ||C−1|| ≤
1

1− c
by Lemmas 2.2 and 2.9.

Under the condition ||πH(P )||2 ≤ eNd(1− c)
α2N maxj 6=i ||Pj ||2BFS(zi,ρd)

= R2
d(N), so that d16 = o(R2

d(N)),

we get

||πH⊥(P ) +
∑
j 6=i

Xj(P )Pj || ≤ Yi,H⊥(P ) +

√
N

1− c
max
j 6=i
||Pj ||BFS(zi,ρd)Rd(N)

≤ Yi,H⊥(P ) +

√
eNd

α
·
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Choosing x =
2

ακ

√
e · c1(d)

min1≤i≤N V (Xi)
in (14), we thus deduce from Corollary 4.12 that

P
(
∃i ∈ {1, . . . , N} such that (Bi, ∂

−Bi, ∂
+Bi) is a submanifold chart forVP

)
≥ 1− 5e

(
b
(
µ(x) + (1− µ(x))e−1/2

))N
− P (||πH(P )|| ≥ Rd(N))

≥ 1− 5e

(
(1 + c)

(1− c)(1− 2c)

(
1− exp

(
−4e

c1(d)

α2κ2

(
1 + c

1− 2c

))
(1− e−1/2)

))N
− Rd(N)2N

NN
exp(−Rd(N)2 +N)

by (1), (3) and Lemma 2.10, since Rd(N) >
√
N for d large enough. Continuing the chain of

inequalities, the quantity above dominates 1− 5eγN1 − γN2 = 1− γN1

(
5e+

(
γ2
γ1

)N)
with

γ1 =
1 + c

(1− c)(1− 2c)

(
1− exp

(
−4e

c1(d)

α2κ2

(
1 + c

1− 2c

))
(1− e−1/2)

)
and

γ2 = exp

(
1− Rd(N)2

N
+ 2 ln(Rd(N))− lnN

)
.

Now, γ2 converges to 0 as d grows to +∞, uniformly in N , and γ1 converges to 1− exp(−27 · 33 ·
e7/3/(α2κ2))(1 − e−1/2) by Corollary 4.10, so that for instance there exists d0 > 0 which does not
depend on N such that for every d ≥ d0,

P
(
∃i ∈ {1, . . . , N} such that (Bi, ∂

−Bi, ∂
+Bi) is a submanifold chart forVP

)
≥ 1− 14γ(κ)N

with γ(κ) = 1− exp(−21133/κ2)(1− e−1/2). Hence the result. �

5.3. The lower estimate. We are now ready to prove Theorem 1.3 and the lower estimate of
Theorem 1.1.
Proof of Theorem 1.3: Let κ ∈ (0, 1) and d0 ∈ N× be given by Theorem 1.2 for this choice of κ. Let

d ≥ d0, 1 > δ ≥ 3

√
5 ln(d)

d
and (x, y) ∈ (R×+)2 be such that δ ≤ x ≤ 1 and δ ≤ y ≤ 1. By Lemma

2.15, there exists z1, . . . , zN ∈ T(x,y) such that for all i 6= j ∈ {1, . . . , N}, ||zi − zj || ≥ 3

√
20 ln(d)

d
with

N ≥

⌊
2δ
√
d

3
√

5 ln(d)

⌋2
.

By Lemma 2.14, it implies that for all i 6= j, dFS(zi, zj) ≥
√

20 ln(d)

d
. In particular, the Fubini-

Study balls (BFS(zi, ρd))1≤i≤N are pairwise disjoint, since ρd = arctan(2/
√
d) ≤ 2/

√
d. Let ∆ =

{(z, z)|z ∈ C} be the graph of the complex conjugation in C2, it is a Lagrangian plane which
contains the origin. For every i ∈ {1, . . . , N}, let Ψi ∈ PU3(C) be such that Ψi(0) = zi and
d|0Ψi(∆) = TziT(x,y). We observe that Ψ−1(BFS(zi, ρd)) = BFS(0, ρd) and since ρd � min(x, y),
Ψ−1i (T(x,y)) is a smooth perturbation of ∆ in the neighborhood of this ball, that is

Ψ−1i (T(x,y)) =
{

(z, z + o(1/
√
d)||z| ≤ 2/

√
d
}
.

The latter does not depend on i ∈ {1, . . . , N} provided (Ψi)1≤i≤N is chosen such that for all i 6=
j, Ψi ◦ Ψ−1j is a toric isometry, preserving T(x,y). The chart Bd = D(0, 1/

√
6d)2 is contained in
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BFS(0, ρd) by Lemma 4.5 and contains Bd(κ). Moreover, ∆ ∩ ∂Bd is a trivial knot which has
linking number ±1 with the graph of any map ∂D(0, 1/

√
6d) → D̊(0, 1/

√
6d). We deduce that

when d is large enough Ψ−1i (T(x,y)) ∩ ∂Bd has linking number ±1 with the graph of any map
∂D(0, 1/

√
6d) → D(0, κ/

√
6d), for the latter is homotopic to the graph of a constant map, the

former homotopic to ∆ ∩ ∂Bd and such homotopies can be chosen to keep the two knots disjoint.
Now, for every i ∈ {1, . . . , N}, let (Bi, ∂

−Bi, ∂
+Bi) = Ψi(Bd, ∂−Bd, ∂+Bd). By Theorem 1.2, the

probability that there exists i ∈ {1, . . . , N} such that (VP ∩ Bi) is the image under Ψi of the graph
of a map D(0, 1/

√
6d) → D(0, κ/

√
6d) is greater than 1 − 14γ(κ)N . We deduce that VP and T(x,y)

intersect each other in such a chart Bi, since the linking number of T(x,y) ∩ ∂Bi with VP ∩ ∂Bi is
±1. Hence the result. �

Remark 5.8. In Theorem 1.3, the torus T(x,y) could be replaced by any compact surface Sd of
CP2 with principal curvatures neglectable with respect to

√
d, so that one can pick disjoint marked

degree d FS-charts with centers in Sd making them submanifold charts for Sd.

Corollary 5.9.
lim

d→+∞
inf

(t1,t2)∈R2
−,−

1
2
ln(d)+ln(ln(d))≤ti

(p(t)) = 1.

Recall that p(t) = P(t ∈ A(P )), see subsection 3.1.

Proof: We apply Theorem 1.3 with κ =
1

2
and δ =

ln(d)√
d

for d large enough, so that ln(d) = O(N)

and N converges to +∞ as d grows to +∞. This holds for every (x, y) ∈ (R×+)2 such that δ ≤

x ≤ 1 and δ ≤ y ≤ 1, that is −1

2
ln(d) + ln(ln(d)) ≤ t1 ≤ 0 and −1

2
ln(d) + ln(ln(d)) ≤ t2 ≤ 0,

with (t1, t2) = Log(x, y). The result follows from the fact that γ (1/2)N −−−−→
d→+∞

0, while p ≤ 1 by

definition. �
Let Ψ : [z0 : z1 : z2] ∈ CP2 7→ [z2 : z0 : z1] ∈ CP2, so that in the affine chart U0 = {[z0 : z1 : z2] ∈

CP2|z0 = 1}, it reads (z1, z2) ∈ C× C× 7→
(

1

z2
,
z1
z2

)
∈ C2. This toric isometry induces under the

Log map the special linear isomorphism ψ : (t1, t2) ∈ R2 7→ (−t2, t1 − t2) ∈ R2 whose square equals
ψ2 : (t1, t2) ∈ R2 7→ (t2 − t1,−t1) ∈ R2, so that Log◦Ψ = ψ◦Log. LetHd be the union of the images

of the square domain Kd = {(t1, t2) ∈ R2| − 1

2
ln(d) + ln(ln(d)) ≤ ti ≤ 0}, under the action of the

group 〈ψ〉 = {Id, ψ, ψ2}, see Figure 1. The function p is invariant under ψ since for every t ∈ R2,

p ◦ ψ(t) = P(ψ(t) ∈ A(P )) = P(t ∈ A(P ◦Ψ)) = P(t ∈ A(Q)) = p(t).

We deduce from Corollary 5.9 that it simply converges to 1 over R2 as d grows to +∞, or also that
it converges to 1 in the sense of distributions.

Corollary 5.10. The expected amoeba measure Ed(λ) converges to the Lebesgue measure of R2 as d
grows to +∞, in the sense of distributions.

See subsection 3.1 for the definition of Ed(λ).
Proof: Let ϕ be a continuous function with compact support in R2. The latter gets contained in Hd
for d large enough, so that by Corollary 5.9 and Proposition 3.2,

〈Ed(λ), ϕ〉 =

∫
R2

ϕ(t)p(t)|dt| −−−−→
d→+∞

∫
R2

ϕ(t)|dt|.

�
We finally deduce the asymptotic lower estimate given in Theorem 1.1.
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−1
2 ln(d) + ln(ln(d))

−1
2 ln(d) + ln(ln(d))

Kd

ψ(Kd)

ψ2(Kd)

FIGURE 1. The domain Hd in R2.

Proof of the lower estimate of Theorem 1.1: For every d large enough,
1

ln(d)2
Ed(V ol(A)) =

1

ln(d)2

∫
R2

〈Ed(λ), 1〉

=
1

ln(d)2

∫
R2

p(t)|dt| by Proposition 3.2

≥ 1

ln(d)2

∫
Hd
p(t)|dt| see Figure 1

≥ 3

ln(d)2

∫∫
[− 1

2
ln(d)+ln(ln(d)),0]2

p(t)|dt|, sinceψ ∈ SL2(R).

The result follows, since the right hand side converges to
3

4
by Corollary 5.9. �

APPENDIX A. CROFTON’S FORMULA

Let S be a smooth surface in CP2. The zero locus VQ of a section Q ∈ H0(CP2, Ld) almost surely
intersects S transversely. We denote by δVQ∩S the empirical measure on this intersection locus, so
that for every ϕ ∈ C0

c (S,C), 〈δVQ∩S , ϕ〉 =
∑

x∈VQ∩S ϕ(x). We then denote by Ed(δVQ∩S) the average
measure, so that

〈Ed(δVQ∩S), ϕ〉 =

∫
H0(CP2,Ld)

 ∑
x∈VQ∩S

ϕ(x)

 dµ(Q),

and finally we denote by |dV olS | the Lebesgue measure on S induced by the Fubini-Study metric
of CP2 restricted to S.

Theorem A.1. Say S is a smooth Lagrangian surface of CP2. Then, for all d > 0, Ed(δVQ∩S) =
d

2π
|dV olS |.

In particular, if S has finite volume, the expected number of intersections of VQ and S is given
by

Ed(#(VQ ∩ S)) =
d

2π
Area(S).
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Proof: Let H denote the correspondence subvariety H = {(x,Q) ∈ S × H0(CP2, Ld)|Q(x) = 0},
and π1, π2 the projections from H to the two factors S and H0(CP2, Ld) respectively. The former is
the restriction to S of the fibration of hyperplanes in H0(CP2, Ld) over CP2 with fibers Hx = {Q ∈
H0(CP2, Ld)|Q(x) = 0}, x ∈ CP2. Then, for every ϕ ∈ C0

c (S,C),

〈Ed(δ(VQ ∩ S)), ϕ〉 =

∫
H0(CP2,Ld)

 ∑
x∈(VQ∩S)

ϕ(x)

 dµ(Q)

=

∫
H

(π∗1ϕ)π∗2µ =
1

πNd

∫
H
e−||Q||

2
FS (π∗1ϕ)π∗2|dV ol(Q)|.

Writing π∗2|dV ol(Q)| = (π∗1|dV olS(x)|)∧|dV olHx(Q)|f(x,Q) for a suitable density function f : H →
R×+, we deduce from Fubini’s theorem that

(15) 〈Ed(δ(VQ ∩ S)), ϕ〉 =
1

π

∫
S
ϕ(x)

(∫
Hx
f(x,Q)dµ(Q)

)
|dV olS(x)|.

Let us now calculate the density f(x,Q). We denote by σx a Bergman polynomial of norm 1
orthogonal to Hx, so that H0(CPn, Ld) = Hx ⊕⊥ Cσx and dV ol = dV ol|Hx ∧ dV olC. Say γ : t ∈
D(0, 1) 7→ (x(t), Q(t)) ∈ H is such that γ(0) = (x,Q) and d|(x,Q)π2(γ

′(0)) ∈ Cσx, where D(0, 1) is
the unit disk in C. For every t ∈ D(0, 1) we have Q(t)(x(t)) = 0, so that, by taking derivatives, we
deduce

x′(0) = −(dQ|TxS)−1
∂Q

∂t
|t=0(x).

As a result, the restriction of d|(x,Q)π1 to H⊥x can be written as t ∈ C 7→ −(d|xQ|TxS)−1(tσx(x)) and
π∗1|dV olS | = |dV olS(dπ1, dπ1)| = |Jac(dπ1|H⊥x )||dV olH⊥x |, showing that

(16) f(x,Q) =
1

|det(dQ|TxS)−1σx(x)|
·

We now proceed to evaluate this density function in the case of an isotropically embedded surface.
Let H2x = {Q ∈ H0(CP2, Ld)|Q(x) = 0 = d|xQ} and H⊥2x be the orthogonal complement of H2x in
Hx.

Lemma A.2. The evaluationQ ∈ H⊥2x 7→ d|xQ ∈ T ∗xCP2 dilates the norm by a factor of

√(
d+ 2

d− 1, 1, 0

)
.

Proof: It suffices to prove the result for x = [1 : 0 : 0] since the isometry group of CP2 acts transi-
tively on CP2. The dimension of H⊥2x is two, since d|xQ = 0 imposes two independent conditions,
and we choose the basis {X1, X2} for H⊥2x given by subsection 2.4, so that

||Xi||2FS =

(
d+ 2

d− 1, 1, 0

)−1
by Lemma 2.16. The result follows. �

Let us now set HS2x = {Q ∈ H0(CPn, Ld)|Q(x) = 0 and d|xQ|TxS = 0} and write Hx = HS2x ⊕⊥
(HS2x)⊥. The following corollary calculates

∫
Hx f(x,Q)dµ(Q) in the case of a Lagrangian surface S

and finishes the proof of Crofton’s formula.

Corollary A.3. Let S be a Lagrangian surface of CP2. Then, for every x ∈ S,
∫
Hx f(x,Q)dµ(Q) = d/2.

Proof: Since S is isotropic, the condition d|xQ|TxS = 0 is a complex codimension two condition on
the set of complex polynomials. Let {σ1, σ2} be an orthonormal basis of (HS2x)⊥. If Q = Q2 + aσ1 +
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bσ2 with Q2 ∈ HS2x and a = a1 + ia2, b = b1 + ib2 ∈ C, we obtain from equation (16) and Lemmas
2.17 and A.2

f(x,Q) =
1

Nd

(
d+ 2

d− 1, 1, 0

) ∣∣∣∣a1 b1
a2 b2

∣∣∣∣ = d|Im(ab)|.

Consequently,∫
Hx
f(x,Q)dµ(Q) = d

∫
C2

|Im(ab)|dµ(a, b)

=
d

π2

∫ 2π

0

∫ 2π

0

∫ +∞

0

∫ +∞

0
e−r

2
1−r22r21r

2
2| sin(θ2 − θ1)|dr1dr2dθ1dθ2

=
d

4

(
1√
π

∫ +∞

−∞
r2e−r

2
dr

)2
1

π

∫ 2π

0

∫ 2π

0
| sin θ|dθ1dθ (substitute θ = θ2 − θ1)

=
d

4
(− cos θ|π0 )

=
d

2
·

�
Last part of the proof of Crofton’s formula: From Corollary A.3 and equation (15) we deduce that

Ed(#(VQ ∩ S)) =
1

π

∫
S

(∫
Hx
f(x,Q)dµ(Q)

)
|dV olS(x)| = 1

π

∫
S

d

2
|dV olS(x)| = d

2π
Area(S).

�

Remark A.4. (1) If S is a complex curve instead of a Lagrangian surface, then Ed(δVQ∩S) =
d

π
|dV olS |,

as follows from Bézout’s Theorem, since the density function
∫
Hx f(x,Q)dµ(Q) is then also con-

stant. In general, the latter depends on x ∈ S.
(2) Such a Crofton’s formula has already been used by M. Kac or A. Edelman and E. Kostlan to

compute the expected number of real roots of a univariate real polynomial [11, 3].

APPENDIX B. UPPER ESTIMATES IN ALL DEGREES

Corollary 3.10 provides the asymptotic upper bound on Ed(V ol(A)) as d→ +∞. The aim of this
Appendix B is to prove the upper estimate given by Theorem 1.1 for every degree, see Theorem
B.5. For this purpose, we return to subsection 3.2.

Proposition B.1. Let d ≥ 2 and let 0 < ρ0 <
√

2 < ρ1 be the two positive solutions of the equation
ρ2

(1 + ρ2)3/2
=

2

πd
. Then,

Ed(V ol(A)) ≤ 2 ln(d) ln (ρ1/ρ0)− ln(ρ1)
2 − 2 ln(ρ0)

2 + (2 ln(π) + π) ln (ρ1/ρ0)

+ 3 ln(1 + ρ20) ln(ρ0) +
π2d

2

(
1− (1 + ρ20)

−1/2 + (1 + ρ21)
−1/2

)
.

Proof: We first employ Corollary 3.3 to get, for every d > 0,

Ed(V ol(A)) ≤
∫
R2

min (1, da(t)/(4π)) |dt| =
∫
(R×+)2

min (1, dA(x, y)/(4π))
dxdy

xy
·

We then proceed as in the proof of Theorem 3.9 and split the latter integral into three regions that
we estimate separately.
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(i) If 0 ≤ ρ ≤ ρ0 or ρ1 ≤ ρ, then min (1, dA(x, y)/(4π)) = dA(x, y)/(4π) and we saw in the proof
of Theorem 3.9 that∫∫

{ρ≤ρ0}∪{ρ≥ρ2}

d

4π
A(x, y)

dxdy

xy
=
π2d

2

(
1− (1 + ρ20)

−1/2 + (1 + ρ21)
−1/2

)
.

(ii) If ρ0 ≤ ρ ≤ ρ1 and either 0 ≤ θ ≤ θρ or π/2− θρ ≤ θ ≤ π/2, then min (1, dA(x, y)/(4π)) = dA(x, y)/(4π).
Let us call this region U temporarily. We have, as in the proof of Theorem 3.9,∫∫

U

d

4π
A(x, y)

dxdy

xy
= 4

∫ ρ1

ρ0

θρ
ρ sin(2θρ)

dρ

≤ π ln (ρ1/ρ0) using the inequality
2θρ

sin(2θρ)
≤ π

2
.

(iii) If ρ0 ≤ ρ ≤ ρ1 and θρ ≤ θ ≤ π/2− θρ, then min (1, dA(x, y)/(4π)) = 1 and as in the proof of
Theorem 3.9,∫ ρ1

ρ0

∫ π/2−θρ

θρ

dxdy

xy
= 2 ln

(
dπ

2

)
ln

(
ρ1
ρ0

)
+ 2(ln(ρ1)

2 − ln(ρ0)
2)− 3

∫ ρ1

ρ0

ln(1 + ρ2)
dρ

ρ

+2

∫ ρ1

ρ0

ln(1 + cos(2θρ))
dρ

ρ

≤ 2 ln(dπ) ln (ρ1/ρ0) + 2(ln(ρ1)
2 − ln(ρ0)

2)− 3

∫ ρ1

ρ0

ln(1 + ρ2)dρ/ρ since cos(2θρ) ≤ 1

≤ 2 ln(dπ) ln (ρ1/ρ0) + 2 ln(ρ1)
2 − 2 ln(ρ0)

2 − 3

∫ 1

ρ0

ln(1 + ρ2)dρ/ρ− 3

∫ ρ1

1
ln(1 + ρ2)dρ/ρ

≤ 2 ln(dπ) ln (ρ1/ρ0) + 2 ln(ρ1)
2 − 2 ln(ρ0)

2 + 3 ln(1 + ρ20) ln(ρ0)− 3 ln(ρ1)
2

≤ 2 ln(dπ) ln (ρ1/ρ0)− ln(ρ1)
2 − 2 ln(ρ0)

2 + 3 ln(1 + ρ20) ln(ρ0).

Adding up the contributions from (i), (ii) and (iii) gives us the result. �
We now estimate ρ0 and ρ1 in the following two lemmas.

Lemma B.2. For all d ≥ 2,

2

πd− 3
≤ ρ20 ≤

4

(πd− 3) +
√

(πd− 3)2 − 6
and ρ1 ≤

πd

2

(
1− 6

(πd)2 − 6

)
.

Proof: From the relation ρ20 = (2/(πd))(1 + ρ20)
3/2 defining ρ0, we first deduce that ρ20 ≥ 2/πd. This

in turn implies that

ρ20 ≥
2

πd

(
1 +

2

πd

)3/2

≥ 2

πd

(
1 +

3

πd

)
,

since (1 + t)3/2 ≥ 1 + 3t/2 for all t ≥ 0. Iterating, we obtain

ρ20 ≥ 2

πd

(
1 +

2

πd

(
1 +

3

πd

))3/2

≥ 2

πd

(
1 +

3

πd

(
1 +

3

πd

))
, so that

ρ20 ≥ 2

πd

(
1 +

2

πd

(
1 +

3

πd
+

(
3

πd

)2
))3/2

≥ 2

πd

(
1 +

3

πd
+

(
3

πd

)2

+

(
3

πd

)3
)
,
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so that by recursion

ρ20 ≥
2

πd

+∞∑
k=0

(
3

πd

)k
=

2

πd

(
1

1− 3/(πd)

)
=

2

πd− 3
·

Likewise, by definition, ρ21 = (2/(πd))(1 + ρ21)
3/2, so that ρ−11 = (2/(πd))

(
1 + ρ−21

)3/2
. This implies

1

ρ1
=

2

πd

(
1 +

(
2

πd

)2(
1 +

1

ρ21

)3
)3/2

=
2

πd

1 +

(
2

πd

)2
1 +

(
2

πd

)2
(

1 +

(
2

πd

)2(
1 +

1

ρ21

)3
)3
33/2

≥ 2

πd

(
1 +

(
2

πd

)2
(

1 + 3

(
2

πd

)2
(

1 + 3

(
2

πd

)2(
1 +

1

ρ21

)3
)))3/2

≥ 2

πd

1 +
3

2

(
2

πd

)2 ∞∑
k=0

(
3

(
2

πd

)2
)k by iteration.

We deduce
1

ρ1
≥ 1

πd

(
2 + 3

(
2

πd

)2( 1

1− 3 (2/(πd))2

))
≥ 2

πd

(
(πd)2 − 6

(πd)2 − 12

)
and the upper bound on ρ1.

In order to obtain the upper bound on ρ20, use the relation ρ20 =
2

πd
(1 + ρ20)

3/2 together with the

inequality (1 + t)3/2 ≤ 1 + 3t/2 + 3t2/8 valid for t ≥ 0, to deduce

ρ20 ≤
2

πd

(
1 +

3

2
ρ20 +

3

8
ρ40

)
,

that is

1 +
3− πd

2
ρ20 +

3

8
ρ40 ≥ 0.

The discriminant of the quadratic polynomial obtained by substituting u = ρ20 above equals ∆ =

(
πd− 3

2

)2

− 3

2
,

which is positive for d ≥ 2. Since ρ20 ≤ 2, it must be less than or equal to the smaller root of the
quadratic, hence

ρ20 ≤
4

3

(
πd− 3

2
−
√

∆

)
=

4

(πd− 3) +
√

(πd− 3)2 − 6
·

�
An alternative to Lemma B.2 is the following.

Lemma B.3. If d ≥ 2, 0 ≤ β ≤ ρ20 ≤ γ and 2 ≤ α ≤ ρ21, then

2(3 +
√

9 + (1 + β3)((πd)2 − 12))

(πd)2 − 12
≤ ρ20 ≤

2(3 +
√

9 + (1 + γ3)((πd)2 − 12))

(πd)2 − 12
and

1

2

(
(πd/2)2 − 3 +

√(
(πd/2)2 − 3

)2
− 12− 4/α

)
≤ ρ21 ≤

1

2

(
(πd/2)2 − 3 +

√(
(πd/2)2 − 3

)2
− 12

)
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Proof: Given 0 ≤ β ≤ ρ20 ≤ γ and using the relation ρ40 = (2/(πd))2 (1 + ρ20)
3, we deduce(

2

πd

)2

(1 + β3 + 3ρ20 + 3ρ40) ≤ ρ40 ≤
(

2

πd

)2

(1 + γ3 + 3ρ20 + 3ρ40),

that is
(
(πd/2)2 − 3

)
ρ40 − 3ρ20 − (1 + β3) ≥ 0 and ((πd/2)2 − 3)ρ40 − 3ρ20 − (1 + γ3) ≤ 0. The dis-

criminants of these two trinomials in ρ20 respectively are ∆β = 9 + (1 + β3)((πd)2 − 12) and
∆γ = 9 + (1 + γ3)((πd)2 − 12). We deduce that ρ20 has to be greater than the positive root of the
trinomial on the left and less than the positive root of the trinomial on the right. This means that

2(3 +
√

∆β)

(πd)2 − 12
≤ ρ20 ≤

2(3 +
√

∆γ)

(πd)2 − 12
,

which proves the first part of the statement. Likewise,

ρ41 = (2/(πd))2 (1 + 3ρ21 + 3ρ41 + ρ61) ≥ (2/(πd))2 (3ρ21 + 3ρ41 + ρ61),

so that
ρ41 +

(
3− (πd/2)2

)
ρ21 + 3 ≤ 0.

The discriminant of the trinomial X2 +
(
3− (πd/2)2

)
X + 3 equals ∆′ =

(
(πd/2)2 − 3

)2 − 12 and

its roots are y± =
1

2

(
(πd/2)2 − 3±

√
∆′
)

. We deduce that

ρ21 ≤ y+ =
1

2

(
(πd/2)2 − 3 +

√(
(πd/2)2 − 3

)2
− 12

)
.

Finally, if α ≥ 2 is a less than ρ21, then 1 ≤ ρ21/α and

ρ41 = (2/(πd))2 (1 + 3ρ21 + 3ρ41 + ρ61) ≤ (2/(πd))2
(
(3 + 1/α) ρ21 + 3ρ41 + ρ61

)
,

so that
ρ41 +

(
3− (πd/2)2

)
ρ21 + (3 + 1/α) ≥ 0.

The discriminant of the trinomialX2 +
(
3− (πd/2)2

)
X + (3 + 1/α) is ∆′′ =

(
(πd/2)2 − 3

)2 − 12− 4/α

and its roots are z± =
1

2

(
(πd/2)2 − 3±

√
∆′′
)
. We deduce that for every 2 ≤ α ≤ ρ21,

ρ21 ≥
1

2

(
(πd/2)2 − 3 +

√(
(πd/2)2 − 3

)2
− 12− 4/α

)
.

�
Starting from β0 = 0, γ0 = α0 = 2, one can now use Lemma B.3 iteratively to improve the lower

and upper bounds at each step. For small values of d, we obtain after few iterations the following
numerical estimates:

d = 2 0.714 ≤ ρ20 ≤ 0.715 and 6.374 ≤ ρ21 ≤ 6.401

d = 3 0.322 ≤ ρ20 ≤ 0.323 and 19.046 ≤ ρ21 ≤ 19.050

d = 4 0.212 ≤ ρ20 ≤ 0.213 and 36.395 ≤ ρ21 ≤ 36.396

d = 5 0.158 ≤ ρ20 ≤ 0.159 and 58.633 ≤ ρ21 ≤ 58.634

d = 6 0.1269 ≤ ρ20 ≤ 0.1270 and 85.7913 ≤ ρ21 ≤ 85.7915

We deduce from Proposition B.1 the upper bound E5(V ol(A)) ≤ 24.298 for the expected area
of the amoebas of plane complex curves in degree five, while the upper estimate given by half the
expected multiarea of the amoeba is π2d/2 = 24.675, see Corollary 3.3 and Remark 3.4. In degrees
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less than five, the latter provides better estimates. As for degrees greater than five, the above values
lead to E6(V ol(A)) ≤ 26.813 and in general,

Corollary B.4. For every d ≥ 6,

2/(πd) ≤ ρ20 ≤ 2/(πd) · 1.2138 and (πd/2)2 · 0.9658 ≤ ρ21 ≤ (πd/2)2 .

Proof: For all d ≥ 2, by Lemma B.2, ρ20 ≥
2

πd− 3
≥ 2

πd
and by Lemma B.3 with γ = 0.1270 for d = 6

ρ20 ≤ 2

πd

(
3/(πd) +

√
9/(πd)2 + (1 + γ3)

1− 12/(πd)2

)

≤ 2

πd
· 1.2138

Likewise, by Lemma B.2, ρ21 ≤ (πd/2)2 and by Lemma B.3 with α = 85.7913 for d = 6,

ρ21 ≥ 1

2

(
πd

2

)2
(

1− 3

(πd/2)2
+

√(
1− 3

(πd/2)2

)2

− 12 + 4/α

(πd/2)4

)

≥
(
πd

2

)2

· 0.9658

�

Theorem B.5. For all d ≥ 6, Ed(V ol(A)) ≤ 3

2
ln(d)2 + 8.3752 ln(d) + 8.5607.

Proof: By Corollary B.4, ln (ρ1/ρ0) ≤
3

2
ln (πd/2). Using this estimate together with the other esti-

mates in Corollary B.4, we deduce from Proposition B.1 that

Ed(V ol(A)) ≤ 3 ln(d) ln (πd/2)−
(

1

2
ln
(

(πd/2)2 · 0.9658
))2

− 2

(
1

2
ln

(
2

πd
· 1.2138

))2

+
3

2
(2 ln(π) + π) ln (πd/2) +

π2d

2

(
1− (1 + 2/(πd) · 1.2138)−1/2 + (1 + (πd/2)2 · 0.9658)−1/2

)
≤ 3 ln(d)2 + 3 ln (π/2) ln(d)−

(
ln(d) + ln (π/2) +

1

2
ln(0.9658)

)2

−1

2
(ln(d) + ln (π/2)− ln(1.2138))2 + 8.1466 (ln (π/2) + ln(d)) +

π2d

2

(
1−

(
1− 1.2138

πd

)
+

2.0352

πd

)
≤ 3

2
ln(d)2 + (ln(1.2138)− ln(0.9658) + 8.1466) ln(d)−

(
ln(π/2) +

1

2
ln(0.9658)

)2

−1

2
(ln (π/2)− ln(1.2138))2 + 8.1466 ln (π/2) + 1.6245π

≤ 3

2
ln(d)2 + 8.3752 ln(d) + 8.5607.

�

Remark B.6. For d = 6, Theorem B.5 provides the upper bound E6(V ol(A)) ≤ 28.3827, while
π2d/2 = 29.6089. The upper estimate given by Theorem 1.1 follows from Theorem B.5 and the
above given values for d ≤ 5.
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JEAN MONNET, 69622 VILLEURBANNE, FRANCE

Email address: welschinger@math.univ-lyon1.fr


	1. Introduction
	2. Preliminaries
	2.1. Hermitian matrices
	2.2. Conditional expectation
	2.3. Gaussian complex vectors
	2.4. Fubini-Study metric
	2.5. Bergman kernel

	3. Amoeba measures and upper bounds
	3.1. Amoeba measures
	3.2. Level set of the area functional and asymptotic upper estimates

	4. Fubini-Study Charts of Plane Curves
	4.1. Fubini-Study Charts
	4.2. Linear Polynomials
	4.3. An Effective Criterion
	4.4. The Ball-Average Norm

	5. Asymptotic lower estimate
	5.1. The probabilistic tool
	5.2. Proof of Theorem 1.2 
	5.3. The lower estimate

	Appendix A. Crofton's formula
	Appendix B. Upper estimates in all degrees
	References

