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#### Abstract

This paper examines recent research in the field of public transportation, specifically focusing on the development of learning algorithms for predicting the behavior of trains and buses. However, it underscores the overlooked significance of having a clear and structured representation of data entities. To address this oversight, a relational model is proposed that captures the essential data fields specific to the subway system to enhance the learning process. The model undergoes validation through collaboration with a metro control center and domain experts. Furthermore, the study integrates this relational model into a hybrid approach that combines online and offline machine learning techniques. This approach effectively forecasts delays and passenger flow, thereby enabling informed decision-making and optimizing rail operations through a decision support system. The paper concludes by emphasizing the pivotal role of the proposed model in facilitating the selection of relevant variables for each learning problem.
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## 1. Introduction

Train regulation plays a pivotal role in ensuring the efficiency and safety of public transportation systems. By managing train frequency and speed, it minimizes waiting times for passengers and optimizes resource utilization. Controlling train speeds also reduces the risk of accidents and collisions, enhancing overall safety. Moreover, these regulations are instrumental in improving passenger flow management at various stations, preventing overcrowding, and minimizing delays. Railway control systems, consisting of sophisticated hardware and software applications, monitor train positions and movements in real-time to ensure network safety. These systems facilitate the exchange of diverse data formats, including audio, video, scheduling mode, and sensor data like speed, location, and track occupancy. Each train is assigned a unique number corresponding to a pre-programmed movement line within specific zones, monitored by dedicated control center operators. In case of unforeseen events, such as delays or disruptions, operators promptly devise strategies to manage affected rail lines and alleviate congestion, working in coordination with the respective rail control centers. This seamless integration of regulations and monitoring systems ensures effective train regulation and smooth railway operations for a reliable and passenger-friendly transportation experience.

[^0]Integration of machine learning in train regulation for subway line is an important technological advancement that can provide numerous benefits. By using machine learning algorithms, it is possible to predict passenger wait times based on various factors such as time of day, day of the week, weather conditions, and more. This prediction allows for the real-time regulation of train frequency and speed to minimize passenger wait times and improve the efficiency of the public transportation system [1]. Machine learning can also help avoid overcrowding and delays by adjusting train frequency and speed based on live data such as passenger demand and traffic conditions and improve the efficiency, safety, and reliability of the public transportation system [2]. This can allow passengers to travel faster, easier, and more comfortably while reducing the costs and environmental impacts associated with public transportation systems. Indeed, most of the existing works on ML for subway systems are purely theoretical and have not yet been tested in real-world conditions. Researchers tend to focus on mathematical modeling of the system, which can be useful for predicting theoretical performance and outcomes. However, these works often do not consider the many practical aspects that can influence system efficiency and reliability. For instance, the quality of the data and the selection of variables are of paramount importance. Noisy, incomplete, or incorrect data can lead to unreliable results. Additionally, a judicious selection of features can enhance the efficiency and reliability of the model by eliminating redundant or uninformative characteristics. On the other hand, the choice of algorithms and their parameters is crucial. Furthermore, a significant aspect in our work is reinforcing the prediction model with real-time mathematical calculations to validate the predictions at time $t$.

Railway data learning and modeling are constantly evolving fields that have practical applications in rail traffic management, predictive infrastructure maintenance, passenger safety [3], [4]. Numerous studies have been conducted in the literature to improve railway systems performance and efficiency by exploiting data generated by various equipment such as sensors, signaling systems [5],[6]. Machine learning techniques, especially neural networks, are widely used to model and predict railway outputs (delay, passenger,). Linear models have been mostly superseded by complex models [7], [8], including deep neural networks to predict train arrival delay using extreme learning machine( ELM) with nine characteristics plus the particle swarm optimization (PSO) algorithm to optimize the hyperparameter of the ELM, that have greater accuracy and performance, and have the ability to extract valuable insights from unprocessed and unstructured data using gradient boosting (XGBoost) prediction model that captures the relation between the train arrival delays and various railway system characteristics. In conjunction with the notable progress of artificial intelligence, the real-time analysis of passenger data continues to represent a rapidly expanding area of research that cannot be overlooked [9]. The latest technological advances allow large volumes of data to be processed and analyzed in real time, enabling operators to make knowledgeable rapid decisions enabling a more efficient rail traffic and enhanced passenger safety [10]. To summarize, the current state of rail data learning and modeling involves the increased utilization of machine learning techniques, integration of multimodal techniques using three different methods to define inputs including normalized real number, binary coding, and binary set encoding inputs [11] and real-time data analysis. These advances have significant implications for optimizing rail system management and enhancing passenger safety. Using learning algorithms to predict delays and passenger flow is an essential component of a decision support system that assists center operators in making optimal decisions regarding time and resources.

In this paper, the objective is to integrate machine learning techniques into the management of subway traffic control, with the potential to improve system efficiency and safety while reducing wait times and delays. It is crucial to collaborate closely with domain experts to successfully implement machine learning techniques into metro traffic control management. This will enable us to gain a deeper understanding of the unique challenges and opportunities of this system and develop practical and reliable solutions that can be effectively applied in the real world. The proposed approach marks the first stage of our work and serves as a crucial step in constructing a dependable machine learning system for managing railway traffic. It guarantees the availability of precise and comprehensive data to the system, which is essential for precise predictions and informed decision-making. Before implementing algorithms, the first step is to define the system's characteristics. By creating a relational model, we can identify all the elements and their interconnections. This helps us understand which elements are necessary for accurate predictions of delays and passenger flow. We can explicitly comprehend the relationships and correlations between various variables. This understanding is important for the development of efficient machine learning models enabling accurate forecast of future events [12].


Figure 1. Diagram illustrating the methodology.
The paper manuscript is organized as follows. Section "Methodology" outlines our approach undertaken to achieve the modeling objective. It starts with a comprehension of the nature of raw data provided by the control centers and progresses towards identifying the useful data for machine learning. Section "Relational model creation" presents our proposed relational model represented with à class diagram. Section "Case study"
presents the application of the relational model to a use case of raw data from a control center. Section "Conclusion" summarizes the potential for future work that can be done using the modeled data approach to predict passenger flows based on delays.

## 2. Methodology

In this section, we present the hybrid approach of our work aimed at developing a decision support system for rail operators. The objective of this system is to help operators make quick and efficient decisions to manage a smoother rail traffic. The decision support system is the final step of our methodology, which is based on machine learning steps to predict delays and passenger flows, and then integrate them into the system. " Global methodology" section presents a figure that describes all the steps needed to achieve this hybrid approach. The next section, "Working method" focuses on the first step of the global methodology, which is the mean of our paper to create a relational model to bring together all the metropolitan data.

### 2.1. Global methodology

The methodology shown in Figure 1 presents a hybrid approach to machine learning based on a combination of offline and online mode learning. The article proposes the integration of this approach into the automatic learning algorithms used for subway line operations to predict the passenger flow and delay. The hybrid approach combines the strengths of both offline and online learning modes to achieve optimal performance in training machine learning models. This approach is applicable in various domains, including weather forecasting using NWP numerical weather prediction and observation in real time to correct the predictions [13].

In the railway control center, two distinct learning modes, offline and online, are employed to enhance the efficiency of the transportation system. The offline learning mode processes historical and real-time data from a comprehensive railway database to predict delays and passenger flow on platforms. Historical data aids in evaluating past system performance and identifying areas for improvement, while real-time data ensures the continuous monitoring and improvement of predictions. The online mode, on the other hand, verifies the reliability of offline predictions by comparing delays and intervals at a specific time with past data. This decision support system proposes suitable solutions to operators based on predictions of delays and passenger flows, taking into account factors such as current traffic conditions, system failures, and weather conditions, aiming to optimize operations and reduce the need for unnecessary delay regulations when platforms are empty.

Here is an example of general traffic regulation scenarios that could be taken into consideration in the system: during peak hours, there is a significant increase in passenger flow, and delays are anticipated. In this case, our decision support system suggests implementing traffic regulation measures to manage the increased demand. For instance, the system proposes adjusting train frequencies, optimizing timetables, or even adding extra trains to accommodate the higher number of passengers efficiently. It is important to note that the decision support system offers easy-to-understand solutions to operators. that could be taken into consideration in our system. The system considers the relationship between passenger flows and delays in order to propose appropriate solutions.

In this paper, we focus on the first phase of the hybrid approach presented in Figure1,
which is "relational model creation". It enables the creation of an accurate and comprehensive representation of the entire railway system, including equipment, infrastructure, vehicles, and operational processes. Understanding the nature of the data is a crucial step in modeling it effectively. Without a clear understanding of the data, it is difficult to select the appropriate data and algorithms for each classification problem.

### 2.2. Working method



Figure 2. Schematic diagram demonstrating the process of data modeling.

Figure 2 illustrates the three steps of our working method that were employed to establish a relational model. The first phase is "Documentation» analysis, which involved analyzing similar articles to identify the inputs used in their algorithms to describe the data related to subway system constraints. The state of the art refers to the current state of knowledge, research, and practices in a particular field or area of study. The analysis of the state of the art can aid in simplifying complex datasets, making them more suitable for analysis. By dividing the dataset into subsets, researchers can uncover patterns and relationships that may not be immediately observable when considering the data.

Phase 2, based on discussions with control center operators, can provides valuable feedback on the relational models and their practical. Discussion with rail control center operators allows the model to be validated on real-world examples with people who are very familiar with the domain. After several discussions with the operators, we were able to extract more information than is possible with people who do not know the system. The better understanding of the data and its context made the modeling phase richer, but the validation with a control center will make the resulting models more easily applicable in real metro scenarios, as we seek to integrate a decision support system in such centers.

Phase 3 represents the recursive process of comprehending our data and defining a relational diagram as an output in the yellow rectangle (Figure 2) to facilitate the understanding of our data, as explained in the previous section.

The relational modeling of metro railway data involves organizing data related to a metro railway system into a set of tables, where each table represents a specific aspect of the system. The tables are then linked together through common data elements to establish relationships between them. For example, one table may contain data about the stations in the system, such as their names and locations, while another table may contain
data about the trains that run on the system, such as their schedules and capacities. By linking these tables through a common data element such as a station ID, it becomes possible to answer questions such as which trains are scheduled to stop at a particular station at a given time.

The next section describes the relational model used to link the data into an explanatory schema to facilitate data analysis.

## 3. Relational model creation

A class diagram is a static structure diagram in UML that is commonly used to represent object-oriented software systems. By combining the elements of class diagram, we can provide a comprehensive representation of the system's structure and behavior, making them useful for modeling and designing software systems [14]. By modeling the data, the first step is to identify the key concepts in the system and representing them as classes. Each class has a name, and it may also have attributes (data) and interface defines a set of methods that a class must implement. These components were used to define the structure and behavior of the system being modeled. In our case, we create a model for a subway system that includes several classes based on the different phases presented in Figure 2. Each class has properties described by attributes such as station ID, train ID, real and planned departure times.

In this section, we introduce a relational model of class diagram to present the variables and their relationships in an easily readable format. Building upon the phases depicted in Figure 2, we start with the section "phase 1: Documentation" which provides an initial representation of a basic class diagram. Then, in the section "Phase 2: Visits to the control center", we present a more comprehensive class diagram that has been modified with the experts of the center. Finally, in section "Phase 3: Relational model", we present the final representation of the class diagram, applicable to all the steps described in our hybrid approach presented in Figure 2.

### 3.1. Phase 1: Documentation

In the documentation, we have constructed the initial part of our class diagram that encompasses a set of data related to railway traffic. Phase 1 of the working method, presented in Figure 2, describes the work carried out during the state-of-the-art process to create a first-class diagram that describes the data we have successfully extracted based on existing articles on topics similar to our railway traffic subject, as well as internal documents from Egis that describe the structure of a railway line (subways, trams).The existing documents consist of articles on machine learning for predicting delays, incidents, and the relationships between delays and various characteristics of the railway system (such as scheduled arrival time at the station, influence of infrastructure defined by expert opinions, percentage of distance covered, actual distance traveled, travel time, and track). They also address challenges and open research problems in railway traffic management. We have used the input data explained in the state-of-the-art articles presented in the "Introduction" section to describe an initial set of classes presented in Figure 3, such that each article provides us with a set of variables and their relationships [7], [8], [15]. For example, a station should be linked with a line, track, and train, and the RTT should have an association of membership with them, ensuring that we cannot have an RTT without first having Line, Track, Station, and Train. Furthermore, the classes

Weight, Ticketing, and Camera are based on internal documents from Egis Rail, with the same association of membership between them and the station and train.


Figure 3. Initial class diagram of railway traffic.

### 3.2. Phase 2: Visits to the control center

Phase 2 of Figure 2 involves observations in railway control centers and interviews with operators, who are experts in the railway domain. This practical approach offers several advantages, including a better understanding of the system, real-time data collection, interaction with experts, and model validation. By directly observing the operations of the railway control centers, we were able to verify, compare, and refine our initial class diagram in Figure 3 by aligning it with the actual processes and operations of the control centers. This led to Figure 4, which presents an improved class diagram that has been validated by metro control center experts. In this revised class diagram, we have introduced additional calculation classes, such as Interstation, Information, and Interval, along with additional methods for the existing classes. These additions allow us to gather supplementary relevant information, such as intervals between consecutive trains and delays at previous stations. Furthermore, we have included the Day class to account for the influence of different types of days on the system, including events, weather conditions, and the day of the week. Control center experts have emphasized that these variables are crucial as they can impact delays and affect passenger congestion on station platforms.

By directly observing control centers and conducting interviews with expert operators, we have enhanced our modeling of metro data by incorporating more precise elements and validating our approach with industry practitioners.


Figure 4. Refined and Validated Class Diagram by Metro Control Center Experts.

### 3.3. Phase 3: Relational model

Phase 3 of Figure 2 entails reformulating the class diagram to enhance its representation and separate the Operation and Passenger Flow subsystems. This reformulation serves as the basis for the subsequent phases of the hybrid approach presented in Figure 1, allowing the development of a decision support system. The utilization of this class model enables the determination of variable dependencies for addressing specific problems related to delays and passenger flows. By separating the classes into two packages Operation and Passenger Flow subsystems, the reformulated class diagram provides a clearer representation of the classes and their relationships within each subsystem. This diagram serves as a crucial foundation for the subsequent phases of the hybrid approach, enabling the development of a decision support system for various aspects of the railway system.

Utilizing this class model in the approach aids in selecting the variable dependencies for each specific problem, such as delays and passenger flows. By having a well-structured class model, it becomes easier to identify the relationships and interactions among different variables. This approach facilitates making informed decisions by leveraging the information contained within the class model.

The class diagram presented in Figure 5 illustrates all the classes and interfaces that make up the railway system of the subway line, which is divided into two separate packages - one for the "operating system" and the other for "passenger flow" This division aims to simplify the calculation of variables for each system separately, thereby enhancing the accuracy of the system. The "operating system" class is responsible for gathering all data related to traffic, such as Line, Station, Train, Track, Day, PTT, and RTT, which
are the raw data of the control center dataset. The Interval, Interstation, and Information classes are dedicated to calculating missing data in the raw dataset, such as delays, intervals, and previous trips, and their usefulness was validated during visits with operators of subway control centers, as explained in Figure 2.


Figure 5. Final class diagram of operational and passenger data.
On the other hand, the "passenger flow" classes contain information related to the number of people on the platforms and trains, using systematic cameras, counting, and the weight of the train. This will help to better understand the passenger flow and anticipate any potential problems that may arise in case of high traffic. All the classes are linked to each other either directly or indirectly. For example, the station is linked to the train, track, interval, PTT, RTT, the passenger flow, and so on for each class. This method of work will allow for better management of railway traffic by facilitating the analysis and processing of data related to the operating system and passenger flow. By using separate packages, we can better understand the different aspects of the railway system and improve the efficiency of train management. Each operation in this diagram defines a set of mathematical operations performed to calculate variables such as actual and previous delays, intervals between consecutive trains. These links and operations facilitate the reading and understanding of railway data, making it easy to define essential data for each learning process (such as predicting delays and passenger flows for our next research project) and visualizing the data to help operators make the right decision in the control center.

In the next section, we present an example of our use case projected onto the class diagram presented in Figure 5.

## 4. Case study

The use of real-world data in data modeling is crucial to ensure the relevance and reliability of the results obtained. In this section, the actual train operating data used in was obtained from a collaboration with a railway control center that manages $n$ stations and $m$ trains. The raw data includes PTT, RTT and train numbers, station names, platforms, and the number of passengers per train. The calculated data includes current and previous train delays, as well as planned and real intervals. Some primary sample data is presented in this paper vaguely due to the intellectual property clauses promulgated by EGIS Rail. It is not possible to provide precise information about their sources or the details of the data itself. Nonetheless, the results obtained using this real data allowed for more robust and reliable data modeling, which helped to strengthen the validity of the conclusions drawn from this study. By using real data, models can be more easily adapted to real-world situations, leading to a better understanding of the phenomena studied and more relevant recommendations for policymakers and practitioners.

In this section, we provide an example based on our use case of a railway control center using raw database data. The "Use Case" section presents the characteristics of the studied railway line. Subsequently, the "Object diagram" section illustrates the transition from class diagram to data representation, the "Data Representation" section showcases the projection of this raw data onto the class diagram presented in Figure 5.

### 4.1. Use case



Figure 6. Schematic diagram demonstrating a subway line.
Figure 6 presents a comprehensive overview of the primary information for a subway line. This information includes $n$ stations and $m$ trains, the possible causes of disruption to the planned schedule, the number of passengers on the trains and on the platforms, this information is accompanied by a color-coded system that indicates the level of occupancy on both the metro trains and platforms, where green represents low occupancy, orange represents medium occupancy, and red represents high occupancy. Additionally, the interval indicating the distance maintained between two consecutive metro trains. The process of data modeling plays a vital role in facilitating the manipulation of all data variables and providing a clear visualization of their uses. In a simple subway line, there are two types of data: operational data and passenger load data us presented in Figure 5. Operational data are linked to the identification of the railway line, stations, subway, planned and real timetables. Passenger load data involves collecting data on the number of passengers on trains and platforms, using the train weight system. Relational modeling
is a widely used technique in database design and is particularly well-suited to handling complex data sets with many interrelated pieces of information. By breaking down a large, complex data set into smaller, more manageable tables and establishing relationships between them, relational modeling allows for more efficient querying and analysis of the data.

### 4.2. Object diagram

We had constructed our relational model in Figure 5, we projected the data from the control center presented in Table 1 onto the model. This allowed us to establish connections between the data and calculate any missing information using the operations defined in our classes.


Figure 7. Object diagram representing the raw data.
The object diagram aims to connect the data presented in our "use case" to Tables 2,3 , and 4 . By using the projected data from Table 1 on our class diagram presented in Figure 5, we can represent the raw data in an organized manner. In line X , there are $n$ stations, each station having two tracks and $m$ trains operating during a specific day, with planned timetable PTT in collaboration with control center operators. After projecting this data onto our class diagram, we obtain empty classes that need to be filled with calculation classes and methods. For instance, for each consecutive pair of trains, there is a dataset called Interval that is used to calculate the current and previous intervals, both planned and actual. Additionally, for each triplet of stations, there is an Interstation class dedicated to defining the preceding and subsequent stations for each train. Finally, there is a set of data calculated through the train weight interface, used to display the number of passengers per train, which is linked to each station.

### 4.3. Data representation

The raw data presented in Table 1 might contain missing or incomplete information. For instance, the table include the weight of the train, but it may not provide any information
about the number of passengers in trains. Similarly, the table may include information about the planned and real departure times of trains, but it may not provide any information about delays or real intervals between trains. To address these issues, we used the relational model presented at the top of this section. This model enabled us to identify new attributes presented in Table 2,3,4 and define the relationships between different variables. For example, using the model, using the Eq. 2,3 , we were able to calculate the planned and real intervals between two consecutive trains as shown in Table 2 with an example of subway data to calculate these intervals between $m$ trains in Stations 3 , which was not provided in the raw data. We were also able to calculate train delays using the Eq. 1 by comparing the planned and real departure times of the trains shows in Table 3 with an example of subway data for Train number 2 in $n$ Stations. Additionally, we were able to calculate the number of passengers on trains and platforms with Eq.4, Due to the confidentiality of the control center, we cannot present the details of this equation.
Table 1. Example of raw data for n stations and $m$ trains obtained from the control center before using the relational model explained at the top of this section.

| Planned departure <br> time | Real departure <br> time | Track | Train | Station | Weight of the train(ton) |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $12: 05: 00$ | $12: 05: 56$ | 1 | 01 | Station $_{1}$ | 280 |
| $12: 08: 00$ | $12: 08: 52$ | 1 | 01 | Station $_{2}$ | 175 |
| $\ldots$ | $\ldots \ldots$ | .. | .. | $\ldots$ | .. |
| $14: 54: 00$ | $14: 59: 00$ | 1 | $m-1$ | Station $_{n-1}$ | 130 |
| $15: 00: 00$ | $15: 03: 33$ | 1 | $m$ | Station $_{n}$ | 100 |

Table 2. Example of subway data for Station $_{3}$ and $m$ trains after projecting the raw data presented in Table 1 onto the relational model described of this section.

| Planned <br> departure <br> time | Real <br> departure <br> time |  | Track | Train | Delay(s) | Planned <br> interval <br> $(\mathbf{s})$ | Real <br> interval <br> $(\mathbf{s})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $12: 14: 00$ | $12: 16: 12$ | 1 | 01 | 132 | 540 | Number of people in <br> platform |  |
| $12: 22: 00$ | $12: 24: 52$ | 1 | 02 | 172 | 480 | 520 | 7 |
| $\ldots$ | $\ldots \ldots$ | .. | .. | .. | .$\ddot{ }$ | $\ldots$ | . |
| $14: 04: 00$ | $14: 03: 19$ | 1 | $m$ | -41 | 240 | 252 | 20 |

Table 3. Example of subway data for Train number 2 in $n$ stations after projecting the raw data presented in Table 1 onto the relational model described of this section.

| Planned <br> departure <br> time | Real <br> departure <br> time | Track | Station | Delay (s) | Planned <br> interval (s) | Real <br> interval (s) | Number of <br> people in plat- <br> form |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $12: 22: 00$ | $12: 24: 52$ | 1 | Station $_{3}$ | 172 | 480 | 520 | 7 |
| $12: 22: 00$ | $12: 26: 15$ | 1 | Station $_{4}$ | 255 | 480 | 512 | 10 |
| $\ldots$ | $\ldots \ldots$ | .. | $\ldots$ | . | . | $\ldots$ | .. |
| $12: 43: 00$ | $12: 48: 37$ | 1 | Station $_{n}$ | 337 | 300 | 332 | 20 |

Table 4. Example of subway data for $n$ stations and $m$ trains after projecting the raw data presented in Table 1 onto the relational model described of this section.

| Planned <br> departure <br> time | Real <br> departure <br> time | Track | Train | Station | Delay <br> (s) | Planned <br> interval <br> (s) | Real <br> interval <br> (s) | Number of <br> people in <br> platform |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $12: 10: 00$ | $12: 10: 26$ | 1 | 01 | Station $_{3}$ | 26 | 0 | 0 | 10 |
| $12: 14: 00$ | $12: 14: 05$ | 1 | 02 | Station $_{1}$ | 5 | 540 | 489 | 35 |
| $\ldots$ | $\ldots \ldots$ | . | . | $\ldots$ |  |  |  |  |
| $14: 54: 00$ | $14: 59: 00$ | 1 | $m-1$ | Station $_{n-1}$ | 300 | 300 | 344 | 30 |
| $15: 00: 00$ | $15: 03: 33$ | 1 | $m$ | Station $_{n}$ | 153 | 300 | 186 | 20 |

We consider an interest train $t_{j}$ that has just arrived at station $s_{i}$, where $s_{i j} \in$ $\left\{s_{1 j}, s_{2 j}, \ldots, s_{n j}\right\}$. The problem is to calculate the departure delay and expected interval of $t_{j}$ at station $s_{i}$ such that $t_{j-1}$ is the preceding train. To calculate the delays and intervals using the methods defined in our class diagram, we rely on the projection of raw data presented in Table 1 onto the class diagram to obtain the calculable data presented in Table 4. The information of interest trains from station $s_{1 j}$ to station $s_{n j}$ includes operational information (Timetables) of the trains, calculated features defined as follows:

X1: Planned departure time in $P_{i j}$
X3: Track $(0,1)$

X2: Real departure time in $R_{i j}$
X4: Name of station $s_{i j}$

$$
\begin{equation*}
\text { X5: Delay }\left(s_{i j}\right)=R_{i j}-P_{i j} \text { in seconds } \tag{1}
\end{equation*}
$$

X6: Planned interval $\left(s_{i j}\right)=P_{i j}-P_{i(j-1)}$ in seconds
X7: Real interval $\left(s_{i j}\right)=R_{i j}-R_{i(j-1)}$ in seconds
X8: Number of people $\left(s_{i}\right)=$
The relational model proposed in this article provides a clearer understanding of the relationships within a railway line, as illustrated in our specific use case. It demonstrates the strength of our model by indirectly impacting working time. Instead of randomly selecting data for each learning problem, such as delays and passenger flow, we can directly identify the relevant connections and variables for targeted predictions. Additionally, the proposed methods in the diagram allow us to calculate missing variables, such as delays, intervals, and passenger flows, using the available raw data. This model serves as a foundation for the next phase, the hybrid approach, which combines machine learning with the steps outlined in Figure 1. The aim is to develop a decision support system that regulates delays based on passenger flow. By leveraging the relational model, we can optimize the prediction process and enhance the overall efficiency of the railway system.

## 5. Conclusion

Railway data modeling is a crucial step in developing machine learning algorithms to predict delays and passenger flows. The use of actual railroad operating data, as well as collaboration with railroad control centers, provides accurate and comprehensive data
for modeling. This process involves obtaining and analyzing critical information such as planned and actual departure dates, train numbers, station names, platforms, and passenger counts. With this data, the next step is to develop machine learning algorithms to predict delays and passenger flows, providing valuable insights for rail operators to make informed decisions.

As the field of machine learning continues to evolve, data modeling of rail systems becomes increasingly important in creating more efficient and reliable transportation systems. The utilization of our relational model in the hybrid approach has helped us select the variables relevant to each classification problem, such as delays and passenger flows. This enables us to preprocess the chosen data, structure it, and prepare it for each prediction algorithm. The prediction algorithms are chosen based on their suitability. In our case, we start by testing time series algorithms as there is a dependence between data points. We optimize their parameters to achieve high performance in predictions. We then compare these models with other machine learning models to select the most suitable algorithms for our situation. We subsequently generate real-time calculations to validate the predictions at time $t$ using calculations in previous stations.
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