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Abstract

In a recent paper, see reference [3] in the bibliography Section, the authors have proposed a
model for light-wave propagation in a fiber Fabry-Perot resonator containing a Kerr medium. They
provide a set of two coupled non-linear partial differential equations for the forward and backward
propagating electric field by exploiting connections between the physics in a medium with general
Kerr non-linearity and the physics of a two-level atomic medium. Exploiting such an analogy has
the advantage of the conciseness but it hides the underlying assumptions of the model. In this
document, we propound a detailed justification of the way the coupled equations that describe
light-wave propagation in a fiber Fabry-Perot resonator containing a Kerr medium can be deduced
from Maxwell’s equations. The main advantage of this presentation is to spotlight the various
assumptions that must be made to reach this two coupled equations. In a second part of the
document, following [3] again, we deduce from this set of two coupled equations an other non-linear
partial differential equation, referred to as the Lugiato-Lefever equation for Fabry-Perot resonators,
that allows to compute the forward and backward propagating electric field in the Kerr cavity by
solving a single equation for a scalar unknown function rather than a set of two coupled non-linear
equations.
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Figure 1: Top : A 7 cm long Fiber Fabry-Perot resonator. Mirrors are applied to the surface of
fiber optic ferrules, which serve as terminations for the cord. Bottom : Schematic representation of a
Fabry-Perot cavity. (Images courtesy of G. Bourcier and A. Fernandez, LAAS-CNRS.)

1 Introduction

Our concern in this work are fiber Fabry-Perot (FP) resonators that are optical devices formed by an
optical fiber bounded at each end by a multi-layer dielectric mirror, see Fig. 1. Their ease of design and
manipulation together with their compactness make them a very valuable alternative to whispering-
gallery mode resonators, fiber ring resonators or integrated ring-resonators of high non-linearity, as
source of Kerr frequency combs in all-fiber optical systems.

An approach for the theoretical understanding of Kerr comb generation process in whispering-
gallery mode resonators and integrated ring-resonators relies on a spatiotemporal partial differential
equation referred to as the Lugiato–Lefever equation (LLE), which is a nonlinear Schrödinger equation
with damping, detuning, and driving [9] that have been initially introduced in the late 80’s by Luigi
Lugiato and René Lefever as a model for spontaneous pattern formation in nonlinear optical systems.
More recently, this model has been extended to describe Kerr comb generation process in FP resonators
in [3] by using an analogy between Kerr effect in a fiber FP resonator and the physics of a two-level
atomic medium.

Exploiting such an analogy has the advantage of the conciseness but it hides the underlying as-
sumptions of the model for non-specialists of the topic. In this document we conduct a comprehensive
modeling of light-wave propagation in a fiber Fabry-Perot resonator containing a Kerr medium start-
ing from the general set of Maxwell’s equations and leading to the Lugiato–Lefever equation for a fiber
Fabry-Perot resonator.

We proceed in two steps. In Section 2, from Maxwell’s equations we show how to obtain a set of
two coupled non-linear partial differential equations for the forward and backward propagating electric
field in the fiber. Then in a second step detailed in Section 3 we show how the Lugiato–Lefever equation
can be deduced from this set of two partial differential equations. Throughout the document, we will
take care to highlight all the mathematical assumptions and transformations, and as far as possible
have related these assumptions to the physical setting of fiber Fabry-Perot resonators.

2 Wave propagation in a Fabry-Perot resonator

2.1 Maxwell’s equations in optics

Propagation of light into an optical fiber can be described by Maxwell’s equations [7, 13]:

curlE+
∂

∂t
B = 0 (1a)

curlH− ∂

∂t
D = j (1b)

divD = ρ (1c)

divB = 0 (1d)
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where E andH denote electric and magnetic field vectors, respectively, andD andB are corresponding
electric and magnetic flux densities. The current density vector j and the charge density ρ represent
the sources for the electromagnetic field. In the absence of free charges in a medium such as in optical
fibers, we have j = 0 and ρ = 0. The flux densities D and B arise in response to the electric and
magnetic fields E and H propagating inside the medium. In non-magnetic materials such as the ones
involved in an optical fiber, the flux densities D and B are related to the fields E and H through the
relations

D = ε0E+P (2)

B = µ0H (3)

where ε0 is the vacuum permittivity, µ0 is the vacuum permeability, and P is the induced electric
polarization. Considering the curl of equation (1a) and combining it with equation (1b), we obtain
after having taken into account relations (2) and (3) the following propagation equation for the electric
field E

curl curlE = − 1

c2
∂2

∂t2
E− µ0

∂2

∂t2
P (4)

where c is the speed of light in vacuum and the relation µ0ε0 = 1
c2

was used. To complete the
description, a constitutive relation between the induced polarization P and the electric field E is
needed. In many case in optics the electric polarization vector P can be assumed independent of the
electromagnetic field strength. However if the field strength is sufficiently strong as it is the case in
this study, the dependence of this quantity on E must be considered. It is convenient to decompose
the polarization P into a linear and a non-linear term as

P = PL +PNL (5)

where PL is the part of the electric polarization linear in the field amplitude and PNL is the non-linear
part of this polarization. The mathematical expressions for these two electric polarization components
will be discussed in the next section.

In the document, we adopt the following definition of the Fourier Transform of a function f ∈ L2(R):

∀ω ∈ R f̂(ω) =

∫ +∞

−∞
f(t) eiωt dt. (6)

This choice for the definition of the Fourier Transform is made in accordance with the complex rep-
resentation of harmonic fields (the so-called phasor notation) where we adopt the e−iωt convention,
see (15a) below. The inverse Fourier Transform is then

∀t ∈ R f(t) =
1

2π

∫ +∞

−∞
f̂(ω) e−iωt dω. (7)

Throughout the document we will use the integral notation for the Fourier Transform although
most often the Fourier Transform will have to be understood in the sense of distributions. The
Fourier Transform of a function f ∈ L2(R) will be denoted either f̂ or F(f). The properties of

the Fourier Transform that will be used in the document are the following: f̂ (k)(ω) = (−iω)k f̂(ω),
F(t 7→ f(t)e−iω0t)(ω) = f̂(ω − ω0) and F(f∗)(ω) = f̂∗(−ω) where ∗ refers to the complex conjugate.

2.2 Linear and non-linear polarization

The linear polarization governs linear-optical phenomena, i.e., it corresponds to the regime where the
optical properties of a medium are independent of the field intensity. The relation between PL and
the electric field E can be expressed as

PL(r, t) = ε0

∫ +∞

−∞
R̄(1)(t− t1)E(r, t1) dt1 (8)
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where the scalar valued function R̄(1) is the linear response function, which gives the contribution to the
polarization produced at time t by an electric field applied at the earlier time t1. The total polarization
is obtained by integrating these contributions over all previous times t1. In writing equation (8) as
shown, it is assumed that R(1) obeys the causality condition R(1)(t) = 0 for t < 0. This condition
expresses the fact that PL depends only on past and not on future values of E. Moreover, since
the polarization PL and the electric field E both are real-valued quantities, it is also required the
polarization response function R̄(1) to be a real-valued function.

Taking the Fourier transform of (8) considered as a convolution product, we find

P̂L(r, ω) = ε0 χ̄
(1)(ω) Ê(r, ω) (9)

where χ̄(1)(ω) =
∫ +∞
−∞ R̄(1)(τ) e−iωτ dτ . The scalar function χ̄(1) is the Fourier Transform of the linear

response function R̄(1) and it is known as the linear optical susceptibility first order tensor. The linear
optical susceptibility χ̄(1) represents the dominant contribution to the polarization vector P.

In general, the evaluation of PNL requires a quantum-mechanical approach since the origin of
non-linear response is related to an-harmonic motion of bound electrons under the influence of an
applied field. Although such an approach is often necessary when the optical frequency is near one
of the medium resonance frequency, a phenomenological relation can be used to relate P and E far
from medium resonances. This is the case for optical fibers in the wavelength range from 0.5 to 2
µm that is of interest here. Moreover, in the regime of “weak” fields, the non-linear part PNL of the
polarization can be represented as a truncated power-series expansion in the field E as [4, 12]:

PNL(r, t) = P(2)(r, t) +P(3)(r, t) + · · · (10)

where only the first two terms in the expansion are usually retained. These two terms can be expressed
in a general form as

P(2)(r, t) = ε0

∫ +∞

0

∫ +∞

0

¯̄R(2)(t− t1, t− t2) : E(r, t1)E(r, t2) dt1 dt2 (11)

and

P(3)(r, t) = ε0

∫ +∞

0

∫ +∞

0

∫ +∞

0

¯̄̄
R(3)(t− t1, t− t2, t− t3)

... E(r, t1)E(r, t2)

E(r, t3) dt1 dt2 dt3

(12)

where ¯̄R(2) and
¯̄̄
R(3) are the second- and third-order non-linear electric polarization response func-

tions. They are respectively second and third rank tensors. The causality condition requires that
¯̄R(2)(τ1, τ2) = 0 if either τ1 or τ2 is negative and that

¯̄̄
R(3)(τ1, τ2, τ3) = 0 if either τ1, τ2 or τ3 is nega-

tive. Moreover, since the polarization PNL and the electric field E both are real-valued quantities, we

also require the polarization response functions ¯̄R(2) and
¯̄̄
R(3) to be a real-valued function.

The second-order non-linear electric polarization response tensor ¯̄R(2) is responsible for such non-
linear effects as second-harmonic generation and sum-frequency generation. However, it is nonzero
only for media that lack an inversion symmetry at the molecular level. As SiO2 is a symmetric
molecule, ¯̄R(2) vanishes for silica glasses. As a result, optical fibers do not normally exhibit second-
order non-linear effects. More generally as a consequence of this inversion symmetry all the even-order
non-linear electric polarization response tensor vanish.

The lowest-order non-linear effects in optical fibers originate from the third order non-linear electric
polarization response ¯̄R(3), which is responsible for phenomena such as third harmonic generation, four-
wave mixing, optical Kerr effects, . . . , see [11, chap. 5]. The optical Kerr effect we are interested in
here is associated with the contributions to the third-order polarization P(3).

In [6, 12] expressions for the third order non-linear electric polarization are propound under the
assumption that the Born-Oppenheimer approximation is valid for the states of the material, i.e. that,
for the ”optical” frequencies of interest, the electrons adiabatically follow both the nuclear motions and
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the changing optical fields. Under this assumption, the third-order polarization P(3) can be expressed
as

P(3)(r, t) = ε0 ¯̄̄χ(3)... E(r, t)E(r, t)E(r, t)

+ ε0 E(r, t)

∫ +∞

−∞
a(t− t1)

(
E(r, t1) ·E(r, t1)

)
dt1

+ ε0

∫ +∞

−∞
b(t− t1)

(
E(r, t) ·E(r, t1)

)
E(r, t1) dt1

(13)

where ¯̄̄χ(3) denotes the third order optical susceptibility tensor and the two scalar functions a and b
are causal (a(t) = b(t) = 0 when t < 0). The two distinct physical contributions to P(3) taken into
account in (13) are the following.

• The ”electronic” contribution from the non-linear distortion of the electron orbits around the
average positions of the nuclei. This polarization responds rapidly to field changes, within a
few electronic cycles (≈ 10−16 s.). In isotropic materials it contributes a term to P(3) well

approximated by the instantaneous form ε0 ¯̄̄χ(3)
... E(r, t)E(r, t)E(r, t) for frequencies well below

the electronic band gap. That is to say, the nonlinear response is assumed to be instantaneous

so that the time dependence of
¯̄̄
R(3) is given by the product of three delta functions of the form

¯̄̄
R(3)(t− t1, t− t2, t− t3) = χ(3) δ(t− t1)δ(t− t2)δ(t− t3) where ¯̄̄χ(3) is a third order tensor time
independent.

• A second ”nuclear” contribution arises from change in the motions of the nuclei induced by an
electromagnetic filed. After the sudden impression of a field this contribution can be observed
only following a time lapse of the order of the time required for a nucleus to execute a vibrational
or rotational cycle (≈ 10−12 s.). In isotropic materials this contribution to P(3) corresponds to
the two integral terms in (13) for frequencies well below the electronic band gap. In particular,
contributions of this second kind can be associated with:

– molecular reorientation mechanisms (unlikely, however, to be of particular relevance in
solids);

– Raman type nonlinearities resulting from the modulation of the electronic polarizability by
the (Raman) vibrational modes driven by the incident field.

Let us neglect, as a first approximation, the non-instantaneous response of the medium represented
by the last two terms in (13) (they turn out to be important only for very short pulses). In this case,
relation (13) takes the simple form

P(3)(r, t) = ε0 χ
(3)... E(r, t)E(r, t)E(r, t) (14a)

that is to say, the components P
(3)
i , i = 1, 2, 3 are given by

P
(3)
i (r, t) = ε0

3∑
j=1

3∑
k=1

3∑
ℓ=1

χ
(3)
ijklEj(r, t)Ek(r, t)Eℓ(r, t). (14b)

2.3 Wave equation in the spectral domain

Optical waves in the visible and infrared spectral regions generally have a spectral width much narrower
than their carrier frequency ω0. Thus, we can write the electric field as

E(r, t) =
1

2

(
E(r, t) exp(−iω0t) + c.c.

)
= Re (E(r, t) exp(−iω0t)) (15a)

where the complex vector function E referred as the slowly time varying amplitude of the electric field
varies slowly in time compared to the period defined by ω0, that is to say∣∣∣∣ ∂2∂t2E(r, t)

∣∣∣∣≪ ω0

∣∣∣∣ ∂∂tE(r, t)

∣∣∣∣ and

∣∣∣∣ ∂∂tE(r, t)

∣∣∣∣≪ ω0 |E(r, t)| . (15b)
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In (15a), “c.c.” stands for “complex conjugate”. Similarly, without loss of generality we can assume
that

PL(r, t) =
1

2

(
PL(r, t) exp(−iω0t) + c.c.

)
(15c)

and

P(3)(r, t) =
1

2

(
P(3)(r, t) exp(−iω0t) + c.c.

)
(15d)

Remark 1. It has been shown, see [5] that the slowly varying approximation is actually redundant
and its (artificial) necessity arises because one has deduced from Maxwell’s equations, which are inher-
ently first-order, a second-order equation (the wave equation). Some authors thus use an alternative
approach, the coupled-mode theory, which deals directly with first-order equations without need for the
slowly varying approximation.

From the propagation equation (4), we have

curl curlE+
1

c2
∂2

∂t2
E = −µ0

∂2

∂t2
PL − µ0

∂2

∂t2
P(3). (16)

Using the representation (15a), we obtain

∂2

∂t2
E(r, t) =

1

2

(( ∂2
∂t2

E(r, t)− 2iω0
∂

∂t
E(r, t)− ω2

0 E(r, t)
)
e−iω0t + c.c.

)
(17)

with analogous expressions for PL and P(3). Therefore, we deduce from (16) the following wave
equation for E

curl curlE+
1

c2

(
∂2

∂t2
E− 2iω0

∂

∂t
E− ω2

0E

)
=

−µ0
( ∂2
∂t2

PL − 2iω0
∂

∂t
PL − ω2

0 PL +
∂2

∂t2
P(3) − 2iω0

∂

∂t
P(3) − ω2

0 P
(3)
)
.

(18)

Using the properties of the Fourier Transform (namely F
(
∂n

∂tnE
)
= (−iω)n Ê), we obtain

F
( ∂2
∂t2

E− 2iω0
∂

∂t
E− ω2

0 E
)
(r, δω) = −δω2Ê(r, δω)− 2ω0δω Ê(r, δω)− ω2

0 Ê(r, δω)

= −(ω0 + δω)2 Ê(r, δω),

with similar relations for PL and P(3). Thus, the wave equation (16) in the frequency domain reads

curl curl Ê(r, δω)− (ω0 + δω)2

c2
Ê(r, δω) = µ0(ω0 + δω)2 P̂L(r, δω) + µ0(ω0 + δω)2 P̂

(3)
(r, δω). (19)

From (8), we have PL(r, t) = ε0
(
R̄(1) ∗E

)
(r, t) where ∗ refers to the convolution product of functions.

From (15a) and (15c), we deduce that

PL(r, t) e
−iω0t = ε0

(
R̄(1) ∗ e−iω0tE

)
(r, t)

and then using the properties of the Fourier Transform, that

P̂L(r, ω − ω0) = ε0 χ̄
(1)(ω) Ê(r, ω − ω0). (20)

Thus, the wave equation (19) can also be written as

curl curl Ê(r, δω)− (ω0 + δω)2

c2

(
1 + χ̄(1)(ω0 + δω)

)
Ê(r, δω) = µ0(ω0 + δω)2 P̂

(3)
(r, δω) (21)

where we have used the relation ε0µ0 = 1/c2.
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We introduce the frequency-dependent relative electric permitivity as

ε(ω) = 1 + χ̄(1)(ω). (22)

As χ̄(1)(ω) is in general complex, so is ε(ω). Its real and imaginary parts are related to the so-called
refractive index n(ω) and absorption coefficient (also termed attenuation coefficient) α(ω) by [1]

n(ω) =
√

1 + Re(χ̄(1)(ω)) ≈ 1 +
1

2
Re(χ̄(1)(ω)) (23a)

α(ω) =
ω

n(ω)c
Im(χ̄(1)(ω)) (23b)

so that

ε(ω) = n2(ω) + i
n(ω)c

ω
α(ω) ≈

(
n(ω) + i

c

2ω
α(ω)

)2
. (24)

Finally, we conclude that the wave equation (16) in the frequency domain reads

curl curl Ê(r, δω)− (ω0 + δω)2

c2
ε(ω0 + δω) Ê(r, δω) = µ0(ω0 + δω)2P̂

(3)
(r, δω). (25)

Equation (25) can be re-written by using the calculus relation curl curl Ê = ∇(div Ê)−∆Ê. How-
ever, on the contrary to linear optics for isotropic source-free media where the first term is vanishing
because the divergence free electric flux density equation divD = 0 implies divE = 0, in nonlinear
optics it is generally not the case. The term ∇(divE) is non-vanishing even for isotropic materials,
as a consequence of the more general relation (2) between E and D. Fortunately, this term can often
be shown to be small, even when it does not vanish identically, see [2, p. 71]. Let us explain the
approximation. From Maxwell’s equation (1c), we have

0 = div(D) = ε0 div(E) + div(P) = ε0 div(E) + div(PL) + div(P(3)).

Since the linear polarization represents the dominant contribution to the polarization, we may consider
the approximation

ε0 div(E) + div(PL) ≈ 0

that is to say, in the frequency domain

ε0 div(Ê) + div(P̂L) ≈ 0.

As ε(ω) and χ̄(1)(ω) are often independent of the spatial coordinates in both the core and the cladding
of step-index fibers [1], using relation (20) the above approximation can be reformulated as

ε0 div(Ê(r, δω)) + div(P̂L(r, δω)) = ε0 (1 + χ̄(1)(ω0 + δω)) div(Ê(r, δω))

= ε0 ε(ω0 + δω) div(Ê(r, δω)) ≈ 0

so that div(Ê) ≈ 0.

Therefore, in the sequel we will use the following simplified form of the wave equation (25)

∆Ê(r, δω) +
(ω0 + δω)2

c2
ε(ω0 + δω) Ê(r, δω) = −µ0(ω0 + δω)2 P̂

(3)
(r, δω). (26)

2.4 A simplified framework

We now introduce some additional assumptions in the model.

In optical fibers, the longitudinal component Ez of the electric field E corresponding to the funda-
mental fiber mode HE11 is generally much smaller than the transverse one and the latter dominates
the non-linear effects. A major simplification consists in assuming that the polarization state of the
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incident light is preserved during its propagation inside an optical fiber and to fix things we assume
in the sequel that the electric field is polarized along the ex direction. Even if this is not really the
case in practice, this assumption is quite relevant when the fiber length is small as it is the case for
the Fabry-Perot resonator investigated in the Rollmops project.1

Thus, from now on, we assume the electric field polarized in the ex direction orthogonal to the
propagation direction ez defined by the fiber axis. Moreover, we neglect the variation of the slowly
varying electric field envelope E with respect to the transverse variables x and y. This approximation
is referred to as the paraxial approximation. Thus, we assume that the electric field has the following
expression deduced from the more general expression (15a)

E(r, t) =
1

2

(
E(z, t) exp(−iω0t) ex + c.c.

)
(27)

where the scalar function E is referred to as the slowly varying electric field envelope. We recall that
in (27), it is assumed that the envelope of the electric field wave varies slowly in time compared to a
period T = 2π

ω0
, see (15b).

From (14), we have

P(3)(z, t) · ex =
1

8
ε0 χ

(3)
1111

(
E(z, t) exp(−iω0t) + c.c.

)3
=

1

8
ε0 χ

(3)
1111

(
E3(z, t) exp(−3iω0t) + 3E2(z, t)E∗(z, t) exp(−iω0t)

)
+ c.c.

In this expression of the non-linear polarization, the quantity E3(z, t) exp(−3iω0t) is related to third
harmonic generation [11], a phenomenon not relevant in the context of this study whereas the quantity
E2(z, t)E∗(z, t) exp(−iω0t) models the Kerr effect [11]. Thus, neglecting third harmonic generation
and taking into account the Kerr effect only, we obtain

P
(3)
1 (z, t) = P(3)(z, t) · ex =

3

8
ε0 χ

(3)
1111 E

2(z, t)E∗(z, t) exp(−iω0t) + c.c. (28)

In accordance with (15d), we deduce that P(3)(z, t) = P (3)(z, t) ex where

P (3)(z, t) =
3

4
ε0 χ

(3)
1111 E

2(z, t)E∗(z, t) (29)

From (26), we deduce that the scalar slowly varying electric field envelope E is such that in the spectral
domain

∂2

∂z2
Ê(z, δω) +

(ω0 + δω)2

c2
ε(ω0 + δω) Ê(z, δω) = −µ0(ω0 + δω)2 P̂

(3)
(z, δω). (30)

We define k(ω)
def
= ω

c

√
ε(ω) and we consider the Taylor expansion of k(ω) around the frequency ω0:

k(ω) = k(ω0) + (ω − ω0)k
′(ω0) +

1
2(ω − ω0)

2k′′(ω0) +Oω0((ω − ω0)
3)

and
k(ω)2 = k(ω0)

2 + 2(ω − ω0)k(ω0)k1 + (ω − ω0)
2(k21 + k(ω0)k2) +Oω0((ω − ω0)

3)

where we have set k1 = k′(ω0) and k2 = k′′(ω0). Truncating the Taylor expansion to its first three
terms, we obtain from the propagation equation (30) that

∂2

∂z2
Ê(z, δω) +

(
k(ω0)

2 + 2k1k(ω0)δω + (k21 + k(ω0)k2)δω
2
)
Ê(z, δω) = −µ0ω2

0P̂
(3)

(z, δω) (31)

where we have made the approximation (ω0 + δω)2 ≈ ω2
0 in the RHS of equation (30), see remark 2

below.

1For an overview of the way of modeling light-wave propagation without such an assumption, we refer to [8, chap. 1].
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We have taken into account the constitutive relation (9) for the linear polarization in the spectral
domain. Now, in order to take into account the constitutive relation (14a) for the non-linear polariza-
tion, we must write (30) back into the temporal domain. To obtain the wave equation for A(z, t) in
the time domain, we multiply each side of (31) by 1

2π e−iδωt and integrate for δω along the real line.
By inverse Fourier Transform, we obtain

• 1

2π

∫ +∞

−∞

∂2

∂z2
Ê(z, δω) e−iδωt dδω =

∂2

∂z2
E(z, t)

• 1

2π

∫ +∞

−∞
δωℓ Ê(z, δω) e−iδωt dδω = iℓ

∂ℓ

∂tℓ
E(z, t)

• 1

2π

∫ +∞

−∞
P̂

(3)
(z, δω) e−iδωt dδω = P (3)(z, t)

It follows from (31) that E(z, t) is such that

∂2E

∂z2
(z, t) + k(ω0)

2E(z, t) + 2ik(ω0)k1
∂E

∂t
(z, t)− (k21 + k(ω0)k2)

∂2E

∂t2
(z, t) = −µ0ω2

0P
(3)(z, t) (32)

and taking into account relation (29), we obtain the following propagation equation for E(z, t)

∂2E

∂z2
(z, t) + k(ω0)

2E(z, t) + 2ik(ω0)k1
∂E

∂t
(z, t)− (k21 + k(ω0)k2)

∂2E

∂t2
(z, t)

= −3

4

ω2
0

c2
χ
(3)
1111 E

2(z, t)E∗(z, t) (33)

Remark 2. The expression in the RHS of equation (32) obtained by the approximation (ω0+δω)
2 ≈ ω2

0

we have made in the RHS of equation (30) to obtain (31). If we had skipped this approximation, the
RHS of equation (32) would be

−µ0
(
ω2
0P

(3)(z, t) + 2iω0
∂

∂t
P (3)(z, t)− ∂2

∂t2
P (3)(z, t)

)
with P (3) given by (29). Note that we have

∂

∂t
P (3)(z, t) =

3

4
ε0 χ

(3)
1111

(
2E(z, t)E∗(z, t)

∂

∂t
E(z, t) + E2(z, t)

∂

∂t
E∗(z, t)

)
so that ∣∣∣∣ ∂∂tP (3)(z, t)

∣∣∣∣ ≤ 9

4
ε0 χ

(3)
1111 |E(z, t)|2

∣∣∣ ∂
∂t
E(z, t)

∣∣∣.
Under the slowly time varying envelope approximation, see (15b), we have

∣∣ ∂
∂tE(z, t)

∣∣ ≪ ω0 |E(z, t)|
and therefore ∣∣∣∣ ∂∂tP (3)(z, t)

∣∣∣∣≪ 9

4
ε0 χ

(3)
1111ω0 |E(z, t)|3 = 3ω0|P (3)(z, t)|.

A similar relation can be obtained for the second order derivative
∣∣∣ ∂2

∂t2
P (3)(z, t)

∣∣∣. Thus, the approxi-

mation (ω0 + δω)2 ≈ ω2
0 we have made in the RHS of equation (30) to obtain (31) amounts to using

the slowly time varying envelope approximation and does not contitute an additional assumption.

From (24), we have

k(ω) =
ω

c

√
ε(ω) =

ω

c

(
n(ω) + i

c

2ω
α(ω)

)
. (34)

We assume that the attenuation coefficient α does not vary significantly with respect to the fre-
quency ω, that is to say in the sequel we make the approximation α(ω) ≈ α(ω0) for all ω ∈ R.
Moreover,

k(ω0) =
ω0

c
n(ω0) +

i

2
α(ω0) = k0 +

i

2
α(ω0) (35a)
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where k0 =
ω0
c n(ω0) = Re(k(ω0)) and

k1 = k′(ω0) =
1

c

(
n(ω0) + ω0

dn

dω
(ω0)

)
=

ng
c

(35b)

k2 = k′′(ω0) =
1

c

(
2
dn

dω
(ω0) + ω0

d2n

dω2
(ω0)

)
(35c)

where ng is the so-called the group index.

Physically speaking, the envelope of an optical pulse moves at the group velocity vg
def
= c

ng
while

the parameter k2 represents dispersion of the group velocity and is responsible for pulse broadening.
This phenomenon is known as the group-velocity dispersion (GVD) and k2 is the GVD parameter.

Since the attenuation coefficient in (35a) can be considered as negligible with respect to k0 =
ω0
c n(ω0), we make the additional assumptions

k(ω0)
2 =

(
k0 +

i

2
α(ω0)

)2
= k20 + ik0α(ω0)−

1

4
α(ω0)

2 ≈ k20 + ik0α(ω0) (36a)

k(ω0)k1 ≈ k0k1 =
ω0

c2
n(ω0)ng =

ω0

v2g

n(ω0)

ng
. (36b)

We also assume that k21 ≪ k(ω0)k2 and we use the approximation k(ω0)k2 ≈ k0k2. The propagation
equation (33) then reads

∂2E

∂z2
(z, t) +

(
k20 + ik0α0

)
E(z, t) + 2ik0k1

∂E

∂t
(z, t)− k0k2

∂2E

∂t2
(z, t) = −3

4

ω2
0

c2
χ
(3)
1111 E

2(z, t)E∗(z, t)

(37)

where α0 = α(ω0).

2.5 Bidirectional propagation in the Fabry-Perot resonator

When neglecting the non-linear phenomenon in an optical fiber, we show that the electric field reads
E(z, t) = E0 e

−i(ω0t−qγz) ex + c.c. where the so-called mode propagation constant qγ is such that

qγ =
ω0

c
neff

and neff refers to the effective index of the mode. Taking into account this information and the fact that
the non-linear polarization effects are small compared to the effects induced by the linear polarization,
we assume that the slowly varying electric field amplitude in the Fabry-Perot cavity can be expressed
in the form

E(z, t) = EF (z, t) e
iγz + EB(z, t) e

−iγz + c.c. (38)

where EF and EB denote respectively the time and position slowly varying electric field amplitude in
the forward and backward direction and γ is such that

γ
def
=

ω0

c
n(ω0) = k0. (39)

Thus, in addition to the slowly time varying envelope approximation, see (15b), we will make use of
the slowly space varying envelope approximation that can be expressed as follows:∣∣∣∣ ∂2∂z2EF (z, t)

∣∣∣∣≪ 2γ

∣∣∣∣ ∂∂zEF (z, t)

∣∣∣∣ , ∣∣∣∣ ∂2∂z2EB(z, t)

∣∣∣∣≪ 2γ

∣∣∣∣ ∂∂zEB(z, t)

∣∣∣∣ . (40)

Let us now deduce from (37) the propagation equations satisfied by EF and EB. From (38), we
deduce that

E2(z, t)E∗(z, t) =
(
EF (z, t) e

iγz + EB(z, t) e
−iγz

)2 (
E∗

F (z, t) e
−iγz + E∗

B(z, t) e
iγz
)

=
(
|EF (z, t)|2 + 2|EB(z, t)|2

)
EF (z, t) e

iγz

+
(
|EB(z, t)|2 + 2|EF (z, t)|2

)
)EB(z, t) e

−iγz

+ E2
F (z, t)E

∗
B(z, t) e

3iγz + E2
B(z, t)E

∗
F (z, t) e

−3iγz (41)
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We also have

∂2

∂z2
E(z, t) =

( ∂2
∂z2

EF (z, t) + 2iγ
∂

∂z
EF (z, t)− γ2EF (z, t)

)
eiγz

+
( ∂2
∂z2

EB(z, t)− 2iγ
∂

∂z
EB(z, t)− γ2EB(z, t)

)
e−iγz (42)

Using the slowly space varying envelope approximation (40), we have

∂2

∂z2
E(z, t) ≈

(
2iγ

∂

∂z
EF (z, t)− γ2EF (z, t)

)
eiγz −

(
2iγ

∂

∂z
EB(z, t) + γ2EB(z, t)

)
e−iγz. (43)

It follows that the propagation equation (37) reads(
2iγ

∂

∂z
EF (z, t)− (γ2 − k20 − iα0k0)EF (z, t) +

2iγ2

ω0

∂

∂t
EF (z, t)− k0k2

∂2

∂t2
EF (z, t)

)
eiγz

+
(
− 2iγ

∂

∂z
EB(z, t)− (γ2 − k20 − iα0k0)EB(z, t) +

2iγ2

ω0

∂

∂t
EB(z, t)− k0k2

∂2

∂t2
EB(z, t)

)
e−iγz

= −3

4

ω2
0

c2
χ
(3)
1111

(
|EF (z, t)|2 + 2|EB(z, t)|2

)
)EF (z, t) e

iγz

− 3

4

ω2
0

c2
χ
(3)
1111

(
|EB(z, t)|2 + 2|EF (z, t)|2

)
)EB(z, t) e

−iγz

− 3

4

ω2
0

c2
χ
(3)
1111

(
E2

F (z, t)E
∗
B(z, t) e

3iγz + E2
B(z, t)E

∗
F (z, t) e

−3iγz
)

(44)

In (44), the terms e±3iγz are connected to the terms e±3iω0t in the full expression of the electric
field

E(z, t) = EF (z, t) e
i(γz−ω0t) + EB(z, t) e

−i(γz+ω0t) + c.c.

and as explain on page 8, they are related to third harmonic generation [11], a phenomenon not
relevant in the context of this study. Thus, from now on, we will drop these two terms. Moreover,
using relation γ2 = k20, see (39), equation (44) reads(

2iγ
∂

∂z
EF (z, t) + iα0k0EF (z, t) +

2iγ2

ω0

∂

∂t
EF (z, t)− k0k2

∂2

∂t2
EF (z, t)

)
eiγz

+
(
− 2iγ

∂

∂z
EB(z, t) + iα0k0EB(z, t) +

2iγ2

ω0

∂

∂t
EB(z, t)− k0k2

∂2

∂t2
EB(z, t)

)
e−iγz

= −3

4

ω2
0

c2
χ
(3)
1111

(
|EF (z, t)|2 + 2|EB(z, t)|2

)
)EF (z, t) e

iγz

− 3

4

ω2
0

c2
χ
(3)
1111

(
|EB(z, t)|2 + 2|EF (z, t)|2

)
)EB(z, t) e

−iγz. (45)

We now can “separate” the different terms involved in equation (45) according to the power of
eiγz they are related to. The underlying idea, see [10, sect. 14.3], is that two scales are involved in
equation (45) for the space variable. The first one is the scale characterized by the cavity length L
around 10−2m. The related variable is z ∈ [0, L]. The second one is the wavelength spatial scale
encountered in the terms e±iγz. The variable

φ
def
= γz =

ω0n0
c

z =
2πn0
λ0

z

with λ0 typically around 1µm for light-wave can be considered as a “fast” variable compared to z,
the “slow” variable, since 2πn0

λ0
≈ 6π 106m−1.

Equation (45) can be expressed in the form∑
p∈{±1}

Ap(z, t) e
ipγz = 0 (46)
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where the functions Ap, that can readily be identified in (45), inherit from the slowly space varying
envelope approximation assumption for EB and EF , see (40), the same property. In particular, we
have ∣∣∣∣ ∂∂z2Ap(z, t)

∣∣∣∣≪ γ

∣∣∣∣ ∂∂zAp(z, t)

∣∣∣∣ , ∣∣∣∣ ∂∂zAp(z, t)

∣∣∣∣≪ |γAp(z, t)| . (47)

For q ∈ Z, let’s multiply (46) by eiqγz and integrate over [0, L̃] with L̃ ≤ L to be specified latter; we
obtain ∑

p∈{±1}

∫ L̃

0
Ap(z, t) e

ipγz eiqγz dz = 0.

Then by the change of variables φ = γz, we get

1

γ

∑
p∈{±1}

∫ γL̃

0
Ap(

φ
γ , t) e

ipφ eiqφ dφ = 0. (48)

According to [10, sect. 8.3] in cavities, the phase plays a dominant role because the mirrors create
a feedback loop that gives rise to multiple interference of light. The interference is fully constructive
when the input light has a frequency ω0 such that ω0 = πc j

L with j ∈ N∗. In such a case, we have

γL̃ = πj n(ω0)
L̃
L . We choose L̃ such that n(ω0)

L̃
L = 2, that is to say L̃ = 2

n(ω0)
L. Then, equation (48)

reads ∑
p∈{±1}

∫ 2π

0
Ãp(φ, t) e

i(p+q)φ dφ = 0 (49)

where we have set Ãp(φ, t)
def
= Ap(

φ
γ , t). We have

∀ℓ ∈ N∗ ∂ℓ

∂φℓ
Ãp(φ, t) = γℓ

∂ℓ

∂zℓ
Ap(z, t)

and we deduce from the slowly space varying envelope approximation assumption for A, see (50), that

∀ℓ ∈ N∗
∣∣∣∣ ∂ℓ∂φℓ

Ãp(φ, t)

∣∣∣∣≪ |Ãp(φ, t)|. (50)

Then, by Taylor expansion

∀φ ∈ [0, 2π] Ãp(φ, t) = Ãp(0, t) + φ
∂

∂φ
Ãp(0, t) +

1
2φ

2 ∂2

∂φ2
Ãp(0, t) + · · · (51)

we can deduce that Ãp(φ, t) is almost constant over [0, 2π]. Thus, we can approximate relation (48)
by ∑

p∈{±1}

Ãp(φ, t)

∫ 2π

0
ei(p+q)φ dφ = 0. (52)

Since the family of functions φ 7→ eipφ is orthogonal for the scalar product in L2(]0, 2π[, we conclude
that for all q ∈ {±1} we have Ãq(φ, t) = 0.

Finally, we deduce from equation (45) that

2ik0
∂

∂z
EF (z, t) + iα0k0EF (z, t) + 2ik0k1

∂

∂t
EF (z, t)

− k0k2
∂2

∂t2
EF (z, t) = −3

4

ω2
0

c2
χ
(3)
1111

(
|EF (z, t)|2 + 2|EB(z, t)|2

)
)EF (z, t) (53a)

−2ik0
∂

∂z
EB(z, t) + iα0k0EB(z, t) + 2ik0k1

∂

∂t
EB(z, t)

− k0k2
∂2

∂t2
EB(z, t) = −3

4

ω2
0

c2
χ
(3)
1111

(
|EB(z, t)|2 + 2|EF (z, t)|2

)
)EB(z, t). (53b)
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By multiplying equations (53a) and (53b) by −i ω0
2γ2 , we obtain

∂

∂t
EF (z, t) + vg

∂

∂z
EF (z, t) = − i ck2

2n(ω0)

∂2

∂t2
EF (z, t)−

α0

2

c

n(ω0)
EF (z, t)

+ i
3

8

ω0

n(ω0)2
χ
(3)
1111

(
|EF (z, t)|2 + 2|EB(z, t)|2

)
EF (z, t) (54a)

∂

∂t
EB(z, t)− vg

∂

∂z
EB(z, t) = − i ck2

2n(ω0)

∂2

∂t2
EB(z, t)−

α0

2

c

n(ω0)
EB(z, t)

+ i
3

8

ω0

n(ω0)2
χ
(3)
1111

(
|EB(z, t)|2 + 2|EF (z, t)|2

)
EB(z, t) (54b)

where we have use the relation k1
def
= k′(ω0) =

ng

c = 1
vg
, see (35b), and the approximation ng ≈

n(ω0)
def
= n0.

Finally, the electric field component of light-wave, assumed to be polarized along ex, in a Fabry-
Perot resonator containing a non-linear Kerr medium can be obtained in the framework that has been
detailed above as

E(z, t) =
(
EF (z, t) e

iγz + EB(z, t) e
−iγz

)
e−iω0t ex + c.c. (55)

where EF and EB, the slowly varying envelope of the forward and backward waves, are solutions to the
non-linear coupled partial differential equations (54a) and (54b). It remains to specify the boundary
conditions at the Fabry-Perot cavity ends, what we are going to do in the next section.

2.6 Boundary conditions at the Fabry-Perot cavity ends

The two ends of the Fabry-Perot cavity are made of two Bragg mirrors. We denote by L the length
of the Fabry-Perot cavity and by r1 and r2 the reflection coefficients of the mirrors (defined as the is
the modulus of the ratio of the complex amplitude of the reflected wave to that of the incident wave)
respectively at the position z = 0 (front end) and z = L (back end). We have r1, r2 ∈ [0, 1].

We assume that an incident field with a sinusoidal time variation at the frequency ω0 is injected
in the front end of the Fabry-Perot cavity and that a second incident field with the same sinusoidal
time variation at the frequency ω0 is injected in the back end. In accordance with (27) and (38), the
injected electric field at z = 0 reads

Ein,F (t) =
1

2

(
Ein

F exp(−iω0t) ex + c.c.
)

(56a)

whereas the injected electric field at z = L reads

Ein,B(t) =
1

2

(
Ein

B exp(−iω0t) ex + c.c.
)

(56b)

We denote by t1 the transmission coefficient across the brag mirror located at z = 0 and by t2 the
transmission coefficient across the brag mirror located at z = L. (The transmission coefficient is
defined as the modulus of the complex amplitude of the transmitted wave to that of the incident
wave.) We have t1, t2 ∈ [0, 1].

The boundary conditions at z = 0 and z = L read for all t ∈ R

EF (0, t) = r1EB(0, t) + t1E
in
F (57a)

EB(L, t) = r2EF (L, t) + t2E
in
B (57b)

where according to (38), EF (z, t) = EF (z, t) e
iγz and EB(z, t) = EB(z, t) e

−iγz. These boundary
conditions can also be expressed as

EF (0, t) = r1EB(0, t) + t1E
in
F (58a)

EB(L, t) = r2EF (L, t) e
2iγL + t2E

in
B eiγL (58b)
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Following [3] and [10, eq. (14.15)], we can express boundary condition (58b) in is slightly different
way. By periodicity of the complex exponential, we have for all j ∈ Z

EB(L, t) = r2EF (L, t) e
2iγL−2πji + t2E

in
B eiγL

= r2EF (L, t)e
−id0 + t2E

in
B eiγL (58c)

where d0 = 2πj − 2γL. Let j be chosen such that ωc =
π j c

n(ω0)L
is the cavity frequency the closest to

the input frequency ω0. Then,

d0 = 2πj − 2γL = 2Ln(ω0)
ωc − ω0

c
(58d)

and the parameter d0 can be interpreted as the phase deviation from the cavity resonance.

2.7 An equivalent problem with simple boundary conditions

Our goal in this section is to introduce two new unknowns functions FF and FB in place of EF and
EB such that FF and FB satisfy the following boundary conditions

∀t ∈ R FF (0, t) = FB(0, t) (59a)

FF (L, t) = FB(L, t) (59b)

We look for FF and FB according to the following relations

EF (z, t) = eaF (L−z)
(
bF FF (z, t) + (L− z) cF + z dF

)
(60a)

EB(z, t) = eaBz
(
bB FB(z, t) + (L− z) cB + z dB

)
(60b)

Boundary conditions (58a)–(58c) give rise to the following relations

eaFL
(
bF FF (0, t) + LcF

)
= r1

(
bB FB(0, t) + LcB

)
+ t1E

in
F (61a)

eaBL
(
bB FB(L, t) + LdB

)
= r2

(
bF FF (L, t) + LdF

)
e−id0 + t2E

in
B eiγL (61b)

Boundary conditions (59a)–(59b) are satisfied if

eaFL bF = r1 bB (62a)

LcF eaFL = r1 LcB + t1E
in
F (62b)

eaBL bB = r2 bF e−id0 (62c)

LdB eaBL = r2 LdF e−id0 + t2E
in
B eiγL. (62d)

From (62a) and (62c) we deduce that

aB + aF =
1

L

(
ln(r1r2)− id0

)
. (63)

This relation is satisfied if we set for instance

aB =
1

2L

(
ln(r1r2)− id0

)
(64a)

aF =
1

2L

(
ln(r1r2)− id0

)
. (64b)

With this choice, we have from (62a)

bB =

√
r2
r1

e
−id0

2 bF . (65)
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Then, from (62b), we deduce that

√
r2 e

−id0
2 cF =

√
r1 cB +

t1
L
√
r1
Ein

F (66)

and from (62d), we deduce that

√
r2 e

−id0 dF =
√
r1 e

−id0
2 dB − t2

L
√
r2

eiγLEin
B . (67)

The parameters bF , cF , dF remains free and we have

EF (z, t) = eaF (L−z)
(
bF FF (z, t) + (L− z) cF + z dF

)
(68a)

EB(z, t) = eaF z

√
r2
r1

e
−id0

2

(
bF FB(z, t) + (L− z)

(
cF −

√
r1
r2
ei

d0
2

t1
Lr1

Ein
F

)
+ z

(
dF + eiγL eid0

t2
Lr2

Ein
B

))
. (68b)

In order to have similar expressions for the forward and backward electric field, we choose the following
values for the parameters bF , cF , dF :

bF = 1 (69a)

cF =
√

r1
r2
ei

d0
2

t1
2Lr1

Ein
F (69b)

dF = −eid0 eiγL
t2

2Lr2
Ein

B (69c)

and we finally have

EF (z, t) = eaF (L−z)
(
FF (z, t) + cF (L− z) + z dF

)
= ρ

1
4 eaF (L−z)

(
ρ−

1
4 FF (z, t) + ρ−

1
4 cF (L− z) + z ρ−

1
4 dF

)
(70a)

EB(z, t) =

√
r2
r1

e
−id0

2 eaF z
(
FB(z, t)− cF (L− z)− dF z

)
= ρ−

1
4 e

−id0
2 eaF z

(
ρ−

1
4FB(z, t)− ρ−

1
4 cF (L− z)− zρ−

1
4dF

)
(70b)

where we have set ρ = r1/r2.

Remark 3. When the source electric field is launched in the Fabry-Perot resonator at the front end
only, that is to say when Ein

B = 0, we have from (69c) dF = 0. Moreover, when the two end mirrors
have the same reflexivity, i.e. r1 = r2, we have ρ = 1.

It remains to deduce form (54a)– (54b) the propagation equations for FF and FB. We have

∂ℓEF

∂tℓ
(z, t) = eaF (L−z) ∂

ℓFF

∂tℓ
(z, t) (71a)

∂ℓEB

∂tℓ
(z, t) =

√
r2
r1

e
−id0

2 eaF z ∂
ℓFB

∂tℓ
(z, t) (71b)

and

∂EF

∂z
(z, t) = eaF (L−z)

(
− aF FF (z, t)− cFaF (L− z)− aFdF z +

∂FF

∂z
(z, t)− cF + dF

)
(71c)

∂EB

∂z
(z, t) =

√
r2
r1

e
−id0

2 eaF z
(
aF FB(z, t)− cFaF (L− z)− aFdF z +

∂FB

∂z
(z, t) + cF − dF

)
. (71d)
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We deduce from the propagation equations (54a)–(54b) that FF and FB satisfy

∂

∂t
FF (z, t) + vg

∂

∂z
FF (z, t) = − i ck2

2n(ω0)

∂2

∂t2
FF (z, t)−

α0

2

c

n(ω0)

(
FF (z, t) + cF (L− z) + dF z

)
+ i

3

8

ω0

n(ω0)2
χ
(3)
1111NF (FF , FB)

(
FF (z, t) + cF (L− z) + dF z

)
+ vg

(
aFFF (z, t) + cFaF (L− z) + aFdF z + cF − dF

)
(72a)

∂

∂t
FB(z, t)− vg

∂

∂z
FB(z, t) = − i ck2

2n(ω0)

∂2

∂t2
FB(z, t)−

α0

2

c

n(ω0)

(
FB(z, t)− cF (L− z)− dF z

)
+ i

3

8

ω0

n(ω0)2
χ
(3)
1111NB(FF , FB)

(
FB(z, t)− cF (L− z)− dF z

)
+ vg

(
aFFB(z, t)− cFaF (L− z)− aFdF z + cF − dF

)
(72b)

where

NF (FF , FB) = |EF (z, t)|2 + 2|EB(z, t)|2 = |e2aF (z−L)|
∣∣FF (z, t) + cF (L− z) + z dF

∣∣2
+ 2

r2
r1
|e2aF z|

∣∣FB(z, t)− cF (L− z)− dF z
∣∣2 (73a)

NB(FF , FB) = |EB(z, t)|2 + 2|EF (z, t)|2 =
r2
r1
|e2aF z|

∣∣FB(z, t)− cF (L− z)− dF z
∣∣2

+ 2 |e2aF (z−L)|
∣∣FF (z, t) + cF (L− z) + z dF

∣∣2 (73b)

At this stage, we make use of the low transmission approximation [3, 10] that consists in assuming
that the transmitted fields into the cavity t1E

in
F and t2E

in
B are small compared to the electric field

propagating inside the cavity. Thus, the coefficients cF and dF are small compared to FF and FB and
we make the following approximations

α0

2

c

n(ω0)

(
FF (z, t) + cF (L− z) + dF z

)
≈ α0

2

c

n(ω0)
FF (z, t) (74a)

α0

2

c

n(ω0)

(
FB(z, t)− cF (L− z)− dF z

)
≈ α0

2

c

n(ω0)
FB(z, t) (74b)

3

8

ω0

n(ω0)2
χ
(3)
1111NF (FF , FB)

(
FF (z, t) + cF (L− z) + dF z

)
≈ 3

8

ω0

n(ω0)2
χ
(3)
1111NF (FF , FB)FF (z, t) (74c)

3

8

ω0

n(ω0)2
χ
(3)
1111NB(FF , FB)

(
FB(z, t)− cF (L− z)− dF z

)
≈ 3

8

ω0

n(ω0)2
χ
(3)
1111NB(FF , FB)FB(z, t) (74d)

vg
(
aFFF (z, t) + cFaF (L− z) + aFdF z + cF − dF

)
≈ vg

(
aFFF (z, t) + cF − dF

)
(74e)

vg
(
aFFB(z, t)− cFaF (L− z)− aFdF z + cF − dF

)
≈ vg

(
aFFB(z, t) + cF − dF

)
(74f)

and

NF (FF , FB) ≈
∣∣e2aF (z−L)

∣∣ ∣∣FF (z, t)
∣∣2 + 2

r2
r1

∣∣e2aF z
∣∣ ∣∣FB(z, t)

∣∣2 (75a)

NB(FF , FB) ≈
r2
r1

∣∣ e2aF z
∣∣ ∣∣FB(z, t)

∣∣2 + 2
∣∣e2aF (z−L)

∣∣ ∣∣FF (z, t)
∣∣2 (75b)

The coefficient aF is given by (64b). We have aF = 1
2L

(
ln(r1r2)− id0

)
and it follows that∣∣e2aF (z−L)

∣∣ = ∣∣e z−L
L

ln(r1r2)
∣∣ and

∣∣e2aF z
∣∣ = ∣∣e z

L
ln(r1r2)

∣∣.
In the situation considered here, the reflection coefficients r1 and r2 are assumed to be close to the
value 1. Thus we may consider the approximation

∣∣e2aF (z−L)
∣∣ ≈ 1 and

∣∣e2aF z
∣∣ ≈ 1 for all z ∈ [0, L] in

relations (75a) and (75b), that is to say assume that

NF (FF , FB) ≈
1

r1

(
r1
∣∣FF (z, t)

∣∣2 + 2r2
∣∣FB(z, t)

∣∣2) =
∣∣FF (z, t)

∣∣2 + 2ρ−1
∣∣FB(z, t)

∣∣2 (76a)

NB(FF , FB) ≈
1

r1

(
r2
∣∣FB(z, t)

∣∣2 + 2r1
∣∣FF (z, t)

∣∣2) = ρ−1
∣∣FB(z, t)

∣∣2 + 2
∣∣FF (z, t)

∣∣2. (76b)
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Remark 4. When the two end mirrors have distinct reflexivity, i.e. r1 ̸= r2, the non-linear terms NB

and NF are not “symmetric”. Whereas when r1 = r2, we have ρ = 1 and NF (FF , FB) = N(FF , FB),
NB(FF , FB) = N(FB, FF ) where N(x, y) = |x|2 + 2|y|2. It is clear from (60a)–(60b) that there is no
possibility of choosing the parameter aF , bF , cF and dF to have such a relation when r1 ̸= r2. Indeed,
with the approximation introduced latter in the development, such a relation would require to have
|bF | = |bB|. Unfortunately, this condition is not compatible with (66) when r1 ̸= r2.

Finally, the propagation equations (72a)–(72b) are simplified into the following ones:

∂

∂t
FF (z, t) + vg

∂

∂z
FF (z, t) = − i ck2

2n(ω0)

∂2

∂t2
FF (z, t) +

(
vgaF − α0

2

c

n(ω0)

)
FF (z, t)

+ i
3

8

ω0

n(ω0)2r1
χ
(3)
1111

(
r1
∣∣FF (z, t)

∣∣2 + 2r2
∣∣FB(z, t)

∣∣2)FF (z, t) + vg
(
cF − dF

)
(77a)

∂

∂t
FB(z, t)− vg

∂

∂z
FB(z, t) = − i ck2

2n(ω0)

∂2

∂t2
FB(z, t) +

(
vgaF − α0

2

c

n(ω0)

)
FB(z, t)

+ i
3

8

ω0

n(ω0)2r1
χ
(3)
1111

(
r2
∣∣FB(z, t)

∣∣2 + 2r1
∣∣FF (z, t)

∣∣2)FB(z, t) + vg
(
cF − dF

)
(77b)

where from (69b)–(69c)

vg
(
cF − dF

)
=
vg
2L

ei
d0
2

( t1√
r1r2

Ein
F + e

1
2
i(2k0L+d0) t2

r2
Ein

B

)
=
vg
2L

F in (78)

where

F in = ei
d0
2

( t1√
r1r2

Ein
F + e

1
2
i(2k0L+d0) t2

r2
Ein

B

)
(79)

and

vgaF − α0

2

c

n(ω0)
≈ vg

( 1

2L

(
ln(r1r2)− id0

)
− α0

2

)
(80)

The boundary conditions at the two fiber ends are

FF (0) = FB(0) and FF (L) = FB(L). (81)

Let us now consider the special case when r1 = r2, t1 = t2 under the assumption that there is no
loss in reflection, nor in transmission at the two mirrors. Let R = r21 = r21 and T = t21 = t22. Under the
assumption that there is no loss, we have R+ T = 1. Let us consider the expression of the coefficient
aF defined in (64b). We have

aF =
1

2L

(
ln(R)− id0

)
=

1

2L

(
ln(1− T )− id0

)
and when the transmission is much lower that the reflection, using the approximation ln(1−T ) ≈ −T ,
we deduce that

aF = − T

2L
− i

d0
2L
. (82)

It follows that relation (80) in this special case reads

vgaF − α0

2

c

n(ω0)
= − vg

2L

(
T + id0 + α0L

)
. (83)

3 The Lugiato-Lefever equation for a Fabry-Perot resonator

3.1 Problem simplification for two identical Bragg mirrors

From now on, we assume that r1 = r2 and we denote by r their common value. We also assume that
t1 = t2 and we denote by t their common value. We also have T = t2, R = r2 and T +R = 1. Problem
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(77a)–(77b) with boundary conditions (81) reads

∂

∂t
FF (z, t) + vg

∂

∂z
FF (z, t) = − i ck2

2n(ω0)

∂2

∂t2
FF (z, t)−

vg
2L

(
T + id0 + α0L

)
FF (z, t)

+ i
3

8

ω0

n(ω0)2
χ
(3)
1111

(∣∣FF (z, t)
∣∣2 + 2

∣∣FB(z, t)
∣∣2)FF (z, t) +

vg
2L

F in (84a)

∂

∂t
FB(z, t)− vg

∂

∂z
FB(z, t) = − i ck2

2n(ω0)

∂2

∂t2
FB(z, t)−

vg
2L

(
T + id0 + α0L

)
FB(z, t)

+ i
3

8

ω0

n(ω0)2
χ
(3)
1111

(∣∣FB(z, t)
∣∣2 + 2

∣∣FF (z, t)
∣∣2)FB(z, t) +

vg
2L

F in (84b)

where

F in = ei
d0
2
t

r

(
Ein

F + e
1
2
i(2k0L+d0)Ein

B

)
. (85)

Let us define as new unknowns qFF and qFB such that

FF (z, t) =

√
8

3

n20
ω0

κ

χ
(3)
1111

qFF (z, t) (86a)

FB(z, t) =

√
8

3

n20
ω0

κ

χ
(3)
1111

qFB(z, t) (86b)

where

κ =
c(1−R)

2n0L
. (87)

From (84a)–(84b), we deduce that qFF and qFB satisfy the following propagation equations

∂

∂t
qFF (z, t) + vg

∂

∂z
qFF (z, t) = −iκ ã

∂2

∂t2
qFF (z, t)− κ b̄ qFF (z, t)

+ iκ
(∣∣ qFF (z, t)

∣∣2 + 2
∣∣ qFB(z, t)

∣∣2) qFF (z, t) + κ qF in (88a)

∂

∂t
qFB(z, t)− vg

∂

∂z
qFB(z, t) = −iκ ã

∂2

∂t2
qFB(z, t)− κ b̄ qFB(z, t)

+ iκ
(∣∣ qFB(z, t)

∣∣2 + 2
∣∣ qFF (z, t)

∣∣2) qFB(z, t) + κ qF in (88b)

where

qF in =

√√√√3ω0 χ
(3)
1111 n(ω0)L

4n2g c (1−R)3
F in ≈

√
3

4

ω0

n(ω0) c

L

(1−R)3
F in (89)

(we have use the approximation ng ≈ n(ω0)) and

ã =
Lk2
1−R

(90a)

b̄ = 1 + i
d0
T

+ α0
L

T
= 1 + iα+ α0

L

T
(90b)

where α
def
= d0/T . Note that the quantity α0

L
T correspond to the bi-stability parameter introduced in

[10, equ. (11.27) p.121].
The boundary conditions at the two fiber ends deduced from (81) are

∀t ∈ R qFF (0, t) = qFB(0, t) and qFF (L, t) = qFB(L, t). (91a)

The initial conditions are

∀z ∈ [0, L] qFF (z, 0) = 0 and qFB(z, 0) = 0. (91b)
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Remark 5. Equations (88a)–(88b) coincide with equations (11)-(12) in [3]. Note that in [3] the
resonator is assumed to be non-absorbent so that α0 = 0 and b̄ = 1 + iα.
Note also that the term v2g is missing in the definition (90a) of ã and the second order derivative is

with respect to z here whereas it is for t in [3]. That is to say the second order derivative ∂2

∂t2
qFB in

(88a)–(88b) is changed for v2g
∂2

∂z2
qFB in [3]. The explanation of this difference is as follows: Since

R ≈ 1, we have κ ≈ 0 and equation (88a) can be roughly approximated by

∂

∂t
qFF (z, t) + vg

∂

∂z
qFF (z, t) = 0. (92)

If we differentiate (92) with respect to t, we obtain

∂2

∂t2
qFF (z, t) = −vg

∂2

∂z∂t
qFF (z, t)

and if we differentiate (92) with respect to z, we obtain

∂2

∂t∂z
qFF (z, t) = −vg

∂2

∂z2
qFF (z, t).

Combining these two relations, we get

∂2

∂t2
qFF (z, t) = v2g

∂2

∂z2
qFF (z, t). (93)

Using relation (93) in (88a) we obtain the same equation as equation (11) in [3] (except however for
the definition of b̄).

In the sequel, taking into account Remark 5, we will consider (88a)–(88b) where the second order
partial differential of qFF and qFB with respect to t is changed for the second order partial differential of
FF and FB with respect to z thanks to the approximation (93). Thus, we look for qFF : [0, L]×R → C
and qFB : [0, L]× R → C such that

∂

∂t
qFF (z, t) + vg

∂

∂z
qFF (z, t) = −iκ ā

∂2

∂z2
qFF (z, t)− κ b̄ qFF (z, t)

+ iκ
(∣∣ qFF (z, t)

∣∣2 + 2
∣∣ qFB(z, t)

∣∣2) qFF (z, t) + κ qF in (94a)

∂

∂t
qFB(z, t)− vg

∂

∂z
qFB(z, t) = −iκ ā

∂2

∂z2
qFB(z, t)− κ b̄ qFB(z, t)

+ iκ
(∣∣ qFB(z, t)

∣∣2 + 2
∣∣ qFF (z, t)

∣∣2) qFB(z, t) + κ qF in (94b)

where

ā =
Lk2v

2
g

1−R
. (95)

The boundary conditions are given by (91a) and we have the initial conditions given by (91b).

3.2 Fourier series decomposition

Let us introduce as unknowns the two functions

(

FF and

(

FB defined over R×R and related to qFF and
qFB thanks to the following “periodisation” process:

1. for all z ∈ [0, L], we set

(

FF (z, t) = qFF (z, t) and

(

FB(z, t) = qFB(z, t)

2. for all z ∈ [−L, 0], we set

(

FF (z, t) = qFB(−z, t) and

(

FB(z, t) = qFF (−z, t)

3. for all p ∈ Z and for all z ∈ [−L + 2pL,L + 2pL], we set

(

FF (z, t) =

(

FF (z − 2pL, t) and

(

FB(z, t) =

(

FB(z − 2pL, t)
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It follows from this definition of the two functions

(

FF and

(

FB that

∀z ∈ R ∀t ∈ R

(

FB(z, t) =

(

FF (−z, t). (96)

Moreover, these two functions are continuous over R and have regularity C∞ except perhaps at points
±pL, p ∈ Z.

Thanks to the above first property and the fact that equations (94a) and (94b) for qFF and qFB over
[0, L] only differs from the sign in front of the partial differential with respect to z but are otherwise
identical through the permutation FB ↔ FF , we readily obtain that for all z ∈ R and for all t ∈ R

∂

∂t

(

FF (z, t) + vg
∂

∂z

(

FF (z, t) = −iκ ā
∂2

∂z2

(

FF (z, t)− κ b̄

(

FF (z, t)

+ iκ
(∣∣ (

FF (z, t)
∣∣2 + 2

∣∣ (

FB(z, t)
∣∣2) (

FF (z, t) + κ

(

Fin (97a)

∂

∂t

(

FB(z, t)− vg
∂

∂z
(

FB(z, t) = −iκ ā
∂2

∂z2

(

FB(z, t)− κ b̄

(

FB(z, t)

+ iκ
(∣∣ (

FB(z, t)
∣∣2 + 2

∣∣ (

FF (z, t)
∣∣2) (

FB(z, t) + κ

(

Fin (97b)

By construction, the unknown function

(

FF is periodic with respect to the space variable z with
period 2L. It belongs to C1

M (R) ∩ C0(R) so that from Dirichlet theorem it can be considered as the
sum of a Fourier series:

(

FF (z, t) =
∑
p∈Z

(

fp(t) e
iπpz/L (98a)

where

∀p ∈ Z

(

fp(t) =
1

2L

∫ L

−L

(

FF (z, t)e
iπpz/L dz. (98b)

(Note that this definition of the Fourier coefficients is coherent with the definition (6) of the Fourier
Transform made earlier in the document.) We could also consider the Fourier series expansion of the

second unknown function

(

FB, but we rather use relation (96) to express

(

FB as

(

FB(z, t) =
∑
p∈Z

(

fp(t) e
−iπpz/L. (99)

Notation. For all p ∈ Z, let Ep(z)
def
= eiπpz/L. We have E∗

p(z) = e−iπpz/L = E∗
−p(z) and for all p, q ∈ Z,

Ep(z)Eq(z) = eiπpz/L eiπqz/L = eiπ(p+q)z/L = Ep+q(z).

Let us now look for the differential equations satisfied by the Fourier coefficients fp, p ∈ Z. To this
end, we substitute (98a) into (97a). Let us note beforehand that∣∣ (

FF (z, t)
∣∣2 = (

FF (z, t)

(

F∗
F (z, t) =

∑
p∈Z

(

fp(t)Ep(z)
∑
q∈Z

(

f∗q(t)E−q(z) =
∑
p,q∈Z

(

fp(t)

(

f∗q(t)Ep−q(z).

Similarly, we get
∣∣ (

FB(z, t)
∣∣2 = ∑

p,q∈Z

(

fp(t)

(

f∗q(t)E−p+q(z). Thus, from (97a), we have

∑
p∈Z

Ep(z)
{ d qfp

dt
(t) +

(
iπp

vg
L

− iκā
(πp
L

)2
+ κb̄

)
qfp(t)− κ

(

Fin

− iκ

(

fp(t)
( ∑

ℓ,q∈Z

(

fℓ(t)

(

f∗q(t)Eℓ−q(z) + 2
∑
ℓ,q∈Z

(

fℓ(t)

(

f∗q(t)E−ℓ+q(z)
)}

= 0. (100)

In a next step, we multiply (100) by 1
2L E−n(z) and we integrate over [0, 2L] for the space variable z.

Using the orthogonality of the family (Ep)p∈Z (namely, we have
∫ 2L
0 Ep(z)Eq(z) dz = 2Lδp+q where δn

refers to Dirac symbol such that δn = 1 if n = 0 and δn = 0 otherwise), we obtain

d qfp
dt

(t) +
(
iπp

vg
L

− iκā
(πp
L

)2
+ κb̄

)
qfp(t)− κ

(

Finδp − iκN (fp(t)) = 0 (101)
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where

N (fp(t)) =
1

2L

∑
p∈Z

∫ 2L

0

(

fp(t)Ep(z)
( ∑

ℓ,q∈Z

(

fℓ(t)

(

f∗q(t)Eℓ−q(z) + 2
∑
ℓ,q∈Z

(

fℓ(t)

(

f∗q(t)E−ℓ+q(z)
)
E−n(z) dz.

We have

N (fp(t)) =
1

2L

∑
p,q,ℓ∈Z

(

fp(t)

(

fℓ(t)

(

f∗q(t)
(∫ 2L

0
Eℓ−q+p−n(z) dz + 2

∫ 2L

0
E−ℓ+q+p−n(z) dz

)
=

∑
p,q,ℓ∈Z

(

fp(t)

(

fℓ(t)

(

f∗q(t)
(
δℓ−q+p−n + 2δ−ℓ+q+p−n

)
=
∑
p,q∈Z

(

fp(t)

(

f∗q(t)
(

(

fn+q−p(t) + 2

(

fq+p−n(t)
)
.

Finally, we conclude that the sequence ( qfn)n∈Z of Fourier coefficients defined in (98b) satisfies the
differential equations

d qfn
dt

(t) + iπn
vg
L

qfn(t) = κ
{(

ian − b̄
)

qfn(t) +

(

Fin δn + i
∑
p,q∈Z

(

fp(t)

(

f∗q(t)
(

(

fn+q−p(t) + 2

(

fq+p−n(t)
)}

(102)
where

an
def
= ā

(πn
L

)2
. (103)

Let us now define for all n ∈ N the unknown

gn : t ∈ R 7→

(

fn(t) e
iπn

vg
L
t. (104)

We have

(

fn(t) = E−n(vg t) gn(t) and d qfn
dt (t) =

( dgn
dt (t) − iπn

vg
L gn(t)

)
E−n(vg t) and we deduce

from (102) that for all n ∈ Z, gn satisfies the differential equation

dgn
dt

(t) = κ
{(

ian − b̄
)
gn(t) +

(

Fin δn En(vg t)

+ iEn(vg t)
∑
p,q∈Z

gp(t) g
∗
q (t)E−p+q(vg t)

(
gn+q−p(t)E−n−q+p(vg t) + 2gq+p−n(t)E−q−p+n(vg t)

)}
= κ

{(
ian − b̄

)
gn(t) +

(

Fin + i
∑
p,q∈Z

gp(t) g
∗
q (t)

(
gn+q−p(t) + 2gq+p−n(t)E2n−2p(vg t)

)}
.

(105)

In equation (105) two time scales are involved:

1. The first time scale is related to the cavity round-trip time TRT = 2L/vg and appears in the
complex exponential terms E2n−2p(vg t);

2. The second time scale is related to the cavity decay time κ−1 = 2L
vgT

and appears in gn(t).

For a high-Q cavity, the transmission parameter T is much smaller than 1, so that the two scales are
widely separated : κ−1 ≫ TRT. In the following, we consider the high-Q limit regime. Let S be a time
much longer than the cavity round-trip time TRT but much shorter than the cavity decay time κ−1

such that S = ℓL/vg where ℓ ∈ N∗. The integer ℓ is such that ℓ≫ 2 and ℓ≪ 2/T .

We integrate equation (105) over the interval [0, S]. We can notice that∫ S

0

dgn
dt

(t) dt = gn(S)− gn(0) = S
gn(S)− gn(0)

S
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and since S is much shorter than the time scale of the variation of gn, we may use the approximation∫ S

0

dgn
dt

(t) dt ≈ S g′n(S).

We may also consider the following approximations since S is much shorter than the time scale of the
variation of gn ∫ S

0
gn(t) dt ≈ S gn(S)

and ∫ S

0
gp(t) g

∗
q (t) gn+q−p(t) dt ≈ S gp(S) g

∗
q (S) gn+q−p(S).

Moreover, taking into account that for all n ∈ N, gn varies on the time scale related to the cavity
decay time κ−1 = 2L

vgT
whereas the complex exponential En varies on the time scale related to the

cavity round-trip time TRT and that in the high-Q limit approximation TRT ≪ κ−1, we have∫ S

0
gp(t) g

∗
q (t) gq+p−n(t)E2n−2p(vg t) dt ≈ gp(S) g

∗
q (S) gq+p−n(S)

∫ S

0
E2n−2p(vg t) dt

= gp(S) g
∗
q (S) gq+p−n(S)

∫ ℓL/vg

0
ei2π(n−p)

vg
L
t dt

=
L

2πvg

∫ 2πℓ

0
ei(n−p)θ dθ =

L

vg
ℓ δn−p = S δn−p.

Therefore after using the above relations and dividing both sides of the equation by S, we deduce
from (105) the following approximate differential equation for gn

dgn
dt

(S) = κ
{(

ian − b̄
)
gn(S) +

(

Fin + i
∑
p,q∈Z

gp(S) g
∗
q (S) (gn+q−p(S)

+ 2i
∑
p,q∈Z

gp(S) g
∗
q (S) gq+p−n(S)δn−p

}
= κ

{(
ian − b̄

)
gn(S) +

(

Fin + i
∑
p,q∈Z

gp(S) g
∗
q (S) gn+q−p(S)

+ 2i gn(S)
∑
q∈Z

gq(S) g
∗
q (S)

}
. (106)

This equation does not anymore involve the time scale related to the cavity round-trip time TRT =
2L/vg that was appearing in the complex exponential terms E2n−2p(t) and it is valid for all S = ℓL/vg
where the integer ℓ is such that ℓ≪ 2/T . In the high-Q limit regime where T tends to zero, it can be
considered valid for all time S.

In a last step, we introduce as new unknown the function ψ : R × R → C defined as the sum of
the trigonometric series in z

ψ(z, t) =
∑
n∈Z

gn(t) e
iπnz/L. (107)

From (104), we have gn(t) =

(

fn(t) e
iπn

vg
L
t and from the convergence of the Fourier series (98a)∑

p∈Z

(

fp(t) e
iπpz/L, ψ is defined on R.

We have∫ L

−L
|ψ(z, t)|2 dz =

∫ L

−L
ψ(z, t)ψ∗(z, t) dz =

∫ L

−L

∑
p,q∈Z

gp(t) g
∗
q (t) e

iπ(p−q)z/L dz

=
∑
p,q∈Z

gp(t) g
∗
q (t)

∫ L

−L
eiπ(p−q)z/L dz = 2L

∑
p,q∈Z

gp(t) g
∗
q (t) δp−q

= 2L
∑
p∈Z

|gp(t)|2. (108a)
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We also have from (103)

∑
n∈Z

angn(t) e
iπnz/L = ā

∑
n∈Z

(πn
L

)2
gn(t) e

iπnz/L = −ā ∂
2

∂z2

∑
n∈Z

gn(t) e
iπnz/L = −ā∂

2ψ

∂z2
(z, t). (108b)

Lastly, we have∑
n∈Z

gp(S) e
iπnz/L

∑
p,q∈Z

gp(S) g
∗
q (S) gn+q−p(S) =

∑
n,p,q∈Z

gp(S)Ep(z) g
∗
q (S)E−q(z) gn+q−p(S)En+q−p(z)

=
∑
p,q∈Z

gp(S)Ep(z) g
∗
q (S)E−q(z)

∑
n∈Z

gn+q−p(S)En+q−p(z)

=
∑
p∈Z

gp(S)Ep(z)
∑
q∈Z

g∗q (S) E−q(z)
∑
m∈Z

gm(S)E−m(z)

= ψ(z, t) ψ∗(z, t) ψ(z, t) = ψ(z, t) |ψ(z, t)|2. (108c)

Thus, by multiplying (106) by En(z)
def
= eiπnz/L and by summing the resulting equations for all n ∈ Z,

we obtain when taking into account relations (108a)–(108c)

∂ψ

∂t
(z, t) = κ

(
−iā

∂2ψ

∂z2
(z, t)−b̄ ψ(z, t)+

(

Fin+iψ(z, t) |ψ(z, t)|2+2iψ(z, t)
1

2L

∫ L

−L
|ψ(ζ, t)|2 dζ

)
. (109)

This equation constitutes the Lugiato-Lefever equation (LLE) for a Fabry-Perot cavity as introduced
in [3]. The non-linear term iκψ(z, t) |ψ(z, t)|2 describes processes of self-phase-modulation and cross

phase-modulation. The nonlinear integral term 2iκψ(z, t)
∫ L
−L |ψ(ζ, t)|2 dζ is specific to the LLE for

a Fabry-Perot cavity when compared to the temporal-longitudinal LLE in a ring cavity and it corrects
the coefficients of self-phase-modulation and cross-phase-modulation [3].

Together with (109), the new unknown function ψ satisfies the periodic boundary condition

ψ(−L, t) = ψ(L, t) ∀t ∈ R+. (110)

For well posedness, we must also impose that

∂ψ

∂z
(−L, t) = ∂ψ

∂z
(L, t) ∀t ∈ R+. (111)

Moreover, we have the initial condition at time t = 0 deduced from (107), (104) and (98a)

∀z ∈ R ψ(z, 0) =
∑
n∈Z

gn(0) e
iπnz/L =

∑
n∈Z

(

fn(0) e
iπnz/L =

(

FF (z, 0) =

(

FB(−z, 0). (112)

Since ψ is 2L-periodic, we actually have

ψ(z, 0) =



(

FF (z, 0) = qFF (z, 0) =

√
3ω0 χ

(3)
1111

8n2
0 κ

FF (z, 0) ∀z ∈ [0, L]

(

FF (z, 0) = qFB(−z, 0) =
√

3ω0 χ
(3)
1111

8n2
0 κ

FB(z, 0) ∀z ∈ [−L, 0]
. (113)

Let us consider the Fourier series decomposition of ψ with respect to the variable z, see (107),

∀z ∈ [−L,L] ∀t ∈ R+ ψ(z, t) =
∑
n∈Z

gn(t) e
iπn z

L . (114)

From (98a) and (99), we have for all z ∈ [0, L] and for all t ∈ R+

FF (z, t) =
∑
n∈Z

(

fn(t) e
iπnz/L FB(z, t) =

∑
n∈Z

(

fn(t) e
−iπnz/L (115)
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where from (104)

(

fn(t) = gn(t) e
iπn

vg
L
t. (116)

We conclude that once equation (109) with boundary conditions (110) and (111) and initial condition
(113) is solved, we deduce the forward and backward components EF and EB of the electric field
thanks to relations (70a) and (70b) where FF and FB are obtain as the sum of the series (115).

In particular, we deduce from Parceval identity that for all t ∈ R+

∥FB(., t)∥2L2([−L,L]) = ∥FF (., t)∥2L2([−L,L]) = 2L
∑
n∈Z

|

(

fn(t)|2

= 2L
∑
n∈Z

|gn(t)|2 = ∥ψ(., t)∥2L2([−L,L]) (117)

It can be useful to introduce the normalized variables

τ = κ t =
vgT

2L
t and θ = π

z

L
(118)

and the corresponding new unknown ψ̃ such that ψ̃(θ, τ) = ψ(z, t) The Lugiato-Lefever equation (109)
for ψ̃ reads

∂ψ̃

∂τ
(θ, τ) = −i

β

2

∂2ψ̃

∂θ2
(θ, τ)− b̄ ψ̃(θ, τ) + i ψ̃(θ, τ)

(
|ψ̃(θ, τ)|2 + 1

π∥ψ̃(τ)∥
2
0

)
+ F (θ, τ) ∀θ ∈ [−π, π]

(119a)
where

∥ψ̃(τ)∥20 =
∫ π

−π
|ψ̃(ζ, τ)|2 dζ (119b)

and

β =
2π2

L2
ā. (119c)

4 Conclusion

We have conducted a comprehensive modeling of light-wave propagation in a fiber Fabry-Perot res-
onator containing a Kerr medium starting from the general set of Maxwell’s equations. We have
highlighted all the mathematical assumptions and transformations, and as far as possible have related
these assumptions to the physical setting of fiber Fabry-Perot resonators, that lead to the Lugiato-
Lefever equation that have recently been proposed to describe in a as simple as practicably possible
way time evolution of the electric field envelope in a fiber Fabry-Perot resonator.

Modeling was conducted in two steps. In a first step, we have shown how we can pass from
Maxwell’s equations to a set of two coupled non-linear partial differential equations for the forward
and backward propagating electric field in the fiber. This set of two coupled equations is not easy
to deal with because the two unknowns are two counter-propagating fields that are related to each
other both by a non-linear term present in each of the two equations and by the boundary conditions
at the two fiber ends. For this reason, a further simplification is introduced in a second step. The
main idea is that assuming that the Bragg mirrors at the two ends of the fiber are identical, it is
possible to expand the two counter-propagating fields in Fourier series expansions with respect to the
propagation variable z with exactly the same Fourier coefficients but with opposite sign frequencies.
By substituting these Fourier series expansions in the preceding set of two coupled non-linear partial
differential equations, we obtain after some simplification in the crossed non-linear terms and after
reforming an appropriate series expansion, the so-called Lugiato-Lefever equation.
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