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Systems with strong electronic Coulomb correlations often display rich phase diagrams exhibit-
ing different ordered phases involving spin, charge, or orbital degrees of freedom. The theoretical
description of the interplay of the corresponding collective fluctuations giving rise to this phe-
nomenology remains however a tremendous challenge. Here, we introduce a multi-channel extension
of the recently developed fluctuating field approach to competing collective fluctuations in correlated
electron systems. The method is based on a variational optimization of a trial action that explicitly
contains the order parameters of the leading fluctuation channels. It gives direct access to the free
energy of the system, facilitating the distinction between stable and meta-stable phases of the sys-
tem. We apply our approach to the extended Hubbard model in the weak to intermediate coupling
regime where we find it to capture the interplay of competing charge density wave and antiferromag-
netic fluctuations with qualitative agreement with more computationally expensive methods. The
multi-channel fluctuation field approach thus offers a promising new route for a numerically cheap

treatment of the interplay between collective fluctuations in large systems.

I. INTRODUCTION

A hallmark of materials with strong electronic
Coulomb correlations are their typically extremely rich
phase diagrams, exhibiting various kinds of ordering phe-
nomena. These result from competing instabilities in-
volving e.g. charge, spin, orbital or pairing fluctuations.
The theoretical description of these collective phenom-
ena remains a challenging issue of computational com-
plexity [1, 2] as well as conceptual difficulty, e.g. the
explicit breaking of symmetries [3, 4]. In this sense, the
interplay of competing electronic fluctuations constitutes
a roadblock to the understanding of the complex phase
diagrams of a wide range of material systems. Construct-
ing simplified methods to study interplaying collective
fluctuations is thus of crucial importance.

The extended Hubbard model [5-8] provides a suitable
framework for investigating the interplay between collec-
tive electronic fluctuations. The physics of this model
is determined by the competition between the local U
and the non-local V' Coulomb interactions. A repulsive
U stabilizes collective spin fluctuations [9], which may
compete with charge fluctuations driven by a strong re-
pulsive V' [10, 11]. The earliest considerations of the ex-
tended Hubbard model were already implicit in the initial
work of J. Hubbard in 1963 [5]. However, the first stud-
ies of the model occurred in the 1970’s, with studies of
the strong [10, 12] and weak coupling limits of the half-
filled one-dimensional (1D) chain [13, 14]. Together with
an access to the intermediate coupling regime by early
numerical exact diagonalization (ED) and lattice Monte
Carlo calculations [15, 16], the phase diagram of the 1D

extended Hubbard model was predicted to be composed
of regions of strong charge density wave (CDW) and an-
tiferromagnetic (AFM) fluctuations, with a CDW-AFM
transition occurring in the vicinity of U = 2V. The tran-
sition was later discovered to be modified in the weak cou-
pling limit by an intermediate bond-order wave (BOW)
state [17, 18].

Extensive studies have been conducted on the extended
Hubbard model for elucidating the interplay between
collective charge and spin fluctuations [12, 14-16, 19—
28].  Considerable insight has been acquired for the
extended Hubbard model on a two-dimensional square
lattice at half-filling with nearest-neighbour interaction
V' [20-26, 29-37], which we study in the current work. It
has been found that this model displays a phase diagram
similar to the one-dimensional counterpart, besides the
apparent lack of an intermediate BOW phase. In partic-
ular, the system reveals a checker-board CDW pattern
which interplays with strong AFM fluctuations in the
vicinity of a CDW-AFM transition line U = 4V [20]. In
a recent work [25] based on the dynamical cluster approx-
imation (DCA) [38-40], the competition near the transi-
tion line has been shown to induce a coexistence region
of charge- and spin-ordered states.

By the Mermin-Wagner theorem [41-43], magnetic or-
dering at finite temperatures is excluded in a broad class
of one- and two-dimensional systems, including the ex-
tended Hubbard model, due to the continuous nature of
the underlying symmetry. Thus, the regime of strong col-
lective AFM fluctuations is strictly speaking not a phase.
However, in our current work the “AFM phase” will refer
to a slightly broader definition of short-range AFM or-



dering, which transforms to a true phase for a quasi-two-
dimensional system. In contrast, the discrete symmetry
of the CDW allows for a true phase transition. In ad-
dition, technically speaking, in the present work, we are
performing calculations for finite systems, where long-
range fluctuations are eventually cut off, so neither the
AFM or CDW state are strictly speaking phases. Nev-
ertheless, in the following, we will refer to both states
as phases, since we are interested in the interplay of the
competing fluctuations corresponding to these orderings.
Our conclusions should thus be understood as applying
either to finite systems replacing the notion of phase by
”state dominated by the respective fluctuations” or to
a quasi-two-dimensional system in the thermodynamic
limit.

Limitations in the treatment of competing collective
fluctuations arise in the currently available approaches
employed for studying quantum lattice systems. Nu-
merically exact methods, such as exact diagonalization
(ED) [1] and lattice Monte Carlo [2] have studied the
interplay between U and V [15, 16, 20, 21] but are re-
stricted to small system sizes and thus cannot address
long-range collective fluctuations. The same problem is
also inherent in cluster extensions of the dynamical mean-
field theory (DMFT) [44-49], such as, e.g., DCA [38-
40]. Diagrammatic methods based on the parquet ap-
proximation [50-55] allow one to account for the inter-
play between charge and spin fluctuations [26] originat-
ing from the two-particle vertex functions in an unbi-
ased and powerful fashion. These vertices are incorpo-
rated with full momentum- and frequency-dependence,
and the approach is thus computationally very expen-
sive, which severally limits its applicability. Advanced
diagrammatic extensions of DMFT [56] are able to de-
scribe long-range fluctuations simultaneously in different
instability channels. In the presence of the non-local
interaction V' this can be done within the dual boson
theory [34, 36, 57-59], the dynamical vertex approxi-
mation (DT'A) [60, 61], the triply irreducible local ex-
pansion (TRILEX) method [62], or the dual TRILEX
(D-TRILEX) approach [27, 28, 63]. However, these fluc-
tuations are usually treated in a ladder-like approxi-
mation, where different instability channels affect each
other only indirectly via self-consistent renormalization
of single- and two-particle quantities.

Current approaches to quantum lattice systems that
are able to capture competing collective fluctuations are
too complicated for broad usage. In this work, we de-
velop a multi-channel generalisation of the fluctuating
field (FF) approach that allows us to incorporate multiple
collective fluctuation channels and their interplay in a nu-
merically cheap way without explicitly breaking the sym-
metry of the model. The FF method was originally intro-
duced for the study of spin fluctuations in the classical
Ising plaquettes [64] and was further developed for single-
and multi-mode treatment of collective spin fluctuations
in the Hubbard model [65-67]. We employ the pro-
posed multi-channel fluctuating field (MCFF) approach

to study the interplay between CDW and AFM fluctu-
ations in the extended Hubbard model on a half-filled
square lattice with a repulsive on-site U and nearest-
neighbour V interactions. We show that the MCFF ap-
proach predicts results for the CDW and AFM phase
boundaries in qualitative agreement with more elaborate
numerical methods. Furthermore, it allows to model
competing collective fluctuations for large system sizes
near the thermodynamic limit. In addition, the method
is able to distinguish between stable and meta-stable col-
lective fluctuations. For this reason, the MCFF approach
allows us to capture the true ground state of the coex-
istence region of CDW and AFM fluctuation that was
obtained in Ref. [25] on the basis of DCA calculations.

II. MODEL

For simplicity, our considerations are limited to a
single-band extended Hubbard model. However, we note
that our approach can be straightforwardly generalised
to more complex single- and multi-band quantum lat-
tice systems. The Hamiltonian of the extended Hubbard
model has the following form:
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In this expression, ég) operators correspond to annihi-

lation (creation) of electrons, where the subscripts de-
note the position ¢ and spin projection o € {1,]}. Our
system is modelled by the hopping ¢ between nearest-
neighbor sites (i,j) on a two-dimensional square lat-
tice. The Coulomb interaction between electronic densi-
ties n,, = é;éw contains the on-site U and the nearest-
neighbor V' components.

The extended Hubbard model (1) displays two sym-
metries of fundamental importance for our considera-
tions: a continuous SU(2) symmetry associated with
spin degrees of freedom and a discrete particle-hole sym-
metry related to charge degrees of freedom. To facil-
itate our later treatments, we include a sketch of the
finite temperature U,V phase diagram of the extended
Hubbard model on the two-dimensional square lattice in
Fig. 1. Within the sketch, we denote the regime of strong
CDW fluctuations (red gradient), with asymptotics of
the CDW phase boundary highlighted, and the regime
of strong AFM fluctuations (blue gradient). The CDW
phase boundary occurs along V = U/8 + cst. at weak
coupling [33], which transforms to V = U/4 at interme-
diate coupling [20], followed by V ~ U + cst. at strong
coupling [29, 34, 36, 57, 68]. At weak coupling the AFM
phase boundary starts at a critical U, which further ex-
tends to the V' = U/4 phase boundary at intermediate
coupling [25]. We restrict our consideration to the weak
to intermediate coupling regime, with the strong coupling
regime being outside the scope of the current work.
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FIG. 1. Sketch of the phase diagram of the quasi-two-
dimensional half-filled extended Hubbard model with repul-
sive interactions U and V at low but finite temperature. Be-
yond a critical local interactions, a regime of dominant an-
tiferromagnetic (AFM) fluctuations is expected, while strong
non-local interactions drive the system into a charge density
wave (CDW) phase. At low U and V, the orderings give away
for a homogeneous paramagnetic (PM) phase. The schematic
phase boundaries of the CDW phase is determined by the
asymptotic expressions V = U/8 + cst. at weak coupling [33],
V =U/4 at intermediate coupling [20, 21] and V ~ U + cst.
at strong coupling [29, 34, 36, 57, 68]. At weak to intermedi-
ate coupling, the AFM regime extrapolates from a critical U
at vanishing V to the V = U/4 phase boundary [25].

The MCFF approach to be introduced in the next sec-
tion is based on a variational principle conveniently for-
mulated within the action formalism. Thus, it is suitable
to rewrite the extended Hubbard model (1) in the form
of the action:

1 N 1 U
S=- ﬁij\f kzy:a ckuo'gky Crpo T+ ﬁ7N qz; PawtP—q,—wl
1
+ 257]\]- Z quqwap—q,—wo"; (2)
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with the inverse temperature  and number of sites V.
Grassmann variables ¢*) correspond to the annihilation
(creation) of electrons, where the subscripts denote the
momentum k and fermionic Matsubara frequency v. The
inverse of the bare (non-interacting) Green’s function
is defined as leyl =iV + p — €, where p is the chemi-
cal potential and ex = —2t(cos kg + cos ky) is the disper-
sion relation for the nearest-neighbor hopping on a two-
dimensional square lattice. For convenience, the interac-
tion parts of the action (2) are written in terms of the

shifted densities pgwo = Nqwe — (Nque)0q,00w,0, Where q
and w are the momentum and bosonic Matsubara fre-
quency indices, respectively. This choice of shift will
be argued for in our later derivation. In our consider-
ations the momentum-space representation for the non-
local interaction is following Vg = 2V (cos g, + cosgy) as
it is limited to only a nearest-neighbour interaction.

III. MULTI-CHANNEL FLUCTUATING FIELD
METHOD

In this section we derive a multi-channel generalisation
of the fluctuating field method that was originally intro-
duced to address the fluctuations in a single (magnetic)
channel [64-67]. We derive the MCFF method by utiliz-
ing a variational approach formulated in Ref. 65, which
allows to incorporate the leading instabilities of the col-
lective fluctuations.

A. Definition of trial action

We define a MC-FF trial action

1
* * —1
S =- ,BN Z Ckl/ogku Ckvo
k,v,o
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that explicitly considers sets of scalar charge (¢ = ¢) and
vector spin (¢ = s € {,y, 2}) fields ¢g, coupled to the
operators pg = ng — (nq)dq e associated with the re-
spective classical (w = 0) order parameters of interest.
Here

1
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where Q is the ordering wave vector, o€ is the identity
and o° is the Pauli spin matrices. The interaction part
of the trial action (3) contains a set of stiffness constants
J¢g that will be determined.

B. Integrating out fermionic degrees of freedom

The trial action (3) has a Gaussian form with respect
to the Grassmann variables ¢*) and classical fields ¢°.
This allows one to obtain an effective action for either
fermionic or classical degrees of freedom by analytically
integrating out the other degrees of freedom. Integrating
out the fermionic degrees of freedom, the effective action



for the classical fields becomes:

Sp=—Trn |Gy, 0Q 00,00
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The trace is taken over the momenta k, Q, frequency v,
and spin o, o’ indices. The effective action (5) depends on
a small number of classical fields qba. For this reason, the
phase diagram that captures the interplay between the
different fluctuating fields can be studied by means of the
free energy Fy corresponding to this action. Importantly,
F4 non-perturbatively incorporates the fluctuations of
the relevant order parameters pg, by allowing the global
minimum of Fy4 to shift away from d)EQ =0.

C. Determination of the stiffness parameters via a
variational principle

In order to determine Jg, we use the Peierls-Feynman-
Bogoliubov variational principle [69-71], as previously
employed for the single-mode FF method [65]. This vari-
ational principle allows one to construct a unique and
unambiguous set of J(CQ which minimizes the functional

F(IQ) = FelJg) + 577 (S = Se)s, (6)

BN

by varying Jg. Here, (...)s, denotes the expectation
value with respect to the effective fermionic action S,
corresponding to the trial action (3) with the classical
fields ¢§Q being integrated out:

SC = ﬂN Z ckuagku Ckvo T 5 Z BNpr Q- (7)

k,v,0

In addition, we have introduced the free energy
Fe(Jg) = —In(2.)/BN, where Z. is the partition func-
tion of the action S.. We finally note that writing the
initial (2) and the trial (3) actions in terms of p° vari-
ables above allows us to keep the bare Green’s function
Ok, identical in both actions, simplifying the variational
treatment. In contrast, another choice of variables would
necessitate a shift in the chemical potential in the trial
action S§* relative the extended Hubbard action S.

For the evaluation of (...)s,, we explicitly rewrite the
expectation value as (see Ref. 65 for details):

(wdse = (()s.)sy, (8)

where the inner expectation value is taken with respect
to the fermionic part of the trial action (3):

Z Ckuagku Crpo t+ Z ¢Qp§—Qﬂ (9)

kl/a

which depends on the classical fields qbﬁg. A useful prop-
erty of the inner expectation value is that Wick’s theorem
applies, as S, is a Gaussian action with respect to the
fermions. Note that for any non-zero value of the clas-
sical field ¢g the term ¢gp° o in the action (9) allows
for the collective fluctuations by breaking the associate
symmetries in the S, sub-system. The symmetries of the
full system S, are, however, retained by ultimately taking
the outer expectation value (...)s,.

In the current work, we limit our considerations to the
collective AFM and CDW fluctuations with Q = (7, )
wave vector that are the leading mode in the half-filled
extended Hubbard model. Our choice to keep only the
main Q mode for each fluctuation on the grounds that the
momentum-space representation for the static lattice sus-
ceptibility X°(q,w = 0) at the transition point between
the normal and the ordered phases usually has the form
of a delta-function-like Bragg peak located at the order-
ing vectors X°(q,w = 0) ~ dq,q (see, e.g. Refs. [27, 28]).
Thus (while a multi-mode FF has been developed to in-
corporate the leading and sub-leading momentum modes
n [66]) we argue that considering only the leading Q-
mode is sufficient for predicting phase boundaries in the
case of strong competing fluctuations.

Given the symmetries of the considered model, the
charge and spin channels are described by two indepen-
dent stiffness constants J§ and Jg that can be obtained
by minimising the corresponding free energy (6) as:

o) (10)
9Jg
This leads to J§ = —U/2 for the stiffness constant in the
spin channel, in agreement with the result of the previous
work [65], and to Jg§ = U/2 + Vq in the charge channel
(see Appendix A for details). Importantly, the employed
variational approach avoids the hidden Fierz ambiguity
in the decoupling of the on-site Coulomb interaction U
between the different fluctuating channels [72-74]. In
this regard, it is interesting to note that the obtained
values of the stiffness constants Jé correspond to the
form of the bare interaction used in the diagrammatic
D-TRILEX approach that resolves the Fierz ambiguity
problem in a completely different way [63, 75, 76]. At
this step, the effective action (5) is fully defined and can
be solved numerically exactly, which allows the approach
to respect the underlying symmetry of the system and
in addition incorporate non-Gaussian fluctuations non-
perturbatively, as will be conducted below.

D. Free energy

In this section we describe the method employed to
investigate the interplay between collective CDW and
AFM fluctuations in the extended Hubbard model us-
ing the developed MCFF method. The phase diagram of
the system can be determined based on the free energy
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FIG. 2. Free energy F(¢°) for the spin (a) and charge (b)
channels. The results are obtained for the half-filled extended
Hubbard model on a square lattice at 8 =10/t and U = 2t
in the vicinity of the CDW-AFM transition point V = U/4,
for a plaquette of 128 x 128 lattice sites. Choice of U,V are
denoted as stars in Fig. 3.

Fo of the effective MCFF action (5), which allows us to
avoid computing the more complex susceptibilities in the
instability channels. In order to find the phase boundary
for the CDW phase, we introduce the free energy F(¢°)
for the respective classical field ®q by integrating out the
spin degrees of freedom ¢¢, numerically exactly:

F(¢) = —ﬁiN In / D¢ exp { - Sylo®, 6]}, (11)

The free energy of the classical vector spin field ¢g, can be
obtained in a similar way by integrating out the ¢g field.
This procedure allows us to construct the free energy for
a single channel that, however, fully accounts for the ef-
fect of collective fluctuations in the other channel that is
integrated out. The introduced free energy has the sta-
bility requirement J¢, < 0 that ensures that F(¢°) has a
global minimum for each ¢°. This requirement limits the
regions in which the different collective fluctuations can
be incorporated within the MCFF scheme. For the con-
sidered extended Hubbard model, the stability require-
ment for the AFM and CDW fluctuations are U > 0 and
V > U/8, respectively. With the method for construct-
ing the free energy within the MCFF theory, we may now
finally generate the U,V phase diagram for the extended
Hubbard model.

IV. RESULTS
A. Phase diagram in the thermodynamic limit

We now focus on the half-filled extended Hubbard
model on a square lattice with repulsive U and V in-
teractions. The numerical MCFF investigation is based

on the construction of the single-channel free energies in
the CDW and AFM channel. A typical behavior of the
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FIG. 3. Phase diagram for the half-filled extended Hubbard
model with repulsive U,V interactions as predicted by the
MCFF approach. The result is obtained at 8 = 10/t for a pla-
quette of 128 x 128 lattice sites. Red and blue areas depict
the CDW and AFM phases, respectively. The correspond-
ing phase boundaries are shown by colored circles. Black
dashed lines describe the asymptotic behavior of the phase
boundaries: V = 0.185 + U/8 for CDW, U = 1.477 for AFM,
and V = U/4 for COW-AFM transitions. The boundaries of
metastable CDW and AFM phases are illustrated by lines
with small square markers. Yellow stars depict the points at
which the free energies shown in Fig. 2 were calculated. For
comparison, the RPA estimate Crpa for the CDW bound-
ary in the U — 0, and the DiagMC estimate Apiagmc for the
AFM boundary in the limit of V' — 0, taken from Ref. [77],
are included in the thermodynamic limit.

introduced single-channel free energy F(¢°) is illustrated
in Fig. 2. In the normal phase, the global minimum of
F(¢°) lies at ¢ = 0. The formation of the ordered phase
is signaled by a shift of the global minimum to a ¢ £ 0
point. In addition to the global minimum, the free energy
may reveal a local minimum that indicates the presence
of a metastable phase. We will discuss the appearance of
the metastable phases below. Finally, we observe a non-
analyticity appearing as a kink in the free energy F(¢°).
It signals a change of behaviour of F(¢°) between the
region in the vicinity of ¢° = 0, where the fluctuations
in the integrated channel are strong, and the region of
¢° # 0, where the fluctuations in the considered channel
are strong. Thus, the observed kink is inherently con-
nected to the interplay between the collective CDW and
AFM fluctuations.

We perform calculations for a plaquette of 128 x 128
lattice sites with periodic boundary conditions, which
can be arguably considered as the thermodynamic limit,
as we do not see any difference in the results com-
pared to the 256 x 256 case. Fig. 3 shows the phase



diagram of the system obtained at S = 10/t. We note
that the MCFF method can also be applied at much
lower temperatures. The choice of § is due to conve-
nience in the comparison to earlier works. Based on
the free energy considerations discussed above, our cal-
culations reveal three phases: a normal (white color), a
CDW (red color), and an AFM (blue color) phase. We
find that in the weak coupling regime U < 1.447 the
CDW phase boundary follows the V' = 0.185 4 U/8 line.
This result is in a perfect agreement with the pertur-
bative estimation V' = Crpa + U/8 [33], where the con-
stant Crpa corresponds to the critical value of the non-
local interaction for the CDW transition VIEJB(}}V obtained
for U = 0 using the random phase approximation (RPA).
The RPA estimate is determined by the critical VI?B(}N
associate with a singularity in the RPA construction of
the charge susceptibility at the (m,7)-point, or equiva-
lently determined by a vanishing RPA dielectric func-
tion. For the considered system, Crps = 0.1847, which
confirms that the MCFF theory correctly captures the
exact U — 0 limit for the CDW phase boundary. The
AFM phase boundary in the weak coupling regime lies
along the U = 1.477 line in agreement with the fluctu-
ating local exchange (FLEX) result obtained for V = 0:
ArLEx = U{}E%d = 8CRrpa. However, FLEX is known to
underestimate the critical interaction for the AFM tran-
sition. For instance, in the thermodynamic limit the ex-
act diagrammatic Monte Carlo (DiagMC) solution gives
Apiagmc =~ 2.5 for 8 = 10/t [77]. Determination of Uéig/[
within FLEX is similar to the RPA estimate of the critical
Vl?faN , associated instead with a divergence of the FLEX
construction of the spin susceptibility at the (, 7)-point.
At moderate interaction strengths, if one considers fluc-
tuations only in one channel and completely disregards
the other channel, the single-channel FF method pre-
dicts the CDW and AFM phase boundary to follow ex-
actly V' = Crpa + U/8 and U = 8Cgrpa, respectively, as
depicted by dashed lines in Fig. 3. The single-channel
FF method thus predicts the weak interaction estimate
to continue into the moderate interaction regime. If
we now consider both fluctuations, the CDW and AFM
phases are mutually exclusive, with the interplay leading
to the system developing a CDW-AFM phase boundary
at V =U/4 in agreement with the mean-field (RPA or
GW [68]) prediction that was also confirmed by numeri-
cally exact techniques [20, 21].

Interestingly, we find that in some regions inside the
CDW and AFM phases besides the global minimum the
free energy F(¢°) reveals a local minimum. The appear-
ance of the local minimum can be associated with the
presence of a metastable (MS) phase. The boundaries
of the metastable phases are depicted in Fig. 3 by red
(MS AFM) and blue (MS CDW) lines with small square
markers. Fig. 2 illustrates a particular example of the
free energy behavior in the regime of strong compet-
ing CDW and AFM fluctuations. In the spin channel
(Fig. 2a)), as V is increased from deep within the AFM
phase the global minimum at ¢® # 0 in the free energy

0.010 1
S
& 0.005 1
0.000 - - . . .
00 01 02 03 04 05 0.6
¢

FIG. 4. Free energy F(¢°) = F(¢°) calculated at the CDW-
AFM transition point U = 2t, V = 0.5¢ for a plaquette of
128 x 128 lattice sites, with different values of the inverse
temperature .

F(¢®) turns into a local minimum above the CDW-AFM
transition point V = U/4, where the CDW ordering be-
comes dominant. The local minimum disappears at the
metastable AFM phase transition point, which for U = 2
corresponds to V' = 0.60. Similar results can be found
for the charge channel (Fig. 2b)): as V decreases from
deep within the CDW phase the metastable CDW phase
appears at the AFM-CDW transition point and vanishes
at U =2,V =0.46.

We note that at the CDW-AFM transition the minima
located at ¢* =0 and ¢° # 0 points correspond to the
same value of the free energy F(¢°). On the contrary, no
metastable solution occurs in the vicinity of the phase
boundaries that separate the normal phase from either
the CDW or AFM phases. This result suggests that the
transitions in the latter case are of second-order, while
the transition between the competing CDW and AFM
phases is of first-order. In addition, we find that the spin
and charge channels are degenerate (F(¢°) = F(¢°))
along the CDW-AFM transition line, which indicates
that the two instabilities are mutually exclusive. If these
free energies were not identical at the transition point,
one channel would be energetically favorable. Fig. 4
shows the behavior of the free energy F(¢°) at the CDW-
AFM transition point U =2, V = 0.5 for different tem-
peratures. We observe that at high temperature corre-
sponding to 8 = 4/t the AFM and CDW fluctuations are
suppressed, and the free energy has only one minimum
at ¢° = 0: the normal phase. Upon lowering the temper-
ature the second minima develops at ¢° # 0 and prop-
agates to larger values of ¢°, corresponding to the in-
crease of the strength of corresponding fluctuations. We
also observe that the free energy barrier between the two
minima increases with decreasing temperature. A larger
energy barrier allows for a more stable coexistence of the
two phases associated with ¢¢ = 0 and ¢° # 0. It should
be emphasized, however, that the two channels are de-
generate and that the minima at ¢* = 0 and ¢° # 0 have
the same energy only at the CDW-AFM transition point.



(a)

0.6
0.5- cbw
0.4 128 x 128

£
>
0.31 AFM
0.21 128 x 128
—
s 8x8
0.11 s 6x6

Adud  Apiagmc

L

s 4%x4

0-0 T T T T T
0.0 0.5 1.0 15 2.0 2.5

urst

MS CDW

128 x 128

MS AFM

128 x 128

| —

s 8x8

+ 6X6

Adud  Apiagmc

L

00 05 10 15 20 25
U/t

s 4x4

FIG. 5. Stable (a) and metastable (b) AFM (blue) and CDW (red) ordering boundaries predicted by the MCFF approach for
the half-filled extended Hubbard model on 4 x 4, 6 x 6, 8 x 8, and 128 x 128 plaquettes at 8 = 10. The dashed line specifies
the mean-field estimate for the CDW-AFM phase boundary V = U/4. For comparison, the RPA estimates Crpa and Chpa
for the CDW boundary in the U — 0 in the thermodynamic limit and for a 8 x 8 plaquette, respectively, are included. In
addition, the DiagMC estimate Apiagmc, taken from Ref. [77], and the QMC estimate Agﬁc for the AFM boundary in the
limit of V' — 0 are included in the thermodynamic limit and for a 8 x 8 plaquette, respectively, are included.

Away from this point one of the two solutions becomes
metastable, which means that one of the CDW or AFM
phases always dominates. Distinguishing between sta-
ble and metastable solutions is not a trivial problem,
and even the more elaborate DCA method in the regime
of strong competing CDW and AFM fluctuations pre-
dicts a coexistence between these two mutually exclusive
phases [25]. Thus, the ability to distinguish between the
stable and the metastable phases is an advantage of the
MCFF method.

B. Evolution of the phase diagram with the system
size

The MCFF approach can also be applied to small sys-
tems, where its performance can be compared to the ex-
act Monte Carlo calculations. Fig. 5 displays the stable
(a) and metastable (b) ordering boundaries for AFM and
CDW phases for 4 x 4, 6 x 6 and 8 x 8 plaquettes, in ad-
dition to the previously considered 128 x 128 plaquette
near the thermodynamic limit. For all system sizes the
MCFF approach extrapolates the AFM and CDW order-
ing boundaries between weak coupling results obtained
respectively on the basis of FLEX calculations and per-
turbative estimations, and the asymptotic behavior of
the CDW-AFM phase boundary at intermediate coupling
predicted by mean-field theories. A region of coexisting
stable and metastable ordering is observed for all system

sizes. Phase boundaries of the coexistence region appears
converged for the 128 x 128 plaquette, indicating its sta-
bility in the thermodynamic limit.

In order to gain insight into the performance of the
MCFF approach with inclusion of collective AFM and
CO fluctuations, we now perform a comparison with re-
spect to numerically exact QMC simulations. For a 8 x 8
plaquette, QMC simulations give us Aaﬁc =2.05+0.05
for 5 = 10. By a comparison to the MCFF prediction of
U‘éil(\)/[ = 1.225, we find a significant overestimation of the
critical interaction U for the AFM phase boundary. This
observation is consistent with our result for the 128 x 128
plaquette and can be related to dynamical correlation ef-
fects that are not incorporated within the approach. In
contrast, the MCFF method accurately determines the
CDW phase boundary at small U, with the MCFF pre-
diction for the critical interaction V(?B(}N coinciding with
the RPA result Crpa for all plaquettes sizes.

V. CONCLUSION

We have introduced a multi-channel extension of the
FF approach to address interplaying collective fluctua-
tions for correlated electronic systems, based on a vari-
ational optimization of a trial action respecting the un-
derlying symmetries of the system. Exploiting this nu-
merically cheap method, we are able to study compet-
ing CDW and AFM fluctuations in the half-filled ex-



tended Hubbard model of a large system size. The
MCFF method predicts a repulsive U — V' phase dia-
gram in qualitative agreement with more costly methods.
Our approach correctly captures the U — 0 limit for the
CDW phase boundary, which is a non-trivial problem for
computationally heavy cluster-based DMFT techniques
due to the cluster size limitations. In addition, at inter-
mediate interactions a first-order CDW-AFM transition
U = 4V is captured in agreement with numerically exact
methods. A quantitative agreement is observed with re-
spect to DCA simulations [25], with both approaches ob-
serving a coexistence region of collective AFM and CDW
fluctuations. The coexistence regions display a strength
of the MCFF approach, as it allows direct access to dis-
tinguish between the stable and metastable phases. The
general nature of the MCFF theory makes it a promising

tool for studying the interplay of collective fluctuations
in strongly interacting electronic systems.
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Appendix A: Variational Principle

In this appendix we present a detailed derivation of the stiffness constant Jé.

To this aim we apply the Peierls-

Feynman-Bogoliubov variational principle that maps the initial problem (2) on the trial action (7) by minimizing the

free energy F(Jg) (6) with respect to variations in Jg,.

FIY) = FolTy) + -

U 1 Vy 1Jg
+ ﬂil\f <5]V ;pqw’rpfqﬁwi + ) qzw ﬁpqu*q’*w - Z 9 BNprQ
; ; S

The free energy can be explicitly rewritten as:

(A1)

c

Now exploiting Eq. (8), we may rewrite the local interaction term explicitly using Wick’s theorem as:
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where for convenience we have employed a real-space representation for the interaction term. Rewriting the term in

the Fourier basis, we arrive at:

1 U c c —s —s
Z(]<pj‘l"]\pj‘l'$>$C = BiN Z Z <<pqw>$€ . <p7q,7w>se - <pqw>se . <p7q
3T q,w

(A3)
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Similarly, we may rewrite the non-local interaction term approximately using Wick’s theorem as:

1
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where i # j. Note that at the last line of this equation we have dropped the sub-leading non-local expectation values
scaling as 1/N, see Ref. [65]. Rewriting the term in the Fourier basis, we arrive at:

1
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Similarly, we approximately evaluate the expectation value of the interaction in the MCFF action as:

s ) =3 (), o

The form of the MCFF action S, (9) only allows for certain quasi-momentum modes of the local and non-local inter-
action terms to contribute to the free energy. Specifically, only the classical (w = 0) component with the momentum
q = Q contributes to the average of the shifted density: (pg.,)s. = (pg)s.. Thus, the free energy (Al) takes the
following form:

=i gy (585 (- gip (5o B) ),

The stiffnesses Jé may now be constructed by the proposed variational approach, by varying the free energy F (Ja)

with respect to Ja, ie. 0F/0Jg = 0. We thus identify Jg =

tion of the stiffness constants J%.

f% and Jg = % + Vq. This completes the determina-
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