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ChatGPT is a language generation model developed by 
OpenAI that is able to generate text based on the input it 
receives [1]. The new concern is an Artificial Intelligence 
(AI)-powered chatbot being able to generate intelligent “sci-
entific” texts in response to prompts or questions from its 
users. As such, with its ability to understand and generate 
human language, ChatGPT can assist researchers in a variety 
of tasks such as literature review, data analysis and even the 
creation of new hypotheses.

When the chatbot is asked to tell us something about our 
journal, it responds with the following text—which we can 
say has been written in a technically well-designed man-
ner with fluent language and a natural feel, although not 
fully comprehensive and not perfectly descriptive: “Knee 
Surgery, Sports Traumatology, Arthroscopy (KSSTA) is a 
peer-reviewed medical journal that covers research related 
to the diagnosis, treatment and rehabilitation of knee injuries 
and disorders. The journal is published by Springer and it is 
intended for orthopaedic surgeons, sports medicine physi-
cians and other healthcare professionals who specialise in 

knee surgery and sports traumatology. The journal publishes 
original research articles, review articles, case reports and 
surgical technique articles in the areas of arthroscopy, liga-
ment and cartilage injuries, meniscus injuries, osteoarthritis 
and knee joint replacement. The KSSTA is an international 
journal and it publishes articles from authors all over the 
world. The journal is indexed in various databases such as 
PubMed, Scopus and Web of Science (answer by ChatGPT 
on 21 January 2023, https://​openai.​com).

One of the advantages of using ChatGPT in research 
may be its potential ability swiftly and accurately to analyse 
large amounts of data which may include scientific articles 
and medical reports, as well as patient records, all of which 
can provide novel insights into the causes, symptoms and 
treatment options for orthopaedic and sports medicine con-
ditions. Through the use of natural language processing 
(NLP) techniques, ChatGPT is supposedly able to extract 
relevant information from the texts and present it in a struc-
tured format. Another different application of ChatGPT is 
the potential to assist in the creation of novel hypotheses for 
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researchers. Through the analysis of existing research and 
the identification of gaps in knowledge, ChatGPT might be 
able to generate new ideas for further investigation which 
may save researchers time and resources.

Moreover, ChatGPT could also assist in the development 
of clinical decision, support systems through the analysis of 
patient records and the identification of common patterns. 
With the help of ChatGPT, a number of authors have already 
included the AI tool as a co-author as such crediting Chat-
GPT [2, 3]. However, not all scientists and authors agree, as 
Thorp [4] recently stated that “ChatGTP is fun, but not an 
author” [5].

However, scientists must be extremely aware of the 
potential problems and disadvantages of using ChatGPT 
in the field of research—also specifically in the case of 
orthopaedic and sports medicine research and science. It 
is a fact that ChatGPT could be used to generate manu-
scripts that are as such potentially seen as plagiarised con-
tent due to the authors not having written the text them-
selves. Another example of potential hazardous use is that 
researchers input a passage or passages of a text from a 
previously published article with ChatGPT generating a 
text that is highly similar to it. Additionally, ChatGPT 
could also be used to generate text that is almost identical 
to previously published research, which could be used to 
manipulate the results of a study or mislead researchers 
and readers. A recent study [6] published on a preprint 
server analysed whether human reviewers were able to 
distinguish original scientific abstracts from AI-generated 
abstracts written by ChatGPT. Blinded reviewers reported 
difficulty distinguishing between human-written and AI-
generated abstracts. In fact, ChatGPT was able to mislead 
blinded reviewers in 32% of abstracts generated by the AI 
bot. The dangers and disadvantages—besides the plagia-
rism issue—are that the generated texts can consist of a 
lack of context (ChatGPT is trained on a large dataset of 
text but may not have enough information about a specific 
case), inaccuracy, bias (the data used to train ChatGPT 
may contain biases) and a lack of understanding of the 
nuances related to medical science(s) and language. The 
AI bot could underestimate the importance or novelty of 
articles on some issues, which are fewer in number. This 
could cause some potentially important aspects of new 
research findings to be overlooked or the hints obtained by 
novel research data not to be seen. The AI bot could there-
fore limit researchers with a more generalised perspective 
rather than a quality-based assessment of the present data. 
To avoid the above-mentioned pitfalls, it is important to 
advise the potential users of ChatGPT to utilise the tool 
responsibly and always correctly cite any sources used. 
The related concerns that are currently being raised are 
the extent to which current plagiarism checkers embed-
ded in Editorial Managers of journals are able to identify 

plagiarism arising from the use of ChatGPT. As the con-
ventional plagiarism detection tools, these may not be 
sufficient and/or sensitive enough appropriately to detect 
plagiarism arising from chatbots. Consequently, as mem-
bers of the scientific community and editors of the KSSTA 
journal, we should advocate the incorporation of more 
sophisticated tools for the determination of how likely it is 
that the submitted content is human generated or AI gener-
ated. Consequently, the KSSTA journal will include output 
detectors to detect AI-generated manuscript(s) in the near 
future. Moreover, at this stage of the initial discussion, 
we recommend not using ChatGPT in articles submitted 
to the KSSTA. If it is nevertheless used, it needs to be 
acknowledged when submitting a manuscript to a journal 
(of any kind). As a scientific community, we need to define 
the way research is added by AI in many ways, but in par-
ticular by chatbots. There are many good scientific practice 
questions to be considered, as well as ethical considera-
tions. The discussion has just started and will continue.
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