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# Ab initio investigations of circularly polarised luminescence in Samarium(III)-based complexes $\dagger$ 

Maxime Grasser (i) and Boris Le Guennic (D)*


#### Abstract

The present study aims to gain insight into the circularly polarised luminescence (CPL) of lanthanide complexes through the angle of one of their elements, namely Samarium. The simulation of luminescent properties of Samarium(III) complexes remains a challenge for computational chemistry, considering the multiconfigurational character of the electronic structure, the importance of the spin-orbit coupling and the fact that its emissive level is high in energy and preceded by numerous states of various multiplicity. Herein, a methodology based on CASSCF/RASSI-SO calculations is exposed and applied to simulate the CPL properties of two different Samarium(III) complexes, presenting either a rigid or a flexible architecture around the centre ion.


## 1 Introduction

Once a light emitter compound is chiral, the light that it emits is circularly polarised with different left- and right-handed polarisation intensities. This phenomenon is called circularly polarised luminescence (CPL) and is a feature of chiral compounds. Usually, it is described as the difference in intensity of the left- and right-handed polarised emitted lights. ${ }^{1}$ The first reported measurements can be attributed to Samoilov for a crystal of sodium uranyl acetate in $1948^{2}$ and to Emeis and Oosterhoff for a bicyclic ketone in $1967 .{ }^{3}$ Since, noteworthy improvements have been made in experimental measurements ${ }^{4,5}$ and the research field on CPL has steadily progressed, bringing many applications in its wake. Among them, one can mention circularly polarised lightemitting diodes, ${ }^{6}$ probes of chiral environments ${ }^{7}$ and security inks. ${ }^{8}$

Lanthanide complexes emerged as a significant class of compounds in this field, by exhibiting stronger CPL signals than transition-metal complexes or organic compounds. ${ }^{9}$ To characterise CPL signals, the dissymmetry factor is usually used and corresponds to $g_{\text {lum }}=2\left(I_{\mathrm{L}}-I_{\mathrm{R}}\right) /\left(I_{\mathrm{L}}+I_{\mathrm{R}}\right)$ where $I_{\mathrm{L}}$ and $I_{\mathrm{R}}$ stand for the intensity of the left- and right-handed circular emission. ${ }^{10,11}$ The highest value reported to date, $g_{\text {lum }}=1.38$, is still ascribed to the ${ }^{5} \mathrm{D}_{0} \rightarrow{ }^{7} \mathrm{~F}_{1}$ transition at room temperature (RT) and at 598 nm for the Cesium tetrakis(3-heptafluoro-butylryl-(+)-camphorato) Europium(III) complex. ${ }^{12}$ This transition is particularly well-suited since it satisfies the magneticdipole selection rule. ${ }^{13}$ Nevertheless, two limiting mechanisms are steadily mentioned to explain a non-vanishing electric dipole transition moment for lanthanide complexes: static

[^0]coupling and dynamic coupling. ${ }^{14,15}$ The first implies a mixing between the 4 f and the $n \mathrm{~d}$ and $n g$ orbitals to provide odd-parity interconfigurational character to overcome the parity rule. It is possible when the organisation of the first coordination sphere around the lanthanide ion is at the origin of the chirality. ${ }^{16}$ The second refers to the induction of electric dipole moments in the surrounding ligands by the electric quadrupole transition moment centred at the lanthanide ion. As such, ligandcentred electric dipole moments couple with one another and the component of the coupling can constructively interact with lanthanide-centred magnetic dipole transition moment to give rise to the CPL signal. ${ }^{17}$ Beforehand, it is also necessary to mention the multiconfigurational character of the electronic description of lanthanide complexes as well as the dominance of the spin-orbit (SO) coupling in comparison with the effect of the crystal field. All of these points can make the interpretation of CPL spectra tricky, and theoretical chemistry can help to provide insight into the observed photophysics. However, the theoretical description suffers also from the complexity of the involved phenomena and requires a high level of calculations.

Among the visible-emitting 4f-elements, the CPL of Europium(III) ${ }^{12,18-23}$ and Terbium(III) ${ }^{24-26}$ has been more widely studied than other lanthanide ions. ${ }^{9}$ The main reason is the fact that the luminescence of these two ions is less sensitive to vibrational deactivation by high-energy oscillators, and, consequently, presents the largest quantum yields. However, Samarium(III), with Dysprosium(III), are the next two ions usually recognised for emitting visible light in the 4 f series. ${ }^{27}$ Thus, it appeared relevant to dedicate a first theoretical analysis of the CPL of this element. The characteristic ${ }^{4} \mathrm{G}_{5 / 2} \rightarrow{ }^{6} \mathrm{H}_{J}$ (with $J=5 / 2,7 / 2$, and 9/2) transitions of Samarium(iII) all fall within the $18100-15200 \mathrm{~cm}^{-1}$ region and the crystal-field components of these three ${ }^{6} \mathrm{H}_{J}$ sextets lead to non-overlapping emission manifolds, allowing each level-to-level transitions to be
a)

b)


Fig. 1 Structures of $\left[S m^{\text {III }}(\text { cryptate })\right]^{3+}$ (a) and Sm ${ }^{\text {II }}(\text { hfac })_{3}\left({ }^{( } \operatorname{Pr}\right.$-PyBox) (b) obtained from DFT structural optimisation, computed at ZORA-PBEO/TZP. Colour code: sea-green, Sm; red, O; blue, N; grey, C; lightgreen, F; white, H.
separately characterised and analysed. According to Richardson's selection rules, transitions to $J=5 / 2$ and $7 / 2$ should have a stronger CPL signal than the transition to ${ }^{6} \mathrm{H}_{9 / 2}$ and all of them have a stronger dependence of the SO than of the CF. ${ }^{13}$ Among the available experimental studies, ${ }^{19,25,26,28-36}$ we retained our attention on two complexes. ${ }^{37,38}$ The first complex, $\left[\mathrm{Sm}^{\text {III }} \text { (cryptate) }\right]^{3+}$ (Fig. 1a), is a Samarium(III) cryptate 8 -coordinated by two bipyridine units and one tether derived from a $N-N^{\prime}$-dioxide bipyridine unit modified by the attachment of $(S, S)$-2,3-butanediol. ${ }^{37}$ It is charged +3 (neutralised by chloride counter-ions) and interestingly its structure is rigid and acts like a shielding for the $\mathrm{Sm}(\mathrm{III})$ ion from the surrounding molecules. The second complex, $\mathrm{Sm}^{\text {III }}(\mathrm{hfac})_{3}$ ( ${ }^{\text {Pr-PyBox) (Fig. 1b), is 9-coordinated and made of three achiral }}$ hexafluoroacetylacetonate (hfac) units and a pyridine bisoxazoline (PyBox) which is turn on chiral by the addition of two iso-propyl groups, i.e. the (X)-2,6-bis(4-isopropyl-2-oxazolin-2-yl) pyridine with $\mathrm{X}=R, S$ ( ${ }^{\mathrm{i}} \mathrm{PrPyBox}$ ). ${ }^{38}$ The complex is neutral and highly flexible. Both $\operatorname{Sm}(\mathrm{III})$-based complexes are structurally different while both exhibited intense CPL signal at RT in solution, with a characteristic $g_{\text {lum }}$ value of +0.13 at 560 nm and +0.18 at 595 nm for the first and second complex, respectively.

We propose in this article to simulate the CPL of these two complexes. Previous theoretical studies on $\mathrm{Eu}(\mathrm{III})$ and $\mathrm{Yb}(\mathrm{III})$ let developing us a methodology to simulate the CD and CPL of lanthanoid complexes. ${ }^{39-42}$ It implies Complete Active Space Self-Consistent Field (CASSCF) and Restricted Active Space SCF (RASSCF) calculations and homemade post-treatment to simulate the chiroptical properties. ${ }^{43,44} \mathrm{~A}$ first focus will be made on the number of configurations required in the description of the electronic structure of the $\left[\mathrm{Sm}^{\mathrm{III}}(\text { cryptate })\right]^{3+}$ complex. Calculations for the mentioned analysis were done in gas phase and the influence of the solvent will be discussed shortly based on applied dielectric models. Next, physical interpretations of the recorded spectrum will be presented in the light of the calculations. Lastly, with the established results for the quite rigid $\left[\mathrm{Sm}^{\text {III }}\right.$ (cryptate) $\left.)\right]^{3+}$, a similar procedure will be applied to the $\mathrm{Sm}^{\text {III }}(\mathrm{hfac})_{3}{ }^{\text {( }}$ Pr-PyBox) complex, in order to gain insight into its CPL signals as well.

## 2 Computational details

The two studied systems have been optimised using Density Functional Theory (DFT) through Amsterdam Density Functional
software package (AMS version 2022.103). ${ }^{45-47}$ The geometry of the complex $\left[\mathrm{Sm}^{\text {III }} \text { (cryptate) }\right]^{3+}$ has been built on the basis of previous DFT optimisations ${ }^{48}$ but adapted for a tether derived from a ( $S, S$ )-2,3-butanediol. Following the nomenclature of this previous study, our guess geometry corresponds to the ( $R, R, R_{\mathrm{a}}$ ) conformation. DFT optimisations were performed with the zeroth order regular approximation (ZORA) ${ }^{49,50}$ along with the hybrid functional PBE0 ${ }^{51,52}$ with $25 \%$ of exact exchange and the atomic basis set corresponding to the triple- $\zeta$ polarised Slater-type orbital (STO) all-electron basis set with one set of polarisation functions for all atoms (TZP). ${ }^{53}$ Once the geometry of the $\left[\mathrm{Sm}^{\text {III }} \text { (cryptate) }\right]^{3+}$ complex was obtained in gas phase, it has been optimised in a solvent model of methanol. To do so, we used the COSMO model implemented in ADF i.e. a molecule-shaped cavity of a dielectric medium reproducing methanol. ${ }^{54,55}$ For the $\mathrm{Sm}^{\text {III }}(\mathrm{hfac})_{3}\left({ }^{\mathrm{i}} \mathrm{Pr}\right.$-PyBox) complex, the starting geometry for the DFT optimisation was the X-ray structure of the Terbium(III) version of the complex published by Yuasa et al. and for which we have replaced $\mathrm{Tb}(\mathrm{III})$ by $\operatorname{Sm}\left(\right.$ III). ${ }^{19}$ The same level of DFT as for $\left[\mathrm{Sm}^{\text {III }} \text { (cryptate) }\right]^{3+}$ has been applied for the optimisation. Nevertheless, the dielectric constant of the dichloromethane was used instead of the methanol to mimic the effect of the solvent on the geometry of the complex.

For evaluating CPL properties on these geometries, stateaverage (SA) complete-active space (CAS) ${ }^{56,57}$ and restrictedactive space (RAS) ${ }^{58,59}$ self-consistent field (SCF) approaches were used with the OpenMolcas software package (version 19.11). ${ }^{60}$ The all electron atomic natural orbital relativistic with core correlation (ANO-RCC) basis sets have been employed with the following contraction for Sm [25s22p15d11f4g2h/8s7p4 d3f2g1h], for O and N [14s9p4d3f2g/4s3p2d], for C [14s9p4d $3 f 2 g / 3 s 2 p 1 d]$, for $F$ [14s9p4d3f2g/3s2p], and for $H$ [ $8 s 4 p 3 d 1 f /$ $2 \mathrm{~s}] .{ }^{61-63}$ For a given spin multiplicity the calculations were first performed at the scalar relativistic (SR) level using the secondorder Douglas-Kroll-Hess scalar relativistic Hamiltonian. ${ }^{64-67}$ The SO coupling was then introduced by a state interaction (SI) within the basis of spin-orbit free states using the restricted active space state interaction (RASSI) approach ${ }^{68}$ and based on SO coupling integrals calculated using the atomic mean-field integrals (AMFI) approximation. ${ }^{69}$ The number of configuration state functions (CSFs) to take into account in the RASSI approach is studied in section 3.1 for the $\left[\mathrm{Sm}^{\text {III }}(\text { cryptate })\right]^{3+}$ complex. The group of CSFs from the three different spin multiplicities (sextet, quartet and doublet for $\operatorname{Sm}($ III) ) were built on energetic consideration. SA-CAS(5,7)SCF/RASSI-SO calculations have been realised by including in the active space five electrons spanning the seven 4 orbitals of $\operatorname{Sm}$ (III) (represented in Fig. S1 in ESI $\dagger$ ). These calculations were extended by RASSCF calculations through the inclusion of a $\pi$ and a $\pi^{*}$ orbital (Fig. S2 in ESI $\dagger$ ) of the tether (SA-RAS[7,1,1,1,7,1]SCF/RASSISO), the inclusion of two $\pi$ and two $\pi^{*}$ orbitals (Fig. S3 in ESI $\dagger$ ) of bipyridine units (SA-RAS[9,1,1,2,7,2]SCF/RASSI-SO) and by the inclusion of the five 5 d orbitals of Sm (iII) (Fig. S4 in ESI $\dagger$ ) (SA-RAS[5,0,1,0,7,5]SCF/RASSI-SO). The notation used is $\operatorname{RAS}[n, l, m, i, j, k]$ where $i, j$ and $k$ correspond to the number of
orbitals in the RAS1, RAS2 and RAS3 spaces, respectively, $n$ is the number of active electrons, and $l$ and $m$ are the number of holes and particles created in the RAS1 and RAS3 spaces, respectively. ${ }^{58,59}$ Based on the adapted number of CSFs retained for [Sm ${ }^{\text {III }}$ (cryptate) $]^{3+}$ complex, similar SA-CAS(5,7)SCF/RASSI-SO have been done for the $\mathrm{Sm}^{\text {III }}(\mathrm{hfac})_{3}\left({ }^{\mathrm{j}} \mathrm{Pr}-\mathrm{PyBox}\right)$ complex.

These CASSCF and RASSCF calculations let us obtain the transition dipole moments required to calculate the rotatory strength proportional to the CPL signal. ${ }^{43,44}$ For an isotropic sample, the rotatory strength between an initial state $i$ and a final state $f$ corresponds to the scalar product between the electric dipole transition moment $\mu_{i f}$ and the magnetic dipole transition moment $\mathbf{m}_{f i}$. With the electric dipole operator expressed like $\hat{\mu}=-\mathrm{e} \sum_{k} \hat{r}_{k}$ and the magnetic dipole operator like $\hat{m}=-e \hbar /\left(2 m_{\mathrm{e}}\right) \sum_{\mathrm{u}}\left(\hat{L}_{\mathrm{u}}+g_{\mathrm{e}} \hat{S}_{\mathrm{u}}\right)$, the expression of the rotatory strength in the length representation is: ${ }^{70}$

$$
\begin{equation*}
R_{i f}=\langle i| \hat{\mu}|f\rangle\langle f| \hat{\mathrm{m}}|i\rangle \tag{1}
\end{equation*}
$$

Following eqn (1), rotatory strengths were calculated at 0 K . To mimic the influence of the temperature, a Boltzmann averaging of the calculated rotatory strengths was carried out using the calculated energies of the three Kramers doublets of the emissive spectroscopic level ${ }^{4} \mathrm{G}_{5 / 2}$ by solving the following equations:

$$
\left\{\begin{array}{l}
\frac{N_{1^{\prime}}}{N_{0^{\prime}}}=\exp \left(\frac{E_{0^{\prime}}-E_{1^{\prime}}}{k_{\mathrm{B}} T}\right)  \tag{2}\\
\frac{N_{2^{\prime}}}{N_{0^{\prime}}}=\exp \left(\frac{E_{0^{\prime}}-E_{2^{\prime}}}{k_{\mathrm{B}} T}\right) \\
N_{\mathrm{tot}}=N_{0^{\prime}}+N_{1^{\prime}}+N_{2^{\prime}}
\end{array}\right.
$$

Lastly, to provide a shape to the simulated spectra, rotatory strengths were scaled with the following Gaussian function:

$$
g(E)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left(\frac{-(\Delta E)^{2}}{2 \sigma^{2}}\right)
$$

using a full width at half maximum of $228 \mathrm{~cm}^{-1}$ for the $\left[\mathrm{Sm}^{\text {III }} \text { (cryptate) }\right]^{3+}$ complex and $76 \mathrm{~cm}^{-1}$ for the $\mathrm{Sm}^{\text {III }}$ (hfac) $3_{3}{ }^{\text {i }} \mathrm{Pr}$-PyBox). This allows an easier comparison to the experimental spectra and the difference of full width at half maximum originates in the different resolutions of their experimental spectrum. For comparison between calculated and experimental spectra, where relevant, energetic shifts have been applied to align a selected transition and thus facilitate comparison between spectra.

## 3 Results \& discussions

### 3.1 Setting up of the methodology for [ $\mathrm{Sm}^{\text {III }}$ (cryptate) $]^{3+}$ number of CSFs required from CASSCF calculations

To simulate the CPL of a compound, you need at least to obtain the electronic description of the emissive states. For $\operatorname{Sm}($ III $)$ complexes that corresponds to the three $m_{J}$ sublevels of ${ }^{4} \mathrm{G}_{5 / 2}$ at room temperature (RT) (see Scheme 1). To achieve the description of excited states there is no rule concerning the number of


Scheme 1 Schematic diagram of the energetic splittings of the lowest states of a $4 f^{5} \mathrm{Sm}(I I I)$ complex with successive adding of scalar relativistic (SR), spin-orbit (SO) and crystal-field (CF) interactions.
configuration state functions (CSFs) that you are supposed to consider in the RASSI procedure of multiconfigurational selfconsistent field calculations. In the present section, we propose to analyse this issue on the rigid $\left[\mathrm{Sm}^{\text {III }} \text { (cryptate) }\right]^{3+}$ complex at SA-CAS(5,7)SCF/RASSI-SO level of theory first, including a comparison with experimental data.

The electronic states of $\operatorname{Sm}(\mathrm{III})$ complexes take three spin values ( $5 / 2,3 / 2$, and $1 / 2$ ) which require a CASSCF procedure for each of them, as detailed in the Computational Details. In the case of a CAS(5,7)SCF calculation 21 sextets, 224 quartets and 490 doublets can be described by CSFs. Based on energetic considerations three selections have been used in the RASSI approach to simulate the CPL of the complex (Table 1). The first one (RASSI 1) consists of 18 sextets, 48 quartets and no doublets. That could make sense because the target transitions involve only sextet and quartet Kramers doublets at first glance if one forgets SO coupling. Then, if one wants to consider more sextets and quartets for $\operatorname{Sm}($ III $)$, it appears important to consider doublets at least because they start to complete the electronic state diagram in higher energy. Thus, the compositions of 21, 108, 32 (RASSI 2) and 21, 163, 238 (RASSI 3) were also considered and compared to a last RASSI approach made by all possible CSFs (RASSI 4). A spectral comparison, energetically

Table 1 Number of CSFs considered by spin multiplicity in the various CAS( 5,7 )SCF calculations performed on $\left[\right.$ Sm $^{\text {III }}(\text { cryptate) }]^{3+}$

| Spin multiplicity | RASSI 1 | RASSI 2 | RASSI 3 | RASSI 4 |
| :--- | :--- | :--- | :--- | :--- |
| 6 | 18 | 21 | 21 | 21 |
| 4 | 48 | 108 | 163 | 224 |
| 2 | 0 | 32 | 238 | 490 |



Fig. 2 Simulated CPL spectra at SA-CAS(5,7)SCF/RASSI-SO level of [Sm ${ }^{\text {III }}$ (cryptate) $]^{3+}$ with various numbers of CSFs for each spin multiplicity: RASSI 1 (orange) RASSI 2 (red) RASSI 3 (blue) RASSI 4 (green). Calculated rotatory strengths indicated as "stick" spectra. Experimental spectrum in black dotted lines. Energetic shifts of $3775 \mathrm{~cm}^{-1}$ for orange and red and of $4613 \mathrm{~cm}^{-1}$ for blue and green spectra have been applied.
shifted to be compared with the experimental spectrum, is drawn in Fig. 2 (row spectra are available in ESI $\dagger$ Fig. S5). It appears clearly that doublets need to be added to establish electronic states at SR-SO-CF level. The results from RASSI 2 are closer to the ones of RASSI 1, and both are different from RASSI 3 and 4 as well as the experimental spectrum. Nevertheless, all CSFs did not need to be computed to achieve a reliable description of the electronic structure able to simulate the targeted optical properties of the Samarium(III) complex. Indeed, the simulated CPL of RASSI 3 is similar to that of RASSI 4 and good agreement with experimental data is achieved at least for wavelengths under 590 nm .

CASSCF vs. RASSCF calculations. While it is possible to compute all CSFs at the CAS $(5,7)$ SCF level regardless of their spin multiplicity, this tends to quickly exceed the computational resources for RASSCF calculations. Three different RASSCF calculations were done (see Computational details) and following a similar procedure to the CASSCF one, several selections of multiplets led to different RASSI calculations for each RASSCF. For all these calculations, the simulated CPL spectra are presented in Fig. S6-S8 (ESI $\dagger$ ) and the different numbers of CSFs kept in the calculations are specified in the caption. The selected numbers of CSFs were close to these presented in Table 1 and similar evolutions of the CPL spectra have been found regarding the numbers of CSFs. Thereby, to simulate the CPL of this $\operatorname{Sm}$ (III) system, at least one hundred doublets and the according number of sextets and quartets seem required to achieve a correct description. Indeed, spectra in orange and red in Fig. S6-S8 (ESI $\dagger$ ) with either no or 32 doublets behave similarly as RASSI 1 and 2 in Fig. 2 while they highly differ with calculations including more doublets.

It is interesting that all performed CASSCF and RASSCF calculations do not lead to major changes in the results, once


Fig. 3 Simulated CPL spectra at SA-RAS[5,0,1,0,7,5]SCF/RASSI-SO (blue), SA-RAS[7,1,1,1,7,1]SCF/RASSI-SO (red), SA-RAS[9,1,1,2,7,2]SCF/RASSI-SO (green) and SA-CAS(5,7)SCF/RASSI-SO (yellow) level of theory. Calculated rotatory strengths indicated as "stick" spectra. Experimental spectrum in black dotted lines. Energetic shifts of $4587 \mathrm{~cm}^{-1}$ for blue, of $2793 \mathrm{~cm}^{-1}$ for red, of $3533 \mathrm{~cm}^{-1}$ for green and of $3726 \mathrm{~cm}^{-1}$ for yellow spectrum have been applied. Experimental spectrum in black dotted lines.
an adequate inclusion of CSFs has been made and individualised energetic shift applied (Fig. 3). If all simulated CPL spectra are normalised to 1 for the transition at 554 nm (Fig. S9 in ESI $\dagger$ ) it is even clearer that no distinctions can be discussed. The motivation for these RASSCF calculations attempted to consider the static ${ }^{16}$ (RAS[5,0,1,0,7,5]SCF) or dynamic ${ }^{17}$ (RAS[7,1,1,1,7,1]SCF and RAS [9,1,1,2,7,2]SCF) coupling mechanism usually employed to explain the process giving rise to CPL activity. ${ }^{13,15}$ Thereby, notwithstanding that our methodology was already able to distinguish both mechanisms for Europium(III) and Ytterbium(III)-based complex (underlining the added value of RASSCF calculations instead of CASSCF), ${ }^{43,44}$ any mechanisms seem to predominate the process for the CPL of $\left[\mathrm{Sm}^{\text {III }} \text { (cryptate) }\right]^{3+}$. This is in accordance with the Richardson's rules since the rotatory strength of the studied transition of $\mathrm{Sm}(\mathrm{III})$ depends squared to the SO Hamiltonian and only linearly on the CF Hamiltonian affecting the static and dynamic coupling mechanism. ${ }^{13}$

Influence of the solvent. The influence of the solvent has been only considered by optimising the complex at the DFT level with the COSMO model (see Computational Details). As expected, the structural modifications are tiny. In methanol, the two bipyridine units are slightly further from each other by an increase of $2.3^{\circ}$ between two hydrogen atoms regarding the $\mathrm{Sm}($ III ) centre. For the tether the atoms of oxygen are slightly further from each other while the methyl group are slightly closer (see Table S1 and Fig. S10 in ESI $\dagger$ ). Consequently, the variations in the CPL spectra due to the solvent are negligible. Spectra are shown in Fig. 4 and the simulation done on the optimised structure in methanol is red-shifted by $83 \mathrm{~cm}^{-1}$ in average (e.g. $74 \mathrm{~cm}^{-1}$ for the $0^{\prime} \rightarrow 0$ transition; Table S 2 in ESI $\dagger$ ). The reader should notice that the methodology is not yet able to provide quantitative rotatory strength values and in that


Fig. 4 Simulated CPL spectra at SA-CAS(5,7)SCF/RASSI-SO level of [Sm ${ }^{\text {III }}$ (cryptate) $]^{3+}$ with a number of CSFs corresponding to RASSI 3 on the optimised structure in gas phase (blue) and in a solvent model of methanol (red). According optimised based-structures are superimposed in the right-down corner. Calculated rotatory strengths indicated as "stick" spectra. No energetic shift has been applied.
sense, the two spectra are relatively similar in terms of intensity (Table S2 in ESI $\dagger$ ). Therefore, the inclusion of a dielectric solvent model in the structural optimisation has minor effects and does not change the qualitative physical interpretations that can be made for this complex.

### 3.2 Physical interpretation of the CPL measurement of $\left[\mathrm{Sm}^{\text {III }} \text { (cryptate) }\right]^{3+}$

Based on the previous section, CASSCF and RASSCF calculations computed with the geometry optimised in gas phase can be used to interpret the CPL of the studied complex. For the following analysis, calculations based on SA-RAS[7,1,1, $1,7,1]$ SCF/RASSI-SO including $\pi$ and $\pi^{*}$ orbitals have been retained. This choice is made because it has the medium description among the obtained variations between all performed CASSCF and RASSCF calculations (Fig. 3). Indeed, its rotatory strengths are relatively higher such as the one of RAS $[7,0,1,0,7,5]$ SCF but the simulated ${ }^{4} \mathrm{G}_{5 / 2} \rightarrow{ }^{6} \mathrm{H}_{7 / 2}$ transition is slightly more in accordance with $\operatorname{CAS}(5,7) \mathrm{SCF}$ and $\operatorname{RAS}[7,1,1,2,7,2]$ SCF calculations.

Since the experimental measurements were done at RT, the observed CPL comes from the various multiplets of the emissive ${ }^{4} \mathrm{G}_{5 / 2}$ level. This level is composed of three Kramers doublets refer as $0^{\prime}, 1^{\prime}$ and $2^{\prime}$ hereinafter (Scheme 1). The energetic difference between $0^{\prime}-1^{\prime}$ and $0^{\prime}-2^{\prime}$ is 82 and $275 \mathrm{~cm}^{-1}$ respectively (see Table S3 in ESI $\dagger$ ). Accordingly, the Boltzmann population of these three states is 51,35 and $14 \%$ for $0^{\prime}, 1^{\prime}$ and $2^{\prime}$ respectively at RT (see Table S4 in ESI $\dagger$ ). Thus, it appears essential to sum the contribution of all the multiplets of ${ }^{4} \mathrm{G}_{5 / 2}$ to describe the CPL of the complex at RT (results in Table S5 in ESI $\dagger$ ). The CPL spectra from the three states are obtained independently at 0 K (spectra Fig. 5b) and can be combined for a given temperature using the Boltzmann population as


Fig. 5 Simulated CPL spectra as a function of the temperature (a) and with different absolute contributions of the Kramers doublets from the emissive level ${ }^{4} G_{5 / 2}$ (b). Calculations done at SARAS[7,1,1,1,7,1]SCF/RASSISO level for [Sm ${ }^{\text {III }}$ (cryptate) $]^{3+}$ complex with the 74 f orbitals of Sm in RAS2 and $1 \pi$ and $1 \pi^{*}$ orbital of dioxide bipyridine in RAS1 and RAS3, respectively. Calculated rotatory strengths indicated as "stick" spectrum. Energetic shift of $2793 \mathrm{~cm}^{-1}$ have been applied. Experimental spectrum in black dotted lines.
weight for the rotatory strength (eqn (2)). Thus, the evolution of the CPL spectrum with the temperature can be evaluated and is presented in Fig. 4a. The blue-shift of $2793 \mathrm{~cm}^{-1}$ originates from the difference between the calculated and the experimental energetic level of the emissive ${ }^{4} G_{5 / 2}$ level, expected around $18100 \mathrm{~cm}^{-1}$ but calculated around $21000 \mathrm{~cm}^{-1}$ (see Table S3 in ESI $\dagger$ ).

The comparison with the experimental CPL is especially satisfactory for the ${ }^{4} \mathrm{G}_{5 / 2} \rightarrow{ }^{6} \mathrm{H}_{5 / 2}$ transition. The simulation clearly accesses the negative band at 545 nm to the emission of the highest Kramers doublet 2', emerging at high temperature ( $\geq 120 \mathrm{~K}$ ). The positive CPL band at 560 nm is ascribed to the two other Kramers doublets $0^{\prime}$ and $1^{\prime}$. Interestingly, the shoulder at 577 nm emerges with the temperature and belongs to the ${ }^{4} \mathrm{G}_{5 / 2} \rightarrow{ }^{6} \mathrm{H}_{7 / 2}$ electronic transition. Again, it is explained
by the emission from $2^{\prime}$, suggesting that the energy gap $\Delta E_{2^{\prime}-0^{\prime}}$ is correctly estimated and used in the Boltzmann statistics rationalising the spectrum at RT. However, the main shape of this transition, i.e. a negative band followed by a positive band at higher wavelengths, is not correctly reproduced from 590 to 610 nm . This may be due to the high accuracy required to calculate five transitions in a short energetic range of $200 \mathrm{~cm}^{-1}$. Both the energetic positions and the rotatory strengths must be correctly estimated. Nevertheless, a deeper analysis of Fig. 5b might suggest an erroneous description of the higher state number 3 of ${ }^{6} \mathrm{H}_{7 / 2}$. Indeed, the transitions to this state give rise to high values of rotatory strength, but in the issued range of the spectrum the transitions $0^{\prime}$ and $1^{\prime} \rightarrow 3$ do not match the observed sign. Thus, a modification in the transition moments implying the state 3 of ${ }^{6} \mathrm{H}_{7 / 2}$ could improve the description. Notwithstanding, among all the various CASSCF and RASSCF calculations done, such a modification was not achieved. Lastly, the experimental ${ }^{4} \mathrm{G}_{5 / 2} \rightarrow{ }^{6} \mathrm{H}_{9 / 2}$ transition is less resolved than the two other level-to-level transitions. This precludes a fine comparison with the simulations, but transitions with low intensities in agreement with the experiment have been nevertheless calculated. These transitions are also at the right wavelengths when the energetic position of the emissive states is corrected, suggesting that the spectroscopic level ${ }^{6} \mathrm{H}_{9 / 2}$ is overall well positioned in terms of energy with respect to ${ }^{6} \mathrm{H}_{5 / 2}$.

Thus, even if the experimental agreement was not perfectly achieved due to the precision required (as illustrated by the ${ }^{4} \mathrm{G}_{5 / 2} \rightarrow{ }^{6} \mathrm{H}_{7 / 2}$ level-to-level transition), that encouraged us to apply our methodology to another Samarium(iii) complex.

### 3.3 Study of $\mathbf{S m}^{\text {III }}(\mathbf{h f a c})_{3}\left({ }^{\mathrm{i}} \mathbf{}{ }^{( } \mathbf{r}-\mathrm{PyBox}\right)$

We applied the methodology on the more flexible ninecoordinated $\mathrm{Sm}^{\text {III }}(\mathrm{hfac})_{3}{ }^{\mathrm{j}} \mathrm{Pr}$-PyBox) complex. For this compound, the experimental spectrum has been recorded in dichloromethane at RT and presents narrower bands than the CPL spectrum of $\left[\mathrm{Sm}^{\text {III }} \text { (cryptate) }\right]^{3+} .{ }^{38}$ Calculations were done at SA-CAS( 5,7 )SCF/RASSI-SO level of theory, based on a geometry optimised in dichloromethane (Computational details). No further RASSCF calculations were attempted regarding the results already obtained and the weak difference observed for $\left[\mathrm{Sm}^{\mathrm{III}} \text { (cryptate) }\right]^{3+}$. The energetic splitting (available in ESI $\dagger$ Table S6) is too high in energy to agree with the experimental narrow band (Fig. 6a). Nevertheless, qualitative results were already achieved using Boltzmann population (Tables S7 and S8 in ESI $\dagger$ ) and meaningful physical interpretation can be done by analysing Fig. 6 b. For the ${ }^{4} G_{5 / 2} \rightarrow{ }^{6} \mathrm{H}_{5 / 2}$ measured transition, the two positive bands and the negative one at 572 nm can be attributed to the emission of $0^{\prime}$ Kramers doublet of ${ }^{4} \mathrm{G}_{5 / 2}$, while the negative bands at 550 and 560 nm are due simultaneously to the $1^{\prime}$ and $2^{\prime}$ Kramers doublets. For the ${ }^{4} G_{5 / 2} \rightarrow{ }^{6} \mathrm{H}_{7 / 2}$ transition, the two first bands are also due to these two higher Kramers doublets of ${ }^{4} \mathrm{G}_{5 / 2}$, with a contribution from only $2^{\prime}$ for the positive band at 582 nm , and from both at 590 nm . These two bands should disappear by decreasing the temperature of the sample during the spectral acquisition. Then, the three dominating bands of the CPL spectrum seem to benefit from


Fig. 6 Simulated CPL spectra as a function of the temperature (a) and with different absolute contributions of the Kramers doublets from the emissive level ${ }^{4} G_{5 / 2}$ (b). Calculations done at SA-CAS(5,7)SCF/RASSISO level for $\mathrm{Sm}^{\text {III }}(\mathrm{hfac})_{3}{ }^{\text {('}} \mathrm{Pr}$-PyBox) complex. Calculated rotatory strengths indicated as "stick" spectrum. Energetic shift of $3975 \mathrm{~cm}^{-1}$ has been applied. Experimental spectrum in black dotted lines.
the emission of all states composing the ${ }^{4} \mathrm{G}_{5 / 2}$ level. This cumulative effect explains the origin of the high CPL signal and $g_{\text {lum }}$ values of this compound. That implies that the high $g_{\text {lum }}$ value at 595 nm cannot be attributed to an isolated $m_{J}$ state and underlines the temperature dependence of such characterisation given to CPL measurements. Lastly, as far as it is possible to be confident in the analysis of ${ }^{4} \mathrm{G}_{5 / 2} \rightarrow{ }^{6} \mathrm{H}_{9 / 2}$ transition, the main constitutive negative band seems to originate from transitions of the $0^{\prime}$ Kramers doublets.

## 4 Conclusions

The first simulations of CPL centred on the f-f transitions of Samarium(III) complexes have been done. This achievement is thanks to the extension of an already established procedure for $\mathrm{Eu}(\mathrm{III})$ and $\mathrm{Yb}(\mathrm{III})$ based on CASSCF and RASSCF calculations. The present study established that a minimal requirement of a
hundred CSFs with the spin multiplicity two is required to correctly describe the states involved in the CPL phenomenon of Sm (III) complexes, although they do not seem to be formally implied in the ${ }^{4} \mathrm{G}_{5 / 2} \rightarrow{ }^{6} \mathrm{H}_{J}$ transitions (with $J=5 / 2,7 / 2$ and 9/2). For $\left[\mathrm{Sm}^{\text {III }} \text { (cryptate) }\right]^{3+}$ complex, it reveals also that static or dynamic coupling mechanisms cannot be distinguished. Indeed, CAS(5,7)SCF calculations provided already good qualitative CPL simulation for both rigid and flexible complexes and both eight- and nine-coordinated compounds. Detailed attributions of the experimental bands have been made from $m_{J}$ sublevels for both $\left[\mathrm{Sm}^{\text {III }}(\text { cryptate })\right]^{3+}$ and $\mathrm{Sm}^{\text {III }}(\mathrm{hfac})_{3}$ ( ${ }^{\mathrm{i}} \mathrm{Pr}$-PyBox) complexes. Lastly, this study underlines the key influence of temperature in the description of CPL signals, recently highlighted with collaborators for an $\mathrm{Yb}($ III $)$ complex. ${ }^{71}$ Nevertheless, the calculated electronic structure could certainly be improved to correct some discrepancies. Preliminary structural optimisation using conducting model of solvent reveals that the effect of the solvent on the CD and CPL properties is negligible at this level of calculations. One of the next step in the methodology to improve the description of the system is the use of an explicit modelling of solvent molecules with the analysis of different geometries by means of molecular dynamics.
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