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Abstract. We study how large fluctuations are spatially correlated in the presence of
quantum diffusion during inflation. This is done by computing real-space correlation
functions in the stochastic-δN formalism. We first derive an exact description of physical
distances as measured by a local observer at the end of inflation, improving on previous
works. Our approach is based on recursive algorithmic methods that consistently include
volume-weighting effects. We then propose a “large-volume” approximation under which
calculations can be done using first-passage time analysis only, and from which a new
formula for the power spectrum in stochastic inflation is derived. We then study the full
two-point statistics of the curvature perturbation. Due to the presence of exponential
tails, we find that the joint distribution of large fluctuations is of the form P (ζR1 , ζR2) =
F (R1, R2, r)P (ζR1)P (ζR2), where ζR1 and ζR2 denote the curvature perturbation coarse-
grained at radii R1 and R2, around two spatial points distant by r. This implies that,
on the tail, the reduced correlation function, defined as P (ζR1 > ζc, ζR2 > ζc)/[P (ζR1 >
ζc)P (ζR2 > ζc)] − 1, is independent of the threshold value ζc. This contrasts with
Gaussian statistics where the same quantity strongly decays with ζc, and shows the
existence of a universal clustering profile for all structures forming in the exponential
tails. Structures forming in the intermediate (i.e. not yet exponential) tails may feature
different, model-dependent behaviours.
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1 Introduction

If primordial black holes (PBHs) form in the early universe, they may account for a
fraction or all of the dark matter, they may constitute progenitors for some of the
black-hole mergers detected by gravitational-wave experiments, they may provide seeds
for supermassive black holes in galactic nuclei and be involved in a number of other
astrophysical and cosmological processes (for recent reviews see e.g. Ref. [1–3]). The
detailed role of PBHs in these processes does not only depend on their initial mass
distribution, it is also largely affected by the way PBHs are distributed in space.

For instance, if PBHs are organised in clusters, then the typical distance between
two neighbouring black holes is smaller than what it would be if PBHs were uniformly
distributed in space, which leads to mergers occurring earlier [4–7]. If PBHs form in
clusters, this could also alleviate [8–10] or worsen [11, 12] some of the microlensing
constraints on their abundance. Clustered PBHs might also explain the early quasars
observations [13] and may play a role in early galaxy formation [14]. For these reasons,
when investigating PBH formation scenarios, a central question is to characterise their
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initial clustering [15, 16], which then determines their subsequent clustering evolution
throughout cosmic history [17].

In practice, clustering measures how much the spatial locations of PBHs are corre-
lated. At the level of two-point statistics, this can be described by the joint probability
p(M1, x⃗1;M2, x⃗2) of finding a PBH at location x⃗1 with mass M1 and another PBH at
location x⃗2 with mass M2. When the distance r = |x⃗2 − x⃗1| is smaller than the size
of the black holes, or than a certain exclusion zone, this probability vanishes, since two
different black holes cannot exist at the same location. Otherwise, if the positions of
PBHs are statistically independent, it factorises as p(M1, x⃗1;M2, x⃗2) = pM1(x⃗1)pM2(x⃗2),
which corresponds to the so-called Poisson distribution. Here, pM (x⃗) is the one-point
probability of finding a PBH at location x⃗ with mass M . On homogeneous backgrounds,
the distribution of black holes is statistically homogeneous, hence pM (x⃗) does not depend
on x⃗ and may simply be written as pM . The deviation from the Poisson distribution can
thus be characterised by the so-called reduced correlation, defined as [18]

ξM1,M2(r) =
p(M1, x⃗;M2, x⃗+ r⃗)

pM1pM2

− 1 =
p (M2, x⃗+ r⃗|M1, x⃗)

pM2

− 1 , (1.1)

where in the second equality the joint probability has been rewritten as the product of
pM1 times the conditional probability p (M2, x⃗+ r⃗|M1, x⃗). For statistically homogeneous
and isotropic spatial distributions of black holes, p(M1, x⃗;M2, x⃗ + r⃗) only depends on
r = |r⃗|, hence the notation ξM1,M2(r).

From this definition, ξ > 0 indicates positive clustering, i.e. the probability to find a
PBH at a given location is increased by the presence of surrounding PBHs at distance r.
This means that PBHs form in clusters. In contrast, ξ < 0 signals negative clustering,
hence the presence of PBHs at distance r makes it less likely to form a PBH at the
considered location. In the coincidence limit r = 0, as mentioned above, p(M1, x⃗;M2, x⃗)
vanishes, hence ξM1,M2(0) = −1. Another way to interpret the reduced correlation is to
consider the mean number of PBHs with mass M2 contained in a volume V centred on
a PBH with mass M1,

⟨NM2⟩ = n̄M2V + n̄M2

∫
V
d3r⃗ ξM1,M2(r) , (1.2)

where n̄M2 is the mean number density of PBHs with mass M2. In the above expression,
the first term is the uniform contribution arising from Poisson fluctuations, while the
second term quantifies the excess number of primordial black holes induced by clustering.
The latter is of particular relevance when considering the formation of PBH binaries, its
ratio with the former may thus be used as a clustering measure [19].

Usual PBH formation criteria require that the coarse-grained value of a given field
(say the density contrast or the compaction function [20–22]) is above a certain thresh-
old. If the field under consideration has Gaussian statistics, p(M1, x⃗1;M2, x⃗2) can be
calculated in the Press-Schechter approach [19, 23] or the excursion-set formalism [24]
and one finds that, in the large-threshold limit, ξ is suppressed by the ratio between
the squared threshold and the field variance. Therefore, if PBHs are created from the
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collapse of large Gaussian fluctuations they are born unclustered, as also confirmed by
excursion-set calculations [25].

The presence of non-Gaussianities is nonetheless expected to alter the above conclu-
sion. In particular, primordial non-Gaussianities of the local-type are known to induce
correlations between scales, hence this may result in correlating the horizon-size regions
over which PBHs form, across larger distances [6, 26–28]. While this effect has been
studied by means of perturbative parametrisations of non-Gaussianities (such as the
famed fNL parametrisation), it has also been shown that PBHs form in the heavy tail of
distribution functions, where non-Gaussianities are not under perturbative control [29–
37].

The goal of this article is thus to compute PBH clustering in the presence of non-
perturbative non-Gaussianities. To this end, we make use of the stochastic-δN formal-
ism [29, 38–40], which is a non-perturbative framework where the statistics of curvature
perturbations is related to first-passage times of stochastic processes, and which we
briefly review in Sec. 2. The calculation of one-point statistics in the stochastic-δN
formalism has been previously implemented in Refs. [41, 42], but clustering requires
two-point distributions. This is why the main part of this work, Sec. 3, is devoted to the
derivation of two-point statistics in stochastic inflation. When doing so, we clarify how
distances measured by a local observer at the end of inflation can be extracted from the
graph structure underlying the separate-universe picture on which stochastic inflation
is implemented. This generalises the approach presented in Refs. [41, 42], and allows
us to consistently include volume-weighting effects. We then propose a “large-volume”
approximation, where physical distances of interest are large compared to the Hubble ra-
dius at the end of inflation, hence averages over a large number of Hubble patches can be
performed. This allows us to compute all quantities of interest in terms of first-passage
time distributions only. In Sec. 5, we apply our formalism to a couple of toy models
and discuss how non-Gaussian heavy tails deeply alter clustering compared to Gaussian
statistics. We summarise our results in Sec. 6, where we show that the main conclusions
drawn in the toy models are in fact generic. We conclude with a few prospects for future
directions that this work opens.

2 Stochastic-δN formalism: a concise review

At large scales, a gradient expansion can be performed in place of the usual expansion
in the size of cosmological perturbations, which allows one to track these fluctuations
non perturbatively. This is the so-called δN formalism [43–48], according to which the
comoving curvature perturbation ζ at super-Hubble scales is related to the amount of
e-folds of inflationary expansion N = ln (a) (where a is the scale factor of the Friedmann-
Lemâıtre-Robertson-Walker (FLRW) metric) elapsed between an initial flat space-time
slice and a final space-time slice of uniform energy density

ζ(t, x⃗) = N(t, x⃗)−N(t) ≡ δN , (2.1)

where N(t) is the unperturbed number of e-folds. This result relies on the separate-
universe approach [45, 48–54], which describes super-Hubble sized regions as evolving
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independently, according to the same field equations as local homogeneous and isotropic
FLRW universes. In this setup, N(t, x⃗) in Eq. (2.1) is the amount of expansion realised
in unperturbed, homogeneous universes, and ζ can thus be inferred from the knowledge
of the duration of inflation in a family of such universes.

The reason why different regions of space inflate for different amounts is because
of vacuum quantum fluctuations, which are amplified by gravitational instability during
inflation and stretched to large distances. The backreaction of these fluctuations onto the
background dynamics can be described through the formalism of stochastic inflation [43,
55]. The latter is an effective theory for the long-wavelength part of quantum fields
during inflation, which are coarse grained above the Hubble radius. In practice, arranging
the fields driving inflation ϕi=1···n and their conjugate momenta πi = dϕi/dN into the
field phase-space vector Φ = (ϕ1, π1, . . . ϕn, πn), the coarse graining is performed over
patches of size (σH)−1, where H = ȧ/a is the Hubble expansion rate, with dots denoting
derivatives with respect to cosmic time t, and σ ≪ 1 is a fixed parameter that sets the
scale at which quantum fluctuations backreact onto the local FLRW geometry,

Φcg(x⃗) =
( a

R

)3 ∫
dy⃗Φ(y⃗)W

(
a|y⃗ − x⃗|

R

)
. (2.2)

In the above expression R = (σH)−1 and W is a window function that only depends on
the distance from x⃗ to preserve isotropy, and which satisfies W (x) ≃ 0 for x ≫ 1 and
W (x) ≃ 1 otherwise. It is normalised such that homogeneous fields are invariant under
coarse graining, which implies 4π

∫∞
0 x2W (x)dx = 1 . In Fourier space such expression

can be rewritten as

Φcg(x⃗) =
1

(2π)3/2

∫
dk⃗ W̃

(
k

kσ

)
Φ(k⃗)e−ik⃗·x⃗ , (2.3)

where W̃ is the Fourier transform of the real-space window function W and kσ = σaH.
It is such that W̃ ≃ 1 when k ≪ kσ and W̃ ≪ 1 when k ≫ kσ for the normalisation
condition to be satisfied.

As a result of this coarse-graining procedure, small-wavelength fluctuations act as
a random noise on the dynamics of Φcg as they cross out the Hubble radius and join the
coarse-grained sector. This leads to a stochastic classical theory for Φcg, which follows
a Langevin equation of the form [56]

dΦcg

dN
= Fcl(Φcg) + ξ , (2.4)

where Fcl encodes the classical background equation of motion and ξ is a white Gaussian
noise, with vanishing mean and variance given by〈

ξi(x⃗, N)ξj(x⃗, N
′)
〉
=

d ln (kσ)

dN
PΦi,Φj [kσ(N), N ]δD(N −N ′) . (2.5)

Here, PΦi,Φj [kσ(N), N ] is the reduced cross-power spectrum between the field variables
Φi and Φj , evaluated at the scale kσ and at time N .1 From the Langevin equation (2.4)

1This is valid if coarse graining is performed via a Heaviside window function in Fourier space, which
makes the noises white (i.e. uncorrelated at different times).
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one can derive the Fokker-Planck equation [57]

d

dN
P (Φ, N |Φin, Nin) = LFP(Φ) · P (Φ, N |Φin, Nin) , (2.6)

which drives the probability to find the system at position Φ in field-phase space at
time N , knowing that it was at the position Φin at time Nin. Here, the subscript
“cg” is dropped for convenience, and LFP(Φ) is a second-order differential operator in
field-phase space (i.e. it contains first and second derivatives with respect to the field
coordinates Φi) called the Fokker-Planck operator.

This sets the stage for the stochastic-δN formalism [38–40]: under the Langevin
equation (2.4) the duration of inflation becomes a stochastic variable denoted N , which
gives access to the statistics of the curvature perturbation ζ via Eq. (2.1)

ζcg = δNcg = N −N , (2.7)

where ζcg is the curvature perturbation coarse grained at the σ-Hubble radius at the end
of inflation.

Solving for N is called a first-passage time (FPT) problem, and one can show that
the probability density function (PDF) of N starting from a given field configuration Φ,
PFPT,Φ(N ), satisfies the adjoint Fokker-Planck equation [29, 40]

dPFPT,Φ(N )

dN = L†
FP(Φ) · PFPT,Φ(N ) . (2.8)

Here L†
FP(Φ) is the adjoint Fokker-Planck operator, i.e. it is adjoint to the Fokker-Planck

operator in the sense that
∫
dΦf1(Φ) [LFP(Φ) · f2(Φ)] =

∫
dΦ
[
L†
FP(Φ) · f1(Φ)

]
f2(Φ)

for any two functions f1(Φ) and f2(Φ) in field-phase space. Note that Eq. (2.8) needs
to be solved with the boundary condition PFPT,Φ(N ) = δ(N ) when Φ lies on the end-of-
inflation hypersurface, where the number of inflationary e-folds must necessarily vanish.2

A generic property of Eq. (2.8) is that the PDF of N features heavy non-Gaussian
tails at large values of N , which decay exponentially if the inflating field-phase domain
is compact, and even more slowly if not [29–31, 60–66]. These non-Gaussian tails are
non-perturbative modifications of Gaussian falloff, hence they cannot be parametrised
by perturbative schemes such as the {fNL, gNL, etc.} framework. Since PBHs form when
the curvature perturbation is large, they are directly sensitive to these heavy tails, which
makes it necessary to employ a non-perturbative framework such as the stochastic-δN
formalism to derive their expected statistics.

3 Coarse graining in stochastic inflation

In Sec. 2 we have seen how the one-point distribution of the curvature perturbation,
coarse grained at the Hubble radius at the end of inflation, can be extracted from the

2If the end-of-inflation hypersurface does not enclose a compact inflationary domain, additional
boundary conditions may be required [58, 59].
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first-passage time statistics of the Langevin equation (2.4) in the stochastic-inflation
formalism. This is however still far from the quantities that are required to compute the
clustering of PBHs, see Sec. 1, and three steps are missing.

First, PBHs formation criteria are usually based on the density contrast or the
compaction function, rather than the curvature perturbation. In this work, we will not
elaborate much on this aspect, on which we further comment in Sec. 6.

Second, in order to study PBHs of arbitrary masses, one must be able to study the
statistics of the relevant fields when coarse grained at arbitrary scales, since the mass
of the resultant black hole depends on the one contained in the super-threshold region.
The goal of this section is thus to show how coarse graining at different scales can be
performed within the stochastic-δN formalism.

Third, the reduced correlation (1.1) involves two-point distributions, and cannot
be computed from one-point statistics only. This will also be addressed in this section,
see Sec. 3.5.

3.1 Forward statistics

Although the probabilities relevant for observable quantities have to be defined “back-
wards” in stochastic inflation [41, 42, 67], i.e. from the point of view of a local observer
sitting on the end-of-inflation hypersurface, let us start by considering the “forward”
volume produced by a given Hubble patch during inflation. The reason is that it can be
calculated from the Langevin equation (2.4) more directly, and thus provides a useful
intermediate quantity.

The problem is the following: at some given time during inflation, consider a σ-
Hubble patch P∗, in which the coarse-grained field Φ takes value Φ∗. Since the fields are
coarse grained at the σ-Hubble scale, they can indeed be considered uniform within a
σ-Hubble patch. This patch later expands, and each point within it is therefore mapped
to a final point on the end-of-inflation hypersurface. Our goal is to compute the physical
volume encompassed by these final points.

Final volume

Each elementary volume within the patch P∗, labelled by its comoving coordinate x⃗,
expands by the amount e3NP∗ (x⃗), where NP∗(x⃗) is the number of e-folds realised on the
worldline labelled by x⃗ between the initial patch and the end of inflation. Therefore, the
final volume V can be expressed as

V

V∗
=

∫
P∗

e3NP∗ (x⃗)dx⃗∫
P∗

dx⃗
= EP∗

[
e3NP∗ (x⃗)

]
, (3.1)

where V∗ ∝ (σH)−3(Φ∗) is the volume of the initial patch P∗ and EP∗ denotes the
ensemble average over the worldlines emerging from P∗. The final volume is subject to
a distribution function that we denote P (V |Φ∗), which only depends on the field value
within the initial patch Φ∗, since Eq. (2.4) describes a Markovian process.
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ρend

𝒫*

Figure 1. Binary tree associated to the calculation of the final volume. From an initial patch
(orange circle), the inflationary expansion creates new patches, with each patch giving rise to
two new patches after ∆N = ln(2)/3 e-folds. This process ends in patches where ρ(Φ) = ρend,
where inflation terminates. These final patches are the leaves of the tree (blue circles), and the
final volume corresponds to the number of such leaves.

For each x⃗ within the patch P∗, the PDF of NP∗(x⃗) is known: it is given by
a first-passage time distribution from Φ∗ through the end-of-inflation hypersurface,
PFPT,Φ∗(N ), which satisfies the adjoint Fokker-Planck equation (2.8). The difficulty
comes from the fact that, in Eq. (3.1), the worldlines are not independent. The situ-
ation is schematically represented in Fig. 1, where the initial patch P∗ is depicted as
the orange circle at the bottom. After ∆N = ln(2)/3 e-folds,3 P∗ gives rise to two σ-
Hubble patches, each with a different value of Φ, which in turn give rise to new patches
as inflation proceeds. This leads to a “binary tree” in the language of graph theory,
where the “root” is the initial patch P∗, and the “leaves” are patches that lie on the
final hypersurface of uniform energy density, for which ρ(Φ) = ρend = 3M2

PlH
2
end. The

final volume emerging from P∗ is nothing but the number of leaves, multiplied by the
leaf volume (σHend)

−3.
This description gives rise to a recursive way to numerically sample realisations

of V , from which its distribution function can be reconstructed. The corresponding
algorithm is provided in Appendix A where we also account for the fact that inflation
may end on a branch between two nodes of the binary tree, i.e. after a number of e-folds
that is not an integer multiple of ln(2)/3.

3This is correct if H is constant, which we will assume in this work for simplicity. Otherwise, the
time required for the volume to double with respect to the Hubble volume is given by

∆N =
ln(2)

3
+ ln

[
H(N)

H(N +∆N)

]
≃ ln(2)

3
(1 + ϵ1) , (3.2)

where the second expression is valid at first order in slow roll, and ϵ1 = −d lnH/dN is the first Hubble-
flow parameter. Implementing Eq. (3.2) in the algorithms of Appendix A is straightforward.
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Volume-averaged number of e-folds

Finally, let us consider the volume-averaged number of e-folds realised from the patch
P∗,

W ≡ EV
P∗ [NP∗(x⃗)] , (3.3)

since it will be useful to compute the curvature perturbation below. Here, EV
P∗ denotes

the volume-weighted ensemble average over x⃗, and can be expressed in terms of the
regular ensemble average, EP∗ , as follows

W =

∫
P∗

e3NP∗ (x⃗)NP∗(x⃗)dx⃗∫
P∗

e3NP∗ (x⃗)dx⃗
=

V∗
V

EP∗

[
e3NP∗ (x⃗)NP∗(x⃗)

]
. (3.4)

In other words, EP∗ may be seen as the volume average if the volume between worldlines
is measured on the initial patch P∗, while EV

P∗ is the volume average if the volume

between worldlines is measured on the final region. In the language of Fig. 1, EV
P∗ is

an ensemble average over the leaves of the tree. This implies that the above-mentioned
recursive algorithm to sample realisations of the volume can be improved to also sample
EV
P∗ [NP∗(x⃗)] at the same time, such that the joint distribution function P (V,W |Φ∗) can

be sampled in this way. The corresponding algorithm is given in Appendix A.

3.2 Backward statistics

Figure 2. Sketch of the space-time diagram associated to the coarse-graining procedure dis-
cussed in Sec. 3. From a given region Bx⃗0

(R; ρend) on the final hypersurface, past worldlines can
be drawn and P∗ denotes the point at which they are all comprised within the same σ-Hubble
volume. This “parent patch” has a volume [σH(Φ∗)]−3, where Φ∗ denotes the coarse-grained
field value (2.2) within P∗. The final volume of P∗ is nothing but the volume of Bx⃗0

(R; ρend),
denoted R3, and the large-volume approximation (3.20) corresponds to R3 ≫ (σHend)

−3.
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Having described the statistical properties of the final volume emerging from a given
patch, let us now adopt the viewpoint of an observer sitting on the hypersurface of
uniform energy density ρ = ρend where inflation ends, and performing local averages
there. We consider the situation depicted in Fig. 2, where an observer located at the
comoving coordinate x⃗0 on the end-of-inflation hypersurface performs coarse graining at
a distance R around them. The collection of comoving points x⃗ whose physical distance
from x⃗0, measured on the final inflation hypersurface, is less than R, defines the set

Bx⃗0
(R; ρend) = {x⃗|rph(x⃗, x⃗0; ρend) ≤ R} . (3.5)

When the physical distance R matches the size of the observable universe Robs, the
set Bx⃗0

(Robs, ρend) corresponds to the entire observable universe. Going back in time
the physical size of that comoving region decreases, therefore at some point it becomes
smaller than the σ-Hubble volume. This defines the primeval patch P0, which sets the
origin of time N = 0. On the primeval patch the coarse-grained fields Φ = Φ0 are
homogeneous across the observable universe. In what follows, all distributions functions
will be conditioned to the value ofΦ0. If a well-motivated distribution forΦ0 is provided,
the final results may be averaged against it, but hereinafter we will keep Φ0 explicitly in
the conditioning part of all distribution functions (except when it drops out, see Sec. 4).

Likewise, when R < Robs is arbitrary, there is a finite time at which all worldlines
intersecting Bx⃗0

(R; ρend) are comprised with the same σ-Hubble patch, and the corre-
sponding patch is called the parent patch P∗ of Bx⃗0

(R; ρend). We denote by Φ = Φ∗ the
coarse-grained fields value within that patch. The final volume that emerges from P∗ is
nothing but the volume of Bx⃗0

(R; ρend), denoted R3.

Backward fields value

From these considerations, the backward distribution of Φ∗, given V = R3, can be
expressed using Bayes’ theorem as

P (Φ∗|V,Φ0) = P (V |Φ∗)
P (Φ∗|Φ0)

PΦ0(V )
. (3.6)

The quantities appearing in the right-hand side can be more explicitly defined by
considering the following process.

• Draw a random time N , according to some prior distribution π(N)

• Draw a field value Φ∗ = Φ(N), according to the Fokker-Planck distribution
P (Φ∗, N |Φ0, 0)

• Draw a final volume V emerging from Φ∗, according to the distribution P (V |Φ∗)

From this process, tuples (Φ∗, V ) are generated, hence the joint distribution P (Φ∗, V |Φ0)
can be reconstructed, and when applying Bayes’ theorem to it one obtains Eq. (3.6). In
that expression, P (Φ∗|Φ0) =

∫
dNπ(N)P (Φ∗, N |Φ0, 0) thus depends on the choice of

prior for N , which is unavoidable in a forward formulation. A natural choice consists
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in a flat prior for N , since in that case, up to a normalisation factor, P (Φ∗|Φ0) reduces
to the probability that, starting from Φ0, the coarse-grained fields intersect Φ∗ before
inflation ends [40, 68]. It can be formally obtained by solving an adjoint Fokker-Planck
equation with vanishing right-hand side, but it will drop out from the final result so its
detailed expression is not relevant. Finally, PΦ0(V ) =

∫
P (V |Φ∗)P (Φ∗|Φ0)dΦ∗ ensures

that the distribution (3.6) is properly normalised.

Volume-averaged number of e-folds

Along similar lines, using Bayes’ theorem repeatedly, the distribution for the volume-
averaged number of e-folds (3.3) can be expressed as

P (W |V,Φ0) =

∫
dΦ∗P (W |V,Φ∗,Φ0)P (Φ∗|V,Φ0)

=

∫
dΦ∗

P (V,W |Φ∗,Φ0)

P (V |Φ∗,Φ0)
P (Φ∗|V,Φ0) =

∫
dΦ∗P (V,W |Φ∗)

P (Φ∗|Φ0)

PΦ0(V )
,

(3.7)
where Eq. (3.6) was also employed to replace P (Φ∗|V,Φ0) and where we have dropped
Φ0 from distributions conditioned toΦ∗, since the stochastic process under consideration
is Markovian. Regarding this last expression, we already explained how to compute the
joint distribution P (V,W |Φ∗) in Sec. 3.1, and the other distributions involved in the
final result were introduced in the paragraph just above.

3.3 One-point coarse-grained curvature perturbation

Coarse graining at the Hubble scale

According to the δN formula (2.7), at each point in the final region Bx⃗0
(R; ρend), the

curvature perturbation is given by

ζcg(x⃗) = NP0(x⃗)− EV
P0

(NP0) , (3.8)

where the curvature perturbation is coarse grained at the σ-Hubble scale at the end
of inflation. In this expression, NP0(x⃗) is the number of e-folds realised between the
primeval patch and the end of inflation along the worldline labelled by x⃗, and EV

P0
(NP0)

is the volume-averaged of NP0 across the entire observable universe. Note that a volume
average is used here, which as explained above corresponds to an ensemble average over
the set of σ-Hubble patches that tessellate the end-of-inflation hypersurface (i.e., in
the language of Fig. 1, an average over the tree’s leaves). This is because these are the
statistics available to a local observer located on that hypersurface, with respect to which
observable quantities are defined. Recall indeed that in the present formalism, “volume
average” corresponds to the regular spatial average on the end-of-inflation hypersurface.
For instance, a direct consequence of Eq. (3.8) is that the volume average of ζcg(x⃗)
vanishes, EV

P0
[ζcg(x⃗)] = 0.

This implies that, at the statistical level, the curvature perturbation must be in-
terpreted with volume-weighted distributions. For ζcg, the number of e-folds realised
from Φ0 follows the distribution function PFPT,Φ0(N0), which is subject to the adjoint
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Fokker-Planck equation (2.8). From this distribution, one can define its volume-weighted
version [69, 70],

PV
FPT,Φ0

(N0) =
PFPT,Φ0(N0)e

3N0∫∞
0 PFPT,Φ0(N )e3NdN (3.9)

such that ζcg follows the distribution, neglecting cosmic variance,

P (ζcg|Φ0) = PV
FPT,Φ0

(⟨N0⟩V + ζcg) , (3.10)

where ⟨N0⟩V =
∫
N0P

V
FPT,Φ0

(N0)dN0 is the volume-weighted stochastic average of N0.
In this work, ζ(x⃗) denotes the real-space field, while ζ (without spatial argument) refers
to the random variable that shares its statistics. For instance, through ergodicity,
EV
P0
[ζcg(x⃗)] = 0 ensures that ⟨ζcg⟩V = 0.
As mentioned in Sec. 2, depending on the inflationary setup under consideration,

the tail of the first-passage time distribution can either be of the exponential type,
PFPT,Φ(N ) ∝ e−ΛN , or of the monomial type PFPT,Φ(N ) ∝ N−p, at large N . If Λ ≤ 3
in the former case, and for any value of p in the latter case, the integral appearing
in Eq. (3.9) does not converge. In such a situation, the mean final volume is infinite,
which signals the occurrence of “eternal inflation” [71–74]. The problem of defining
measures in eternally inflating spacetimes still remains to be solved [75–82], but since
it lies outside the scope of our article we will simply restrict to situations where it does
not occur. However, we stress that the measure problem would need to be addressed
in order to properly compute observable predictions in models where eternal inflation
occurs. Note also that the tail profile is independent of the initial field configuration Φ0,
since the values of Λ or p are characteristics of the Fokker-Planck spectrum [29, 30]. As
a consequence, one cannot simply avoid the eternal-inflation problem by assuming that
initial conditions are set below the eternally inflating region of field space: if eternal
inflation occurs somewhere, Eq. (3.9) diverges everywhere.

Coarse graining at an arbitrary scale

When coarse graining is performed over the whole final region Bx⃗0
(R; ρend), the coarse-

grained curvature perturbation is noted ζR(x⃗0). It can be viewed as the volume average
of ζcg(x⃗),

4

ζR(x⃗0) = EV
P∗ [ζcg(x⃗)] =

∫
P∗

e3NP0
(x⃗)NP0(x⃗)dx⃗∫

P∗
e3NP0

(x⃗)dx⃗
− EV

P0
[NP0(x⃗)] . (3.12)

At this point, it is useful to notice that the number of e-folds realised from the primeval
patch along a worldline ending in Bx⃗0

(R; ρend) can always be decomposed into the number
of e-folds realised before and after the parent patch P∗

NP0(x⃗) = NP0→P∗(x⃗) +NP∗(x⃗) . (3.13)

4This can also be conveniently rewritten as

ζR(x⃗0) = EV
P∗ (NP0)− EV

P0
(NP0) . (3.11)
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By construction, NP0→P∗(x⃗) is the same for all x⃗, since all worldlines ending in
Bx⃗0

(R; ρend) lie within the same σ-Hubble patch prior to P∗. Inserting the decom-
position (3.13) into Eq. (3.12), one thus finds

ζR(x⃗0) = NP0→P∗(x⃗0) +W (P∗)− EV
P0

[NP0(x⃗)] , (3.14)

where we recall that W (P∗) = EV
P∗ [NP∗(x⃗)], see Eq. (3.3). Because of the Markovian

nature of the stochastic process, the dynamics before and after the parent patch are
independent, hence the joint distribution for NP0→P∗ and W can be factorised according
to

PV(NP0→P∗ ,W |V,Φ∗,Φ0) =PV(NP0→P∗ |Φ∗,Φ0)P (W |Φ∗, V ) . (3.15)

Here, the superscript “V” is a reminder that the distribution should be volume weighted
(by definition, the volume emerging from the parent patch is fixed, hence such a super-
script would be superfluous for the second distribution in the right-hand side and volume
weighting has to be performed over NP0→P∗ only). Both terms in the right-hand side
can be further expanded using Bayes’ theorem. The non-volume-weighted version of the
first distribution reads

P (NP0→P∗ |Φ∗,Φ0) = PFP (Φ∗,NP0→P∗ |Φ0)
PΦ0 (NP0→P∗)

P (Φ∗|Φ0)
, (3.16)

where PFP(Φ∗, N |Φ0) is the solution of the Fokker-Planck equation (2.6), PΦ0(N) =∫∞
N dNPFPT,Φ0(N ) is the probability that, starting from Φ0, at least N e-folds are
realised before inflation ends and P (Φ∗|Φ0) has been already introduced below Eq. (3.6).
Recall that the volume-weighted distribution can then be obtained from the non-volume
weighted one by using Eq. (3.9). For the second term in Eq. (3.15) one has

P (W |Φ∗, V ) =
P (V,W |Φ∗)
P (V |Φ∗)

, (3.17)

where P (V |Φ∗) and P (V,W |Φ∗) are the forward distributions derived in Sec. 3.1. This
leads to

PV(NP0→P∗ ,W |V,Φ0) =

∫
dΦ∗PV(NP0→P∗ ,W |V,Φ∗,Φ0)P (Φ∗|V,Φ0) , (3.18)

where P (Φ∗|V,Φ0) is given in Eq. (3.6). Combining the above results, one finds

P (NP0→P∗ ,W |V,Φ0) =

∫
dΦ∗

PΦ0 (NP0→P∗)

PΦ0(V )
PFP (Φ∗,NP0→P∗ |Φ0)P (V,W |Φ∗) ,

(3.19)
where, again, volume weighting over NP0→P∗ has to be further performed.

The distribution of Z ≡ NP0→P∗ +W can thus be computed by marginalising the
above joint distribution, P (Z|V,Φ0) =

∫
dWPV(Z − W,W |V,Φ0), and this gives rise

to the one-point distribution of ζR, see Eq. (3.14). This is one of the key results of the
present work, since it allows one to compute the one-point distribution of the curvature
perturbation when coarse grained at an arbitrary scale, without any other approximation
than those on which the stochastic formalism rests. Note that in this approach, a lattice
code is not required and recursive algorithms are sufficient: the spatial arrangement of
the leaves and branches is entirely contained in the graph structure of the tree.
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3.4 Large-volume approximation

Although exact, the above procedure may be cumbersome to implement, since it involves
the recursive sampling algorithms presented in Appendix A. Each evaluation of the
algorithms may be numerically expensive, and a large number of realisations are required
for the statistics to converge to a given accuracy. In order to gain analytical insight, the
following approximation may thus be useful.

Final volume

The stochastic-inflation formalism is expected to provide a reliable effective theory at
large scales, hence it should be employed only in situations where the final volume is large
compared to the Hubble volume, i.e. when the tree of Fig. 1 contains a large number
of leaves. Given two leaves in such a tree, consider the “lowest common ancestor” (still
in the language of graph theory), i.e. the latest node they both emerge from.5 Prior
to this common ancestor, the two paths at the end of which these leaves lie are the
same, but they become independent afterwards. As a consequence, the number of e-
folds realised along those two paths are only partly correlated. In the case of dependent
random variables, the central-limit theorem can be generalised, provided the amount of
correlations is bounded (see e.g. Ref. [83]). In this limit, where the number of leaves is
large, the ensemble average may be approximated by the stochastic average of a single
element within the ensemble, and one finds

P (V |Φ∗) ≃ δD
(
V − V∗

〈
e3NΦ∗

〉)
, (3.20)

where δD is the Dirac distribution and〈
e3NΦ∗

〉
=

∫ ∞

0
PFPT,Φ∗(N )e3NdN . (3.21)

Caveat

It is worth noting that the appearance of Dirac distributions in stochastic processes is
usually associated to the “classical limit”, in which the amplitude of quantum diffusion
is small compared to the classical drift. In the present case, we have not assumed that
the stochastic noise plays a sub-dominant role, we have simply considered large volumes
and used the central-limit theorem. However, the two limits bear some formal analogies
(although they are physically distinct) for the following reason. Consider a given path
in the binary tree of Fig. 1. As one climbs up the tree along that path, each node gives
rise to a final volume that is necessarily smaller than that of the previous node, since the
former is comprised within the latter. As a consequence, if Eq. (3.20) holds, ⟨e3NΦ∗ ⟩must
necessarily be a decreasing function of time. This constraints the stochastic evolution
of Φ∗, which cannot fluctuate along directions where ⟨e3NΦ∗ ⟩ increases. In practice,
such fluctuations are of course possible but if they occur on short time scales only, then

5In this language, the parent patch is the lowest common ancestor to all the leaves belonging to the
final volume Bx⃗0 under consideration, and the primeval patch is the lowest common ancestor of the
observable universe.
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they may not be seen when the dynamics is averaged over long time scales, which the
large-volume approximation implicitly assumes. One should thus bear in mind that
the large-volume approximation may break down when dynamics over short time scales
matters. In this work we use the large-volume approximation only as a way to derive
first qualitative results, and we postpone a comparison of this approach to the exact,
recursive-based method presented above to future work.

Backward fields value

Let us consider the hypersurface S∗ made of field-phase space locations Φ∗ such that
V∗
〈
e3NΦ∗

〉
= V . In the large-volume limit, the field values in the parent patch have to

lie on that hypersurface. In practice, the parent patch P∗ can be identified with the first
crossing of S∗. One may object that, in the path between P0 and P∗, the hypersurface
S∗ may be crossed several times so that the parent patch does not have to correspond
to a first-crossing event. Although this is correct -and indeed this assumption is not
made in Eq. (3.16)-, as mentioned above the large-volume limit assumes that ⟨e3NΦ∗ ⟩
necessarily decreases, hence Φ∗ cannot be crossed more than once when the dynamics is
zoomed out on sufficiently long time scales. At the level of the current approximation,
the first-crossing assumption is therefore valid.

We thus introduce the joint distribution for the first-passage time and the first-
passage location (FPTL) of S∗,

PV
FPTL,Φ0→S∗ (NΦ0→S∗ ,Φ∗|Φ0) = PV

FPT,Φ0→S∗ (NΦ0→S∗)P (Φ∗|NΦ0→S∗) . (3.22)

Here, PFPT,Φ0→S∗ is nothing but a first-passage time distribution, subject to the adjoint
Fokker-Planck equation (2.8), and PV

FPT,Φ0→S∗ is its volume-weighted version.
The second distribution, P (Φ∗|NΦ0→S∗), corresponds to the first-crossing location,

conditioned to a given first-crossing time. This distribution is difficult to reconstruct by
direct sampling: amongst all realisations that cross S∗, one must keep only those that
produce a certain value for NΦ0→S∗ and compute the statistics of Φ∗ only amongst those.
Direct sampling methods are thus very inefficient since the vast majority of the simulated
realisations have to be discarded. Recently, in Ref. [84], a solution to this problem
has been proposed, which makes use of the theory of constrained stochastic systems.
Namely, modified Langevin and Fokker-Planck equations were derived, that only sample
realisations of a given duration. Let us also note that, for the purpose of sampling, it
is in fact more efficient to directly sample the joint distribution of PV(NΦ0→S∗ ,Φ∗|Φ0),
i.e. simulate realisations starting at Φ0 and record the values of NΦ0→S∗ and Φ∗ for
each of them. The decomposition (3.22) is introduced for latter convenience only.

At this stage, it is worth noting that the large-volume approximation differs from
the one proposed in Ref. [42], where, instead of Eq. (3.20), the replacement

P[42](V |Φ∗)dV ≃ PFPT,Φ∗ (N ) dN with V = V∗e3N (3.23)

is rather performed. This rests on the assumption that the final volume can be computed
along a representative path, the one that ends at x⃗0. Such an approximation is expected
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to be valid when there is little variation amongst the set of final leaves, which is the case
if the number of leaves is small, and the amount of expansion along a reference trajectory
within the region of interest is a more accurate estimate than the averaged expansion.
In this sense it may be viewed as describing the opposite regime from Eq. (3.20). In
particular, through Bayes’ theorem it gives rise to a backward distribution for Φ∗, see
Eq. (3.14) of Ref. [42], which differs from Eq. (3.22) when marginalised over NΦ0→S∗ .

Coarse-grained curvature perturbation

In the large-volume limit, the ensemble average in Eq. (3.4) may also be replaced with a
stochastic average, W ≃ ⟨NΦ∗e

3NΦ∗ ⟩/⟨e3NΦ∗ ⟩ = ⟨NΦ∗⟩V, and similarly for EV
P0
(NP0) ≃

⟨NΦ0⟩V. With these replacements, Eq. (3.14) leads to

ζR ≃ NP0→S∗ + ⟨NΦ∗⟩V − ⟨NΦ0⟩V . (3.24)

The statistics of ζR is therefore entirely determined by the joint distribution of NP0→S∗
and Φ∗ given in Eq. (3.22), and reads

P (ζR|Φ0) =

∫
S∗

dΦ∗PV
FPTL,Φ0→S∗ (NP0→S∗ = ζR − ⟨NΦ∗⟩V + ⟨NΦ0⟩V ,Φ∗|Φ0) . (3.25)

As a consistency check, one can verify that Eq. (3.24) implies that ζR is centred,
i.e. ⟨ζR⟩V = 0. We first consider the case where Φ∗ is fixed. In the decomposition
NΦ0 = NΦ0→Φ∗ +NΦ∗ , NΦ0→Φ∗ and NΦ∗ are independent random variables, since the
stochastic process is Markovian (see Appendix B for a detailed demonstration). One
therefore has

PFPT,Φ0 (NΦ0) =

∫ NΦ0

0
dNΦ∗PFPT,Φ0→Φ∗ (NΦ0 −NΦ∗)PFPT,Φ∗ (NΦ∗) . (3.26)

This convolution structure also applies to the volume-weighted statistics, since

PV
FPT,Φ0

(NΦ0) ∝PFPT,Φ0 (NΦ0) e
3NΦ0

=

∫ NΦ0

0
dNΦ∗PFPT,Φ0→Φ∗ (NΦ0 −NΦ∗)PFPT,Φ∗ (NΦ∗) e

3NΦ0

=

∫ NΦ0

0
dNΦ∗PFPT,Φ0→Φ∗ (NΦ0 −NΦ∗) e

3(NΦ0
−NΦ∗)PFPT,Φ∗ (NΦ∗) e

3NΦ∗

∝
∫ NΦ0

0
dNΦ∗P

V
FPT,Φ0→Φ∗ (NΦ0 −NΦ∗)P

V
FPT,Φ∗ (NΦ∗) .

(3.27)
This implies that, not only ⟨NΦ0⟩ = ⟨NΦ0→Φ∗⟩ + ⟨NΦ∗⟩, but also ⟨NΦ0⟩V =
⟨NΦ0→Φ∗⟩V + ⟨NΦ∗⟩V, hence ⟨ζR⟩V = 0. This is valid for all Φ∗, and is thus still
valid when marginalising over Φ∗.

In practice, the above considerations lead to a simple algorithm to sample the one-
point distribution function P (ζR|Φ0): from Φ0, simulate a realisation until it crosses S∗
and record the value of Φ∗ and NΦ0→S∗ . Evaluate ζR via Eq. (3.24), and weight this out-
come by e3NΦ0→S∗ . Finally, repeat the whole procedure until a sufficiently large number
of outcomes is obtained, over which the distribution P (ζR|Φ0) can be reconstructed.
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3.5 Two-point coarse-grained curvature perturbation

Let us now study how the curvature perturbations coarse grained at two different loca-
tions are correlated. At first sight, the Langevin equation (2.4) describes the evolution
of independent Hubble-sized patches of the universe, therefore it does not seem to retain
any information about the relative spatial position of those patches. However, as argued
in Ref. [41], the relative distance between patches is encoded in the time at which their
respective paths become statistically independent. As a result, the stochastic-inflation
formalism also allows one to describe the spatial structure of the correlations between the
durations of inflation at different points, and therefore it can be extended to reconstruct
multiple-point statistics.

We consider two points of comoving coordinates x⃗1 and x⃗2 on the end-of-inflation
hypersurface, at physical distance rph(x⃗1, x⃗2; ρend) = r. With i = 1, 2, let Bx⃗i

(Ri; ρend)
be the sets of comoving points x⃗ around x⃗i within the physical distance Ri on the
hypersurface ρ = ρend, see Eq. (3.5). These correspond to the two regions over which
the curvature perturbation is coarse grained. To each region one can associate a parent
patch Pi, see Sec. 3.2. Similarly, let us consider the latest point at which the set of
comoving points Bx⃗1

(R1; ρend) ∪ Bx⃗2
(R2; ρend) lies within a σ-Hubble volume. We call

this patch the joint parent patch P∗, and we denote by Φ∗ the field values within that
patch. The size of the final region emerging from P∗ is given by r̃ = r + R1 + R2, and
the situation is summarised in Fig. 3.

Figure 3. Sketch of the space-time diagram associated to the calculation of the two-point
distribution discussed in Sec. 3.5. The final volume of Pi, i = 1, 2 is the volume of Bx⃗i

(Ri; ρend),
denoted R3

i , and the final volume of P∗ is given by (r̃/2)3.

For each final region one can use Eq. (3.14), namely

ζRi(x⃗i) = NP0→Pi(x⃗i) +W (Pi)− EV
P0

[NP0(x⃗)] , (3.28)
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where one can further expand

NP0→Pi(x⃗i) = NP0→P∗ +NP∗→Pi(x⃗i) . (3.29)

The above decomposition holds for i = 1, 2, but the first term in the right-hand side is
independent of i, since all trajectories ending in Bx⃗1

(R1; ρend) ∪Bx⃗2
(R2; ρend) share the

same path prior to the joint parent patch. Let us notice that this last feature is indeed
the source of correlation between the curvature perturbations ζR1(x⃗1) and ζR2(x⃗2) on
the end-of-inflation hypersurface.

A similar calculation as in Sec. 3.3 can then be performed, which allows one to
express the joint distribution P (ζR1 , ζR2) in terms of distribution functions that can
be sampled by solving stochastic first-passage time problems. We do not write the
corresponding expressions here for conciseness and since the derivation is very similar to
that presented in Sec. 3.3.

Let us instead move to the large-volume approximation, where Eqs. (3.28)
and (3.29) lead to

ζRi =NP0→Si + ⟨NΦi⟩V − ⟨NΦ0⟩V
=NP0→S∗ +NΦ∗→Si + ⟨NΦi⟩V − ⟨NΦ0⟩V ,

(3.30)

where i = 1, 2. Here S∗ is made of the field-phase space locations Φ∗ such that
(σH)−3(Φ∗)

〈
e3NΦ∗

〉
= (r̃/2)3, and, analogously, Si are made of the field-phase space

locations Φi such that (σH)−3(Φi)
〈
e3NΦi

〉
= R3

i .
Moreover, we recall thatNP0→S∗ andNΦ∗→Si are first-passage times that need to be

volume weighted. The reason is that, when decomposing NP0→Si = NP0→S∗ +NΦ∗→Si ,
NP0→S∗ and NΦ∗→Si are two first-passage times that are statistically independent be-
cause of the Markovian nature of the stochastic process, see Appendix B. Moreover, as
argued in Sec. 3.3, NP0→Si needs to be volume weighted, and as shown around Eq. (3.27),
volume weighting and convolution are commuting operations. This is why NP0→S∗ and
NΦ∗→Si can be volume weighted separately.

In practice, this again gives rise to a simple algorithm to sample the joint dis-
tribution P (ζR1 , ζR2): from Φ0, simulate a realisation until it crosses S∗ and record
the value of Φ∗ and NΦ0→S∗ . Then, from Φ∗, simulate one realisation until it crosses
S1, and record the value of Φ1 and NΦ∗→S1 . Likewise, simulate another realisation
from Φ∗ until it crosses S2, and record the value of Φ2 and NΦ∗→S2 . From these
recorded values, evaluate ζR1 and ζR2 via Eq. (3.30), and weight the tuple (ζR1 , ζR2) by
e3(NΦ0→S∗+NΦ∗→S1

+NΦ∗→S2
). Finally, repeat the whole procedure until a sufficiently large

number of tuples are obtained, over which the joint distribution can be reconstructed.
The result of this procedure can be mathematically expressed as follows. We first

note that P (ζR1 , ζR2) can be formally written as

P (ζR1 , ζR2 |Φ0) =

∫
dΦ∗dΦ1dΦ2dNΦ0→S∗dNΦ∗→S1dNΦ∗→S2

P (Φ∗,Φ1,Φ2,NΦ0→S∗ ,NΦ∗→S1 ,NΦ∗→S2 |Φ0)

δD [NΦ0→S∗ +NΦ∗→S1 − ⟨NΦ0⟩V + ⟨NΦ1⟩V − ζR1 ]

δD [NΦ0→S∗ +NΦ∗→S2 − ⟨NΦ0⟩V + ⟨NΦ2⟩V − ζR2 ] ,

(3.31)
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where the Dirac distributions implement Eq. (3.30). Now, making use of the fact that,
once Φ∗ is fixed, Φ1 and Φ2 are statistically independent, and once all three are fixed,
NΦ0→S∗ , NΦ∗→S1 and NΦ∗→S2 are also independent, one has

P (Φ∗,Φ1,Φ2,NΦ0→S∗ ,NΦ∗→S1 ,NΦ∗→S2 |Φ0) =

PV
FPTL,Φ0→S∗ (NΦ0→S∗ ,Φ∗)PV

FPTL,Φ∗→S1
(NΦ∗→S1 ,Φ1)P

V
FPTL,Φ∗→S2

(NΦ∗→S2 ,Φ2) ,
(3.32)

where PV
FPTL is the first-passage time and first-passage location distribution introduced

in Eq. (3.22). Inserting this relation into Eq. (3.31), one can write

P (ζR1 , ζR2 |Φ0) =

∫
dΦ∗dΦ1dΦ2dNΦ0→S∗ PV

FPTL,Φ0→S∗ (NΦ0→S∗ ,Φ∗)

PV
FPTL,Φ∗→S1

(ζR1 −NΦ0→S∗ + ⟨NΦ0⟩V − ⟨NΦ1⟩V,Φ1)

PV
FPTL,Φ∗→S2

(ζR2 −NΦ0→S∗ + ⟨NΦ0⟩V − ⟨NΦ2⟩V,Φ2) .

(3.33)

This formula is one of the other main results of the present work. Let us stress
that for the large-volume approximation to be valid, not only R3

1, R
3
2 ≫ (σHend)

−3 are
required, but also r ≫ R1, R2 because of the caveat mentioned below Eq. (3.21).

One can check that, upon marginalising over ζR2 , one readily recovers the one-point
distribution (3.25), using the fact that

PV
FPTL,Φ0→S1

(NΦ0→S1 ,Φ1) =∫
dΦ∗dNΦ0→S∗P

V
FPTL,Φ0→S∗ (NΦ0→S∗ ,Φ∗)PV

FPTL,Φ∗→S1
(NΦ0→S1 −NΦ0→S∗ ,Φ1) .

(3.34)
This again translates the fact that, when Φ∗ is fixed, NΦ0→S∗ and NΦ∗→S1 are statisti-
cally independent.

4 Single-clock models

In this section, we specialise the large-volume approximation introduced above to “single-
clock” scenarios, where Φ reduces to a single coordinate ϕ. This corresponds to single-
field models of inflation, along a dynamical attractor such as slow roll, where the mo-
mentum conjugated to ϕ becomes a fixed function of ϕ and the stochastic dynamics is
effectively one dimensional [85].

The main simplification that occurs in this class of models is that hypersurfaces
of fixed mean final volume reduce to single points. In the large-volume approximation,
the backward field value ϕ∗ thus becomes a deterministic variable, which is moreover
independent of ϕ0. In that limit, the one-point distribution (3.25) thus reduces to

P (ζR) = PV
FPT,ϕ0→ϕ∗

(
ζR − ⟨Nϕ∗⟩V + ⟨Nϕ0⟩V

)
. (4.1)
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Likewise, for the two-point distribution, ϕ1, ϕ2 and ϕ∗ become deterministic and inde-
pendent of ϕ0, and Eq. (3.33) reduces to

P (ζR1 , ζR2) =

∫
dNϕ0→ϕ∗P

V
FPT,ϕ0→ϕ∗ (Nϕ0→ϕ∗)

PV
FPT,ϕ∗→ϕ1

(
ζR1 −Nϕ0→ϕ∗ + ⟨Nϕ0⟩V − ⟨Nϕ1⟩V

)
PV

FPT,ϕ∗→ϕ2

(
ζR2 −Nϕ0→ϕ∗ + ⟨Nϕ0⟩V − ⟨Nϕ2⟩V

)
.

(4.2)

Both expressions only involve first-passage time distributions, subject to the adjoint
Fokker-Planck equation (2.8), and which can be readily sampled [65]. This is a substan-
tial simplification.

Power spectrum

As a by-product of the above formulas, let us derive the power spectrum of the curvature
perturbation. This is nothing but the Fourier transform of the two-point correlation
function in real space, which can be readily extracted from the two-point distribution
function

⟨ζR1ζR2⟩ =
∫

dζR1

∫
dζR2P (ζR1 , ζR2)ζR1ζR2

=

∫
dζR1

∫
dζR2

∫
dNϕ0→ϕ∗P

V
FPT,ϕ0→ϕ∗ (Nϕ0→ϕ∗) ζR1ζR2

PV
FPT,ϕ∗→ϕ1

(
ζR1 −Nϕ0→ϕ∗ + ⟨Nϕ0⟩V − ⟨Nϕ1⟩V

)
PV

FPT,ϕ∗→ϕ2

(
ζR2 −Nϕ0→ϕ∗ + ⟨Nϕ0⟩V − ⟨Nϕ2⟩V

)
,

(4.3)

where in the second equality Eq. (4.2) has been used. Notice moreover that in the
above expression the integration domain is set by the requirement that the arguments
of the first-passage time distributions are positive quantities. Performing the change of
integration variable ζR1 → Nϕ∗→ϕ1 = ζR1 −Nϕ0→ϕ∗ + ⟨Nϕ0⟩V − ⟨Nϕ1⟩V and likewise for
ζR2 , leads to

⟨ζR1ζR2⟩ =
∫

dNϕ∗→ϕ1

∫
dNϕ∗→ϕ2

∫
dNϕ0→ϕ∗(

Nϕ∗→ϕ1 +Nϕ0→ϕ∗ − ⟨Nϕ0⟩V + ⟨Nϕ1⟩V
) (

Nϕ∗→ϕ2 +Nϕ0→ϕ∗ − ⟨Nϕ0⟩V + ⟨Nϕ2⟩V
)

PV
FPT,ϕ0→ϕ∗ (Nϕ0→ϕ∗)P

V
FPT,ϕ∗→ϕ1

(Nϕ∗→ϕ1)P
V
FPT,ϕ∗→ϕ2

(Nϕ∗→ϕ2) .
(4.4)
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Since ϕ∗, ϕ1 and ϕ2 are fixed in single-clock models, Nϕ0→ϕ∗ , Nϕ∗→ϕ1 and Nϕ∗→ϕ2 are
independent stochastic variables, hence6∫

dNϕ∗→ϕ1

∫
dNϕ∗→ϕ2P

V
FPT,ϕ∗→ϕ1

(Nϕ∗→ϕ1)P
V
FPT,ϕ∗→ϕ2

(Nϕ∗→ϕ2)Nϕ∗→ϕ1Nϕ∗→ϕ2 =

⟨Nϕ∗→ϕ1⟩V⟨Nϕ∗→ϕ2⟩V ,
(4.5)

with similar expressions for analogous terms. This gives rise to

⟨ζR1ζR2⟩ =
(
⟨Nϕ1⟩V − ⟨Nϕ0⟩V

) (
⟨Nϕ2⟩V − ⟨Nϕ0⟩V

)
+
(
⟨Nϕ1⟩V − ⟨Nϕ0⟩V

) (
⟨Nϕ∗→ϕ2⟩V + ⟨Nϕ0→ϕ∗⟩V

)
+
(
⟨Nϕ2⟩V − ⟨Nϕ0⟩V

) (
⟨Nϕ∗→ϕ1⟩V + ⟨Nϕ0→ϕ∗⟩V

)
+ ⟨Nϕ∗→ϕ1⟩V ⟨Nϕ∗→ϕ2⟩V + ⟨Nϕ∗→ϕ1⟩V ⟨Nϕ0→ϕ∗⟩V
+ ⟨Nϕ0→ϕ∗⟩V ⟨Nϕ∗→ϕ2⟩V +

〈
N 2

ϕ0→ϕ∗

〉
V
.

(4.6)

The next step is to use the result shown in Eq. (3.27), namely that convolution and
volume-weighting operations commute, which allows to write identities of the type
⟨Nϕ0→ϕ∗⟩V + ⟨Nϕ∗→ϕ2⟩V = ⟨Nϕ0→ϕ2⟩V. Using such identities repeatedly, the above
expression simplifies into

⟨ζR1ζR2⟩ =
〈
N 2

ϕ0→ϕ∗

〉
V
− ⟨Nϕ0→ϕ∗⟩2V

≡
〈
δN 2

ϕ0→ϕ∗

〉
V
=
〈
δN 2

ϕ0

〉
V
−
〈
δN 2

ϕ∗

〉
V
,

(4.7)

where we have introduced the variance notation ⟨δN 2
ϕ ⟩ ≡ ⟨N 2

ϕ ⟩ − ⟨Nϕ⟩2.
Interestingly, ϕ1 and ϕ2 have dropped from the final result, which therefore depends

neither on R1 nor on R2. This seemingly surprising fact can be explained as follows. In
Fourier space, ζR1(x⃗1) and ζR2(x⃗2) can be expanded as

ζRi(x⃗i) =

∫
dk⃗

(2π)3/2
ζ
k⃗
eik⃗·x⃗i W̃

(
kRi

a

)
, (4.8)

see Eq. (2.3). This leads to

⟨ζR1ζR2⟩ =
∫

dk⃗1

(2π)3/2

∫
dk⃗2

(2π)3/2

〈
ζ
k⃗1
ζ†
k⃗2

〉
ei(k⃗1·x⃗1−k⃗2·x⃗2)W̃

(
k1R1

a

)
W̃

(
k2R2

a

)
,

(4.9)

with ⟨ζ
k⃗1
ζ†
k⃗2
⟩ = (2π)2/k31Pζ(k1)δD(k⃗1− k⃗2), where Pζ(k1) is the reduced power spectrum

of the comoving curvature perturbation ζ. The Dirac distribution allows one to integrate

6If X and Y are independent random variables with distribution functions PX(X) and
PY (Y ), their product Z = XY has distribution P (Z) =

∫
dXdY P (X,Y )δD(Z − XY ) =∫

dXdY PX(X)PY (Y )δD(Z − XY ) =
∫

dX
X

PX(X)PY (Z/X). Its mean value thus reads ⟨Z⟩ =∫
P (Z)ZdZ =

∫
dZ

∫
dX
X

PX(X)PY (Z/X)Z =
∫
dXPX(X)X

∫
dZ
X

PY (Z/X) Z
X

= ⟨X⟩⟨Y ⟩.

– 20 –



out k⃗2, and after integrating over the angular degrees of freedom contained in k⃗1 one
obtains

⟨ζR1ζR2⟩ =
∫ ∞

0
d ln kPζ(k)W̃

(
kR1

a

)
W̃

(
kR2

a

)
sinc

(
kr

a

)
. (4.10)

At this point, a few words must be said about the window functions. As mentioned
in footnote 1, for the noise to be white in the Langevin equation, the window function
has been assumed to be of the Heaviside type in Fourier space. Moreover, the noise
correlator (2.5) can be computed between two distinct spatial locations, and one finds
⟨ξi(x⃗1, N)ξj(x⃗2, N)⟩ = ⟨ξ1(x⃗1, N)ξ2(x⃗2, N)⟩sinc(kσr/a). This means that, in principle,
the noises acting on two separate patches are correlated. In practice, these correlations
are not accounted for in the stochastic-inflation formalism, which amounts to approxi-
mating the cardinal function by a Heaviside function. Performing these replacements in
the above expression one can write

⟨ζR1ζR2⟩ =
∫ ∞

0
d ln kPζ(k)θ

(
1− kR1

a

)
θ

(
1− kR2

a

)
θ

(
1− kr

a

)
=

∫ a/r

0
d ln kPζ(k) ,

(4.11)

where θ(x) = 1 if x ≥ 0 and 0 otherwise is the Heaviside function. In the second line,
we have used that r > R1, R2, and the resulting expression makes it clear why the two-
point correlation function does not depend on R1 and R2, once the filtering functions
implicitly employed in the stochastic formalism are implemented.

By differentiating both sides of Eq. (4.11) with respect to r one also obtains

Pζ(k) =− ∂

∂ ln r
⟨ζR1ζR2⟩

∣∣∣∣
r=aend/k

=
∂

∂ ln r

〈
δN 2

ϕ∗

〉
V

∣∣∣∣
r=aend/k

, (4.12)

where Eq. (4.7) has been inserted in the last equality. The derivative with respect to
r can be expressed in terms of a derivative with respect to ϕ∗, recalling that in the
large-volume approximation these two are related through ⟨e3Nϕ∗ ⟩ = [r̃σH(ϕ∗)/2]3, see
Eq. (3.20). Recalling that r̃ = r +R1 +R2, this leads to

Pζ(k) =
r

r̃

[
1

3

∂

∂ϕ∗
ln
〈
e3Nϕ∗

〉
− ∂

∂ϕ∗
lnH(ϕ∗)

]−1 ∂

∂ϕ∗

〈
δN 2

ϕ∗

〉
V

∣∣∣∣∣
⟨e3Nϕ∗ ⟩1/3= 1

2
r̃
r

aendσH(ϕ∗)
k

.

(4.13)
In the large-volume limit, as explained in Sec. 3.5, the condition r ≫ R1, R2 must be
fulfilled, hence one shall replace r/r̃ ≃ 1 in the above expression. In single-field slow-roll
inflation, one may also replace ∂ lnH/∂ϕ ≃

√
ϵ1/2 /MPl, hence this term provides a

slow-roll suppressed correction.
Note that this expression differs from the one established in Ref. [41] for the reason

highlighted around Eq. (3.23), namely the fact that in Ref. [41] the final volume is com-
puted along a reference trajectory while in the large-volume approximation it is replaced
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by its stochastic average. Incidentally, Eq. (4.13) is closer to the early expressions de-
rived in Refs. [39, 40], with which it would coincide at leading order in slow roll if volume
weighting had been omitted, and if S∗ were defined as fixed-⟨N⟩ hypersurfaces instead
of fixed-⟨e3N ⟩ hypersurfaces. Finally, it is worth mentioning that the power spectrum
can also be obtained from the knowledge of the coarse-grained one-point distribution
function only. This calculation is performed in Appendix C, where we show that the
same result as above is obtained, which confirms the consistency of our approach.

5 Applications

Let us now apply the formalism developed so far to a few toy models, in order to illustrate
our approach concretely, and to get a first insight into the amount of clustering that is
to be expected from quantum diffusion. Our goal is not to provide a comprehensive
parameter-space exploration of these models, but rather to obtain qualitative results
that will allow us to identify relevant directions that require further exploration.

In practice, we consider single-field slow-roll models of inflation, where the Langevin
equation (2.4) reduces to

dϕ

dN
= − V ′

3H2
+

H

2π
ξ (5.1)

where V (ϕ) is the potential energy stored in the inflaton field ϕ and V ′ is its derivative
with respect to ϕ, and the Hubble rate is given by the Friedmann’s equation H2 =
V/(3M2

Pl) at leading order in slow roll. Here, the white Gaussian noise ξ is normalised
to unit variance, so ⟨ξ(N)ξ(N ′)⟩ = δD(N −N ′). With the Itô prescription this gives rise
to the adjoint Fokker-Planck operator [57]

L†
FP(ϕ) = −M2

Pl

v′

v

∂

∂ϕ
+ v

∂2

∂ϕ2
, (5.2)

where v ≡ V/(24π2M4
Pl) denotes the rescaled inflationary potential.

5.1 Quantum well

We start by considering the case where the inflationary potential is constant, v = v0,
between ϕ = ϕend (where inflation ends, hence an absorbing boundary is placed) and
ϕ = ϕend +∆ϕwell (where the potential is assumed to become classical-drift dominated,
hence a reflective boundary is placed). A sketch of this potential is displayed in Fig. 4.
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 boundary
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boundary

ϕ

Figure 4. Quantum-well toy model.

This model is simple enough to yield analytical results for the first-passage time problem,
while displaying key features of more generic setups [29, 30], which makes it natural to
consider first.

The solution to the adjoint Fokker-Planck equation (2.8), for the first-passage time
through the absorbing boundary at ϕend, is given by [29]

PFPT,ϕ(N ) = − π

2µ2
ϑ′
2

(
π

2
x, e

−π2

µ2N
)
. (5.3)

Here x = (ϕ− ϕend)/∆ϕwell is the rescaled field value (x varies between 0 and 1 within
the well) and we have introduced

µ2 =
∆ϕ2

well

v0M2
Pl

. (5.4)

One thus sees that the distribution of the random variable N/µ2 has a universal profile
that does not depend on any other parameter. Finally, ϑ2 is the second elliptic theta
function, ϑ2(z, q) = 2

∑∞
n=0 q

(n+1/2)2 cos[(2n + 1)z], and ϑ′
2(z, q) is the derivative of

ϑ2(z, q) with respect to z. If the first-passage time through another field value than ϕend

needs to be computed, say through ϕ∗, Eq. (5.3) can still be employed, with the rescaling
x → (x− x∗)/(1− x∗), and µ → (1− x∗)µ.

From Eq. (5.3), the mean number of e-folds elapsed in the quantum well, when
starting from x, is given by ⟨N⟩ = µ2/2x(2− x), and the mean volume by

⟨e3N ⟩ = cos
[√

3 µ(1− x)
]

cos
(√

3 µ
) . (5.5)
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Notice that this latter quantity is well defined only for µ < µc ≡ π/(2
√
3 ). The reason

is that, when µ ≥ µc, the tail in Eq. (5.3) decays more slowly than e−3N , hence the
mean volume does not converge. This is the regime of eternal inflation discussed below
Eq. (3.10), which we will not consider. Moreover, if µ ≪ µc, then the mean volume is of
order one (in σ-Hubble units) and the large-volume approximation developed in Sec. 3.4
does not apply. This is why, for the mean volumes to be large though finite, in what
follows we work with values of µ close to (but smaller than) µc.

To get Eq. (5.5), one can integrate Eq. (5.3) against e3N term by term, using
the definition of the elliptic function, and resum, but a more direct route is to use the
characteristic function, defined as

χN (t, ϕ) =
〈
eitN

〉
=

∫ ∞

−∞
dN eitNPFPT,ϕ(N ) . (5.6)

The characteristic function depends on the dummy parameter t and, from the above
definition, it is nothing but the Fourier transform of the first-passage time distribution.
From Eq. (2.8), one can readily show that it satisfies L†

FP(ϕ)χN (t, ϕ) = −itχN (t, ϕ),
which, contrary to Eq. (2.8), is an ordinary differential equation. It needs to be solved
with the boundary conditions χ(t, ϕend) = 1 and ∂

∂ϕχ(t, ϕ)|ϕend+∆ϕwell
= 0, which in the

present case leads to

χN (t, ϕ) =
cos
[
(it)1/2µ(x− 1)

]
cos
[
(it)1/2µ

] . (5.7)

Performing the partial fraction decomposition of χN (t, ϕ), the Fourier transform can be
obtained term by term using the residue theorem, and this is in fact how Eq. (5.3) was
obtained [30].

As far as the mean volume is concerned, it is simply given by ⟨e3Nϕ⟩ = χN (−3i, ϕ),
hence Eq. (5.5) directly follows from Eq. (5.7). Moreover, from the definition (5.6), the
characteristic function of the volume-weighted first-passage time distribution is simply
related to the characteristic function of the non-volume-weighted one by

χV
N (t, ϕ) =

χN (t− 3i, ϕ)

χN (−3i, ϕ)
. (5.8)

This result implies that the volume-weighted moments of the first-passage time can be
derived as follows. First, from Taylor-expanding the exponential function in Eq. (5.6),
one can see that 〈

N n
ϕ

〉
= i−n ∂n

∂tn
χN (t, ϕ)

∣∣∣∣
t=0

, (5.9)

which, for n = 1, gives the formula ⟨N⟩ = µ2/2x(2 − x) given above. Applying this
identity to the volume-weighted characteristic function, one finds

〈
N n

ϕ

〉
V
=

i−n

χN (−3i, ϕ)

∂n

∂tn
χN (t, ϕ)

∣∣∣∣
t=−3i

. (5.10)
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With Eq. (5.7) in the quantum-well model, for n = 1 this leads to

⟨N⟩V =
µ

2
√
3

{
tan

(√
3 µ
)
− (1− x) tan

[√
3 µ (1− x)

]}
. (5.11)

Again, one recovers that this expression is well-defined only when µ < µc.
Lastly, we notice that Eq. (5.11) can also be obtained from Eq. (3.4) in the

large-volume approximation, namely, ⟨N⟩V =
〈
N e3N

〉
/
〈
e3N

〉
, where

〈
N e3N

〉
=∫∞

0 PFPT,x(N )N e3NdN and
〈
e3N

〉
=
∫∞
0 PFPT,x(N )e3NdN , where one can use the FPT

distribution given in Eq. (5.3). Of course, the results obtained following the two different
procedures agree.

One-point curvature perturbation

We are now in a position to evaluate the one-point distribution of the coarse-grained
curvature perturbation, in the large-volume limit. Setting ϕ0 at the reflective boundary
of the quantum well, inserting the above results into Eq. (4.1) leads to

P (ζR) =− π cos
[√

3 (1− x∗)µ
]

2(1− x∗)2µ2
ϑ′
2

(
π

2
, e

− π2

(1−x∗)2µ2
{
ζR+ µ

2
√
3
(1−x∗) tan[

√
3 µ(1−x∗)]

})
× e

3
{
ζR+ µ

2
√

3
(1−x∗) tan[

√
3 µ(1−x∗)]

}
.

(5.12)
In the above expression, x∗ = (ϕ∗−ϕend)/∆ϕwell is related to R through ⟨e3Nϕ∗ ⟩ =

(σRH)3, see Eq. (3.20), which reduces to

x∗(R) = 1− 1√
3 µ

arccos
[
(σRH)3 cos

(√
3 µ
)]

. (5.13)

Using the procedure outlined below Eq. (3.27), the one-point distribution function
of ζR can be numerically sampled,7 and the result of this procedure is compared to the
analytical result (5.12) in Fig. 5, where one can check that the agreement is excellent.
In particular, one recovers that P (ζR) possesses exponential tails. These are much
heavier than Gaussian tails, which implies that the probability to from PBHs is strongly
enhanced.

7In practice, when reconstructing P (ζR) from a finite sample of Langevin realisations, we use ker-
nel density estimation (we make use of the estimate scipy.stats.gaussian kde available in python)
with automatic bandwidth determination (or manual determination when necessary) using non-uniform
weights.
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Figure 5. One-point distribution function P (ζR) in the quantum-well potential, for µ = µc −
0.001. The solid coloured lines are reconstructed from 107 numerical simulations of the stochastic
process described by the Langevin equation (2.4), whereas dashed lines stand for the analytical
formula (5.12). Different colours indicate different values of the (rescaled-) field value x∗ in the
parent patch (see legend), hence different coarse-graining scales, according to Eq. (5.13). Error-
bars correspond to the 2σ-estimates of the statistical error obtained via the bootstrap resampling
technique with resampling size Ns = 1000.9

One also notices that as x∗ decreases, hence as R decreases, see Eq. (5.13), the
distribution becomes wider, and the tail becomes heavier.10 This implies that PBHs
mostly form at the scales that emerge close to the end point of the quantum well, i.e.
at the smallest scales produced in the well, in agreement with the finding of Ref. [42].
Although the detailed derivation of the PBH mass fraction goes beyond the scope of
this work, we thus expect it to be tilted towards smaller masses, in the region where it
peaks.

In the far tail, the statistical error becomes substantial, since the statistics is
sparser. Let us stress that, although this is always the case, the volume-weighting
procedure makes this issue worse. Indeed, the realisations of the Langevin equations are
sampled in a non-volume-weighted way, since the dynamics is described forwards, and
volume-weighting is only performed at the post-processing level. As a consequence, the
tails are up-lifted, and the number of realisations sampled in the tails is much smaller
than what the value of the probability density suggests in Fig. 5. Alternative sampling

9The bootstrap method [86] consists in creating multiple “bootstrap samples” of a given data set,
by randomly selecting data points, allowing some to be selected more than once and others not at all.
This process is done to mimic the variability in the population and estimate the sampling distribution
of a given statistic. In practice, Ns resamples of the same size as the original dataset are generated, and
Ns = 103−104 is usually considered to be sufficient to provide accurate estimates of the statistical error.

10At small values of x∗ the distribution also peaks at rather large, negative values of ζR. This is
because we work with values of µ close to µc, for which the tails are almost flat at small x∗. This model
thus has to be considered with care, at the qualitative level only.
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methods based on importance sampling [65] or stochastic excursions [84] might allow
one to alleviate this issue, but we leave this possibility for future investigations.

When ζR−⟨Nϕ∗⟩V+⟨Nϕ0⟩V ≫ µ2, a tail expansion of Eq. (5.12) can be performed,
where the elliptic function is dominated by its first term. This gives rise to

P (ζR) ≃
π cos

[√
3 (1− x∗)µ

]
(1− x∗)2µ2

e

[
3− π2

4(1−x∗)2µ2
]{

ζR+ µ

2
√
3
(1−x∗) tan[

√
3 µ(1−x∗)]

}
, (5.14)

where one indeed recovers an exponential-tail profile. One can also check that the
exponent decays with x∗, hence heavier tails are achieved with smaller values of x∗, in
agreement with the above discussion.

Two-point curvature perturbation

Similarly, for the two-point distribution Eq. (4.2) gives rise to

P (ζR1 , ζR2) =− π3

8µ6(1− x∗)2(1− x1)2(1− x2)2
cos
[√

3 µ(1− x1)
]
cos
[√

3 µ(1− x2)
]

cos
[√

3 µ(1− x∗)
]∫

dNϕ0→ϕ∗ϑ
′
2

(
π

2
, e

− π2

µ2(1−x∗)2
Nϕ0→ϕ∗

)
ϑ′
2

(
π

2

x∗ − x1
1− x1

, e
− π2

µ2(1−x1)
2 (ζR1

−Nϕ0→ϕ∗+⟨Nϕ0⟩V−⟨Nϕ1⟩V)
)

ϑ′
2

(
π

2

x∗ − x2
1− x2

, e
− π2

µ2(1−x2)
2 (ζR2

−Nϕ0→ϕ∗+⟨Nϕ0⟩V−⟨Nϕ2⟩V)
)

e3(ζR1
+ζR2

−Nϕ0→ϕ∗+2⟨Nϕ0⟩V−⟨Nϕ1⟩V−⟨Nϕ2⟩V) ,
(5.15)

where ⟨Nϕ0⟩V, ⟨Nϕ1⟩V and ⟨Nϕ2⟩V are given by Eq. (5.11). The result is displayed in
Fig. 6 for R1 = R2 (left panels, where the distribution is symmetric) and R1 ̸= R2 (right
panels, where it is asymmetric). Note that the large-volume approximation requires
R1, R2 ≪ r, hence x1, x2 ≪ 1, which is why the distribution peaks at large negative
values of the curvature perturbations, see footnote 10.
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Figure 6. Two-point distribution P (ζR1 , ζR2) in the quantum-well potential obtained from
the numerical integration of Eq. (5.15) for µ = µc − 0.001 and x∗ = 0.8. In the left column
x1 = x2 = 0.05, corresponding to the symmetric case R1 = R2, whereas in the right column
x1 = 0.03 and x2 = 0.07, corresponding to the case R1 < R2.

A tail expansion similar to Eq. (5.14) can be performed for the two-point distribu-
tion. However, when ζR1 − ⟨Nϕ1⟩V + ⟨Nϕ0⟩V ≫ µ2 and ζR2 − ⟨Nϕ2⟩V + ⟨Nϕ0⟩V ≫ µ2,
one can check that the integrand appearing in Eq. (5.15) peaks in the tail of the last
two elliptic functions, but not in the tail of the first elliptic function. The reason is that,
although a large value of ζR1 requires a large value of Nϕ0→ϕ1 = Nϕ0→ϕ∗ + Nϕ∗→ϕ1 ,
it does not imply that both Nϕ0→ϕ∗ and Nϕ∗→ϕ1 are large, and in practice we find
that only Nϕ∗→ϕ1 is large (and similarly for ζR2). As a consequence, only the last two
elliptic functions in Eq. (5.15) can be approximated by their first terms, but the inte-
gral over Nϕ0→ϕ∗ can nonetheless be still performed analytically by using the formula∫∞
0 ϑ′

2(π/2, e
−x)e−Axdx = −2π/ cosh(π

√
A ), see Ref. [87, (20.10.4)]. This leads to

P (ζR1 , ζR2) ≃
P (ζR1)P (ζR2) cos

(
π
2
1−x∗
1−x1

)
cos
(
π
2
1−x∗
1−x2

)
cos
[√

3 µ (1− x∗)
]
cosh

{√
3 µ (1− x∗)

√
1− π2

12µ2

[
1

(1−x1)
2 + 1

(1−x2)
2

] } ,

(5.16)
where P (ζR1) and P (ζR2) are also expanded according to Eq. (5.14).
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One can check that, in the limit x∗ → 1, the joint distribution factorises according
to P (ζR1 , ζR2) = P (ζR1)P (ζR1), which is expected: any two paths ending in two final
regions that do not share any parent node in the tree of Fig. 1 cannot be correlated.
The tail expansion (5.16) is compared with the full result (5.15) in Fig. 7, where one-
dimensional sections of the two-point distribution are shown as a function of ζR1 for a
few fixed values of ζR2 . One can check that the agreement is excellent on the tail.
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ζR1

10−2P
(ζ
R
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R
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ζR2 = 2

ζR2 = 1

ζR2 = 0.1

ζR2 = −1

tail expansion

Figure 7. Two-point distributions P (ζR1 , ζR2) in the quantum-well potential as a function of
ζR1

for a few fixed values of ζR2
, with µ = µc − 0.001, x∗ = 0.8 and x1 = x2 = 0.05 (i.e. in the

same situation as in the left panels of Fig. 6). Solid coloured lines stand for the full result (5.15),
whereas dashed lines display the tail approximation (5.16).

Clustering

In this work, for simplicity, we assume that primordial black holes form when ζR > ζc,
where ζc is a threshold value of order unity,

pM =

∫ ∞

ζc

P (ζR) dζR , (5.17)

where M is of the order of the Hubble mass at the time R re-enters the Hubble radius.
As mentioned above, this is an oversimplification with respect to more advanced PBH
criteria, which rather involve the compaction function and critical scaling, and possible
extensions to include these will be discussed in Sec. 6. At this stage, this proxy nonethe-
less allows us to discuss how regions with large curvature perturbations are correlated,
and to get a first insight into the amount of clustering to be expected from quantum
diffusion.

The probability to form two primordial black holes with masses M1 and M2 at
distance r follows an analogous expression,

pM1,M2(r) =

∫ ∞

ζc

P (ζR1 , ζR2) dζR1dζR2 , (5.18)
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from which the reduced correlation defined in Eq. (1.1) can be computed.
The result is displayed in Fig. 8 for the parameters corresponding to the left and

right panels of Fig. 6, where the tail expansion [where 1+ ξM1,M2 is simply given by the
prefactor in Eq. (5.16)] is shown to provide an excellent approximation. At small x∗, the
reduced correlation reaches a maximum when r ∼ R1 + R2, below which the exclusion
effect discussed in Sec. 1 comes into play. This regime is however not properly described
in the large-volume approximation, which requires r ≫ R1, R2. In the opposite regime,
when x∗ → 1, as mentioned below Eq. (5.16) the two-point distribution factorises and
ξM1,M2 → 0. In practice, if the quantum well is embedded in a full inflationary potential,
fluctuations outside the well provide a non-vanishing value for ξM1,M2 at x∗ ≥ 1.
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Figure 8. Reduced correlation in the quantum-well potential as a function of x∗, for µ =
µc − 0.001 and x1 = x2 = 0.05 (left panel) and for µ = µc − 0.001 and x1 = 0.03 and x2 = 0.07
(right panel). We only plot the reduced correlation for values of x∗ that satisfy r ≥ R1 + R2,
where R1, R2 denote the size of the coarse-graining regions. The solid line stands for the full
result obtained by integrating Eqs. (5.12) and (5.15) above ζc = 1, whereas the dashed line
stands for the tail-approximation, according to which 1+ ξM1,M2 is nothing but the prefactor in
Eq. (5.16).

5.2 Tilted quantum well

The above toy model is useful since it can be described with few parameters and most of
the calculation can be performed analytically. However, it does not allow us to compare
our results with classical predictions, where quantum diffusion is not accounted for. This
is because, in the slow-roll regime, the inflaton never escapes a flat well without quantum
diffusion, and the curvature perturbation diverges. The lack of classical counterpart, and
our inability to reach a classical limit, makes it impossible to determine whether quantum
diffusion enhances or suppresses clustering, and for this reason we now consider a slight
modification of the quantum well where the potential function features a linear slope,

v(ϕ) = v0

(
1 + α

ϕ

MPl

)
, (5.19)

where α is a positive parameter. It is still endowed with an absorbing boundary at ϕend

and a reflective boundary at ϕend + ∆ϕwell, and we will consider the regime where the
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potential is dominated by its constant term, therefore

α
∆ϕwell

MPl

≪ 1 . (5.20)

Moreover, for the slow-roll approximation (5.1) to apply, one requires α ≪ 1. A sketch
of the potential is displayed in Fig. 9.

v(ϕ)

absorbing 

boundary

reflective 

boundary


ϕend ϕend + Δϕwell ϕ

quantum well

Figure 9. Tilted quantum-well toy model.

This model has been extensively studied in Refs. [30, 64], from which we recall the main
results. In the regime (5.20), the characteristic function is given by

χN (t, ϕ) = e
dµ2x

2

√
4it− d2µ2 cos

(
x−1
2

√
4it− d2µ2 µ

)
− dµ sin

(
x−1
2

√
4it− d2µ2 µ

)
√
4it− d2µ2 cos

(
1
2

√
4it− d2µ2 µ

)
+ dµ sin

(
1
2

√
4it− d2µ2 µ

) ,

(5.21)
where x and µ have been defined in Sec. 5.1 and we have introduced

d = α
MPl

∆ϕwell
. (5.22)

When α = d = 0 and one can check that Eq. (5.7) is recovered.
From the characteristic function, the mean volume realised from an initial field

location x can be obtained as explained in Sec. 5.1, i.e. ⟨e3Nϕ⟩ = χN (−3i, ϕ), and one
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finds

〈
e3Nϕ

〉
=e

dµ2x
2

√
12− d2µ2 cos

(
x−1
2

√
12− d2µ2 µ

)
− dµ sin

(
x−1
2

√
12− d2µ2 µ

)
√
12− d2µ2 cos

(
µ
2

√
12− d2µ2

)
+ dµ sin

(
µ
2

√
12− d2µ2

) .

(5.23)
The mean number of e-folds can also be obtained in a compact form using Eq. (5.9),
and one obtains

⟨Nϕ⟩ =
x

d
+ e−dµ2 1− edµ

2x

d2µ2
. (5.24)

In this expression, the first term corresponds to the number of e-folds realised classically,
i.e. in the absence of quantum diffusion. This makes the interpretation of the parameter
d easy: 1/d is nothing but the classical duration of inflation across the tilted well. Finally,
the volume-weighted number of e-folds can be obtained by means of Eq. (5.10), which
gives

⟨Nϕ⟩V =

{
x
(
d2µ2 − 6

)
sin
[µ
2
(x− 2)

√
12− d2µ2

]
+ 2(d− 3x+ 6) sin

(µ
2
x
√

12− d2µ2
)

− d2µ2x

√
12

d2µ2
− 1 cos

[µ
2
(x− 2)

√
12− d2µ2

]}
(
d2µ2

√
12− d2µ2

[
sin
(µ
2

√
12− d2µ2

)
+

√
12

d2µ2
− 1 cos

(µ
2

√
12− d2µ2

)]
{√

12

d2µ2
− 1 cos

[µ
2
(x− 1)

√
12− d2µ2

]
− sin

[µ
2
(x− 1)

√
12− d2µ2

]})−1

.

(5.25)
In order to inverse Fourier transform Eq. (5.21) and get the first-passage time

distribution, one needs to extract the poles of the characteristic function, which requires
to solve a transcendental equation. Analytically, this cannot be done in general, but
only in the following two regimes [30, 64]: when µ2d ≪ 1 (the so-called “narrow-well
limit”), where one recovers the flat quantum-well setup studied in Sec. 5.1; and when
µ2d ≫ 1 (the so-called “wide-well limit”), where one finds

PFPT,ϕ(N ) = − π

2µ2
eµ

2dx
2
−µ2d2

4
Nϑ′

3

(
π

2
x, e

−π2

µ2
N
)
, (5.26)

where ϑ3(z, q) is the third elliptic theta function, ϑ3(z, q) = 1 + 2
∑∞

n=1 q
n2

cos (2nz),
and ϑ′

3 denotes its derivative with respect to its first argument z. This regime allows
one to recover the classical limit when µ2d → ∞, which is why we will now restrict
to it. Note that, since the wide-well approximation breaks down for large-index poles,
Eq. (5.26) provides a good approximation to the first-passage time distribution only
near its maximum and along its upper tail where the first few poles dominate (if x is
not too close to 1), but it fails on its lower tail where all poles equally contribute, i.e.
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at low values of N . In particular, it is not properly normalised, and it should thus be
used with care. This is why, in what follows, unless specified otherwise the first-passage
distribution is computed from numerically inverse-Fourier transforming Eq. (5.21).

At large N , Eq. (5.26) gives PFPT,ϕ(N ) ∝ e−(π2/µ2+µ2d2/4)N , hence the tail of the
first-passage time distribution decays more rapidly than e−3N only if α2 > 12v0, or
if α2 < 12v0 and µ < π/

√
3− α2/(4v0) .

11 Under these conditions the mean volume
converges, hence the volume-weighted probabilities are well defined.

Let us finally note that, when one is interested in the first-passage through a field
value ϕ∗ different from ϕend, Eqs. (5.21) and (5.26) can still be employed provided the
rescalings x → (x− x∗)/(1− x∗), µ → (1− x∗)µ and d → d/(1− x∗) are performed.

One-point curvature perturbation

In the large-volume approximation, the one-point distribution for the coarse-grained
curvature perturbation can be computed from Eq. (4.1), where the first-passage time
distribution is given by the inverse Fourier transform of Eq. (5.21) and ⟨Nx⟩V is given in
Eq. (5.25). The result is shown in Fig. 10, where it is compared with a direct sampling
reconstruction. Similarly to the flat-well model, it features exponential tails, which are
heavier at larger x∗ (hence at larger coarse-graining radius).

One also notices that, in the right panel of Fig. 10, the distributions look more
Gaussian close to their maximum than in the left panel. This is because µ2d is larger in
the right panel (µ2d = 125) than in the left panel (µ2d = 50.7), and, as argued above,
the classical regime is obtained in the limit dµ2 → ∞. This confirms that the standard,
Gaussian results are recovered in that limit.
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Figure 10. One-point distribution P (ζR) in the tilted-well potential, for µ = 13 and d = 0.3
(left panel) and for µ = 25 and d = 0.2 (right panel). The solid coloured lines are reconstructed
from 107 (left panel) and 106 (right panel) numerical simulations, whereas dashed lines stand
for the result obtained by numerically performing the inverse Fourier transform of the volume-
weighted version of the characteristic function (5.21). Different colours indicate different values
of the (rescaled) field value x∗ in the parent patch, hence different coarse-graining scales. Error
bars correspond to the 2σ-estimates of the statistical error obtained via the bootstrap resampling
technique with resampling size Ns = 1000.

11In terms of d, this condition can be rewritten as d > 3/π or d < 3/π and µ2 < 6/d2(1−
√

1− d2π2/9 )

or µ2 > 6/d2(1 +
√

1− d2π2/9 ).
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Figure 11. Two-point distribution function P (ζR1 , ζR2) in the tilted-well potential, for µ = 13,
d = 0.3, x∗ = 0.85 and x1 = x2 = 0.6. The left panels show the analytical result (4.2), whereas
the top-right shows the reconstruction from 106 numerical simulations of the Langevin equation.
In the bottom-right we compare the analytical (black dashed lines) and the numerically-sampled
(solid coloured lines) distribution as a function of ζR1

for a few fixed values of ζR2
.

Two-point curvature perturbation

Similarly, the two-point distribution of the coarse-grained curvature perturbation can
be obtained by means of Eq. (4.2), where the first-passage time distribution is given by
inverse-Fourier transforming Eq. (5.21) and the integral in Eq. (4.2) is also performed
numerically. The result is shown in Figs. 11 and 12 for the parameters corresponding to
the left and right panels of Fig. 10 respectively. In the right panels of Figs. 11 and 12, the
two-point distribution is reconstructed from a direct sampling of the Langevin equations,
using the procedure outlined below Eq. (3.30) and by means of kernel density estimation,
see footnote 7. One can check that the agreement with the analytical expression (4.2)
is excellent, within the statistical error bars.

It is also worth stressing that in Fig. 12, the two-point distribution seems more
Gaussian than in Fig. 11. This can be seen at the level of the contours (top left panels),
which are close to ellipses near the maximum in Fig. 12, as well as at the level of the
one-dimensional slices (bottom-right panels). This confirms the remark made above for
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Figure 12. Same as Fig. 11 for µ = 25, d = 0.2, x∗ = 0.85 and x1 = x2 = 0.6.

the one-point distribution, namely the fact that the Gaussian, classical limit is recovered
in the regime µ2d ≫ 1.

Finally, a tail expansion can be performed, following the same procedure as the
one employed in the flat-well model, see Eq. (5.16). In the tail, the volume-weighted
first-passage time distribution decays exponentially as PV

FPT,x(N ) ≃ aV(x)e
−(Λ0+3)N ,

where Λ0 ≃ µ2d2/4+π2/µ2 is the lowest pole of the characteristic function and aV(x) =
a0(x)/⟨e3N ⟩x, with a0(x) the lowest residue of the characteristic function.12

12In practice, Λ0 and a0(x) are extracted numerically from the characteristic function, using that Λ0

is the lowest zero of the denominator in Eq. (5.21), and that [30]

a0(x) = −i

[
∂

∂t
χ−1(t = −iΛ0, x)

]−1

. (5.27)

Indeed, as mentioned below Eq. (5.26), the wide-well approximation should be used with care, and for
the cases of interest below it is insufficiently accurate [its validity condition, µ2d ≫ 1, is also less verified
once µ2d is rescaled by 1− x1 or 1− x2, according to the scaling rules mentioned below Eq. (5.26)].
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Figure 13. Large-distance behaviour of the reduced correlation function in the tilted-well model,
for d = 0.3, µ = 13 (left panel) and for d = 0.2, µ = 25 (right panel), as a function of x∗. The
coarse-graining size is fixed by x1 = x2 = 0.6 in both cases. Circles denotes the full stochastic
result obtained by numerically integrating the numerically-reconstructed one-point and two-point
distributions above ζc = 1, whereas diamonds denote the tail expansion given by the prefactor
in Eq. (5.28), where the residues and the poles have been found numerically (see footnote 12)
and the integral over Nx0→x∗ evaluated numerically.

This leads to

P (ζR1 , ζR2) =P (ζR1)P (ζR2)
aV (x∗, x1)
aV (x0, x1)

aV (x∗, x2)
aV (x0, x2)∫

dNPV
FPT,x0→x∗ (Nx0→x∗) e

[
µ2d2

2
+ π2

µ2(1−x1)
2+

π2

µ2(1−x2)
2−6

]
Nx0→x∗

.

(5.28)

Here, aV(x, x
′) corresponds to aV(x) when the absorbing condition is set at location

x′, i.e. it is obtained from the aV(x) function given above after rescaling parameters
according to the rule stated below Eq. (5.26). The structure of the above equation is
similar to the one obtained in the flat-well model, see Eq. (5.16), and the consequences
of this peculiar tail structure will be further discussed in Sec. 6.

Clustering

The reduced correlation function is obtained from integrating the one-point and the two-
point distribution functions above the PBH threshold, as explained above, and the result
is shown in Fig. 13 for the same two sets of parameters as used in previous figures. At
large distance, the tail approximation, according to which 1+ ξ is given by the prefactor
in Eq. (5.28), provides a good fit to the full result. The reason why this approximation
may break down at small distance is that, in that case, Nϕ0→ϕ1 = Nϕ0→ϕ∗ +Nϕ∗→ϕ1 is
dominated by Nϕ0→ϕ∗ , hence PFPT,ϕ∗→ϕ1 cannot always be tail-expanded in Eq. (4.2),
and likewise for PFPT,ϕ∗→ϕ2 .

Note that the large-volume approximation, under which the above results were
derived, requires that r3 ≫ R3

1, R
3
2, hence the large-distance limit is the one of main

interest anyway. But it is still important to stress that the tail-expansion formula (5.28)
may not be sufficient in cases where ζc probes the intermediate tail.
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One also notices that the validity of the tail expansion declines when µ2d is larger.
This is because, as mentioned above, µ2d ≫ 1 corresponds to the classical limit, in which
the first-passage time distribution is quasi-Gaussian except in its very-far tail, hence ζc
does not fall in the exponential tail unless x∗ is very close to one.

Comparison with the classical limit

Let us now compare our results with the classical, standard calculation. As mentioned
above, the classical limit corresponds to µ2d → ∞, hence we expect standard results to
be recovered in the wide-well regime. For instance, for the mean number of e-folds, the
second term in Eq. (5.24) is exponentially suppressed when µ2d ≫ 1, and the first term
precisely corresponds to the duration of inflation when the stochastic noise is switched
off.

At leading order in cosmological perturbation theory, the curvature perturbation
features Gaussian statistics, and so does its coarse-grained version. Therefore, the one-
point distribution P (ζR) is Gaussian, with a variance given by

σ2
R ≡

〈
ζ2R
〉
=

∫ a/R

0
d ln kPζ(k) , (5.29)

see the discussion around Eq. (4.8). In the tilted-well model, Pζ = v/ϵ1 = 2v/α2 at
leading order in slow roll and in the regime of Eq. (5.20). This makes the integral of
Eq. (5.29) diverge, but one should recall that it only applies to those scales exiting the
Hubble radius in the tilted well. Ignoring the contribution from larger scales, which
were also discarded in the above stochastic-δN calculation, the lower bound of the in-
tegral (5.29) should be replaced with kIR = aendHe−1/d. Indeed, this scale matches
the Hubble radius at the entry of the tilted well, when x = 1. Using the simple PBH
formation criterion adopted above, see Eq. (5.17), one thus has

pM =
1

2
erfc

 ζc√
2σ2

R

 . (5.30)

The two-point distribution is also Gaussian. The diagonal entries of its covariance
matrix are given by σ2

R1
and σ2

R2
, and its off-diagonal entry is already expressed in terms

of the power spectrum in Eq. (4.11), i.e.

τ2r = ⟨ζR1(x⃗)ζR2(x⃗+ r⃗)⟩ =
∫ a/r

0
d ln kPζ(k) , (5.31)

where the lower bound of the above integral should again be replaced with kIR =
aendHe−1/d in the tilted-well model. The probability to form two black holes with
masses M at distance r can then be computed using Eq. (5.18) and one finds [23]

pM,M (r) =
1√
2π

∫ ∞

0
dxe−x2/2 erfc

 ζc√
σ2
R + τ2r

(
1 +

√
σ2
R − τ2r
2

x

ζc

) , (5.32)
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Figure 14. Reduced correlation function in the tilted-well potential, for µ = 25, d = 0.2. The
solid red line stands for the full stochastic calculation with x1 = x2 = 0.6, while the green
line stands for the classical result obtained from Eqs. (5.30) and (5.32). In the left panel, the
reduced correlation function is displayed as a function of r, and R in the classical formulas is
set to be the same as R1 = R2 of the stochastic setup. The lower bound on r is set by the
requirement r > R1 + R2. In the right panel, the reduced correlation function is displayed as
a function of x∗, the (rescaled-) field value in the tilted-well, where in the classical formulas
R = ex1/d = ex2/d, where x1 = x2 = 0.6. The lower bound on x∗ is extracted by the requirement
r(x∗) > R1(x1) +R2(x2).

where we have restricted the above formula to the case where the two black holes have
the same mass for simplicity.

From these expressions, the reduced correlation (1.1) can be computed, and it is
compared with our stochastic results in Fig. 14. An important observation is that larger
distances r are covered in the stochastic calculation than in its classical counterpart. The
reason is that, in the stochastic setup, the relationship between scales and field values is
given by the mean volume as argued in Sec. 3.4. Therefore, the largest distance produced

in the tilted well is r̃ = 2⟨e3N ⟩1/3x=1, where the mean volume is given in Eq. (5.23). In
the classical limit, scales and field values are simply related by the (classical) number of
e-folds, hence the largest distance one can probe is given by r = e1/d, where distances
are quoted in σ-Hubble units. We thus reach the conclusions that PBHs are correlated
over longer distances once quantum diffusion is taken into account.

One may wonder if the discrepancy between the classical and the stochastic results
in the left panel of Fig. 14 could be merely due to this scale-field distorted relationship.
To check whether or not this is the case, in the right panel of Fig. 14 the reduced
correlation is displayed in terms of x∗, for PBH masses such that the same values of
x1 and x2 are taken in both approaches. We thus compare the ξ(x∗, x1, x2) functions
rather than the ξ(r,R1, R2) functions. One can see that the two clustering profiles are
qualitatively similar, which confirms that the scale-field distortion is the main reason for
the large difference in the left panel. Nonetheless, substantial differences are still present
although µ2d = 125 and such large values leave exponentially suppressed corrections in
the one and two-point functions of N , see for instance Eq. (5.24). This is because
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PBHs are sensitive to the intermediate tail, which becomes Gaussian much deeper in the
classical regime than the neighborhood of the maximum of the distribution.

6 Discussion and conclusion

In this work, we have computed the amount of clustering between primordial black
holes that are seeded by highly non-Gaussian fluctuations. Since PBHs require large
fluctuations that can hardly be described by perturbative, quasi-Gaussian approaches,
previous results on clustering between Gaussian or quasi-Gaussian peaks had indeed
to be extended to fully non-Gaussian statistics. In practice, we considered inflation-
ary models where quantum diffusion is included via the stochastic-inflation formalism,
and is known to be responsible for heavy non-Gaussian tails in the statistics of cosmo-
logical fluctuations. This first led us to revisiting the way first-passage-time statistics
is connected to coarse-grained curvature perturbations in the stochastic-δN formalism,
improving on previous works with respect to two aspects.

First, we have clarified how physical distances measured by a local observer on the
end-of-inflation hypersurface are related to initial patches during inflation, in a way that
is free from any approximation. This relies on computing the final volume emerging
from a given patch, and its distribution function conditioned to the field values within
that patch. This distribution function is defined operationally via a recursive sampling
algorithm, that could lead to explicit numerical implementations in the future. In the
limit where the distances of interest are large compared to the Hubble radius, we have
argued that the (volume-weighted) mean of that distribution can be used as a proxy,
which greatly simplifies the analysis. In practice, most calculations presented in this
work were done in this “large-volume” limit, although the framework was developed for
a full treatment to be carried out in the future.

Second, we have consistently implemented volume weighting. Different regions of
space inflate for different amounts, but those that inflate most contribute a larger volume
on the end-of-inflation hypersurface. As a consequence, a local observer located on
that final hypersurface and measuring the statistics of coarse-grained fields by recording
their values in each coarse-grained patch, encounters more patches in regions that have
inflated for longer. This implies that the statistics reconstructed by local observers are
volume-weighted. In standard cosmological perturbation theory, all patches inflate for
almost the same amount, hence the volume-weighting distortion only arises at higher
order. In the presence of large quantum diffusion, this is not the case anymore, hence
volume weighting has to be properly included in the formalism and we have proposed a
framework to do so.

We have then applied these methods to compute clustering in two toy models, one
where the inflationary potential is exactly flat (the “flat well”) and the first-passage
times have highly non-Gaussian distributions, and one where the inflationary potential
is linearly tilted (the “tilted well”) where these distributions are nearly Gaussian around
their maximum, and deviate from Gaussianity only in the far tails.

In the flat well, we have checked that direct sampling methods give numerical
results that are in agreement with the analytical formulas that can be obtained in this
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model. Both the one-point and the two-point distributions of the curvature perturbation
have exponential tails, and the reduced correlation decays with the distance between the
black holes in a way that we were able to characterise. This model is interesting since
it is analytically solvable, however it does not have a classical counterpart hence it does
not allow one to describe the clustering properties that arise as an effect of quantum
diffusion per se.

This is why we then considered the tilted well, which is only semi-analytically
tractable, but for which a direct comparison with standard cosmological perturbation
theory can be performed. The one- and two-point distributions still have exponential
tails, but they are close to Gaussian near their maxima. Due to the volume weighting
distorsion, the range of scales (hence the range of PBH masses and distances over which
they are correlated) that emerges from the tilted well is very different in the classical
and stochastic frameworks, even in the regime where non-Gaussianities only appear in
the far tail. The reason is that volume-weighting modulates the one-point distributions
P (ζR) by e3ζR , and the two-point distribution by a similar (although less straightforward)
factor, hence it enhances the contribution from the tails. We thus observed that PBHs
can be created with larger masses, and with spatial correlations across longer distances,
once quantum diffusion is included.

In both models, the two-point distribution is endowed with a peculiar structure on
its tail, which can be seen in Eqs. (5.16) and (5.28). This structure is in fact generic
for the following reason. If field space is compact, on its tail the first-passage-time
distribution is exponential and can always be approximated by its leading pole

PFPT,ϕin→ϕ(N ) ≃ a(ϕin, ϕ)e
−Λ0(ϕ)N , (6.1)

where, crucially, Λ0 does not depends on the initial condition ϕin [30]. After volume
weighting, one thus has

PV
FPT,ϕin→ϕ(N ) ≃ aV(ϕin, ϕ)e

[3−Λ0(ϕ)]N , (6.2)

where aV is a different normalisation factor. The tail expansion of the one-point distri-
bution (4.1) thus gives

P (ζR) ≃ aV(ϕ0, ϕ∗)e
[3−Λ0(ϕ∗)](ζR−⟨Nϕ∗⟩V+⟨Nϕ0⟩V) . (6.3)

As explained above, on the tail of the two-point distribution, the last two first-passage-
time distributions appearing in Eq. (4.2) can be tail-expanded, which leads to

P (ζR1 , ζR2) ≃aV (ϕ∗, ϕ1) aV (ϕ∗, ϕ2)

e[3−Λ0(ϕ1)](ζR1
+⟨Nϕ0⟩V−⟨Nϕ1⟩V)e[3−Λ0(ϕ2)](ζR2

+⟨Nϕ0⟩V−⟨Nϕ2⟩V)∫
dNϕ0→ϕ∗P

V
FPT,ϕ0→ϕ∗ (Nϕ0→ϕ∗) e

[Λ0(ϕ1)+Λ0(ϕ2)−6]Nϕ0→ϕ∗ .

(6.4)

Combining the two above equations, one obtains

P (ζR1 , ζR2) ≃ F (R1, R2, r)P (ζR1)P (ζR2) (6.5)
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where

F (R1, R2, r) =
aV (ϕ∗, ϕ1)

aV (ϕ0, ϕ1)

aV (ϕ∗, ϕ2)

aV (ϕ0, ϕ2)

∫
dNPV

FPT,ϕ0→ϕ∗ (N ) e[Λ0(ϕ1)+Λ0(ϕ2)−6]N . (6.6)

This generalises the structure observed in Eq. (5.16), which has important consequences.
Indeed, the two-point distribution “almost” factorises, up to the factor F (R1, R2, r).
This implies that, although the black holes are correlated, these correlations are of a
simple kind. For instance, using Baye’s theorem, one has

P (ζR2 |ζR1) = P (ζR2)F (R1, R2, r) , (6.7)

so the conditional distribution of ζR2 at fixed ζR1 does not depend on ζR1 .
13 In other

words, under the condition that ζR1 and ζR2 are located on the tail, their values are
uncorrelated.

Another way to consider this result is to notice that, from Eq. (6.5), the reduced
correlation reads

ξ = F (R1, R2, r)− 1 , (6.8)

which does not depend on the formation threshold ζc. The reason is that, if ζc is located
on the exponential tail, then ζR1 and ζR2 also have to lie on the exponential tail, hence
their values are uncorrelated. As a consequence ξ only measures the correlation between
the two events “ζR1 is in the exponential-tail regime” and “ζR2 is in the exponential-tail
regime”, which depends on the value of ζR1 and ζR2 at which the exponential tail takes
over, but not on ζc. This leads us to another important conclusion: any type of cos-
mological structure that requires a critical value ζc that lies within the exponential tail,
features the same reduced correlation function. We have thus found a universal cluster-
ing behaviour, that applies to PBHs but also to all tail-born structures, independently
of their formation threshold.

Finally, the fact that the reduced correlation is independent of ζc implies that, in the
large-peak limit, clustering is always larger when quantum diffusion is included. Indeed,
as mentioned in Sec. 1, in the large-threshold limit Gaussian clustering is suppressed by
the ratio between the squared threshold and the field variance [19, 23]. In the stochas-
tic picture however, it is independent of the threshold in that same limit, hence it is
necessarily larger. Note that the same conclusions would be drawn in the absence of vol-
ume weighting, i.e. Eqs. (6.5) and (6.6) would still be valid, with non-volume-weighted
quantities in Eq. (6.6).

However, when PBHs (or any structure of interest) form in the intermediate tail,
i.e. the region of the tail that is not yet exponential, the above limit does not always
apply. This could be seen in the tilted-well model when parameters are chosen in the
classical regime (the so-called wide-well limit), where the tail approximation is valid at

13Strictly speaking, the upper bound in the integral of Eq. (6.6) is such that the arguments of the
two other first-passage time distributions in Eq. (4.2), ζR1 − Nϕ0→ϕ∗ + ⟨Nϕ0⟩V − ⟨Nϕ1⟩V and ζR2 −
Nϕ0→ϕ∗ + ⟨Nϕ0⟩V − ⟨Nϕ2⟩V, remain positive. Thus it implicitly depends on ζR1 and ζR2 . However, at
large distance r that upper bound is always located in the tail of PV

FPT,ϕ0→ϕ∗ , hence its contribution is
exponentially suppressed.
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large distances only. In this case different behaviours can be observed, and we found
situations where the classical calculation overestimates the reduced correlation function.

Let us now mention a few directions that we think deserve further investigations.
First, a numerical analysis is required to go beyond the large-volume approximation and
to test the validity of this approximation scheme. This requires to implement the recur-
sive set of algorithms detailed in Appendix A. In this way, the exact mapping between
distances measured by a local observer at the end of inflation and field values in the
corresponding parent patches during inflation would be reconstructed. This would also
allow us to test the assumption that the region emerging from a given patch is spheri-
cally symmetric. Note that a lattice code is not required to do so, since this approach
only relies on sampling uncoupled Langevin equations. Lattice simulations would be
required to include finite gradient effects, which may be necessary in models with sud-
den transitions [54], but they are not needed to reconstruct the real-space structure
of the curvature perturbation. In stochastic inflation indeed, the physical distance be-
tween super-Hubble distant points is related to their past causal overlap. This provides
inflating backgrounds with a graph structure that we have discussed and along which
stochastic inflation should be solved.

Second, the volume-weighting procedure makes the eternal-inflation problem in-
evitable. If the first-passage-time distribution decays as P (N ) ∝ e−Λ0N on its tail, its
volume-weighted version scales as PV(N ) ∝ e(3−Λ0)N , which diverges when Λ0 ≤ 3.
This occurs in a broad class of models. For instance, when field space is non compact,
the tail of the first-passage-time distribution is monomial rather than exponential, and
its volume-weighted version always diverges. This is the case for all single-field models
currently favoured by the data (except for the sub-class of hilltop models that are still
in agreement with CMB measurements). In this work, we have avoided this problem by
considering toy models in which Λ0 > 3, but it has to be addressed in order to extend our
analysis to more realistic scenarios. Although there is no clear path for doing so at this
stage, let us note that the quantity that is subject to divergences, i.e. the first-passage
time from a given field configuration, is not a quantity one can observe. Instead, a local
observer only has access to a finite region around them, in which inflation did terminate,
so by constructing the formalism only in terms of backward quantities one might be able
to overcome these difficulties.

Third, in this work cosmological fluctuations have been discussed in terms of the
comoving perturbation, since it is a natural outcome of the δN formalism and given
that it can be non-linearly defined at large scales. However, formation criteria are more
often discussed in terms of the density contrast or the compaction function, since those
have been showed to better capture the fate of local inhomogeneities. The calculation
of these quantities in the present framework thus needs to be implemented, possibly
along the lines of Ref. [67] where the compaction function is related to the coarse-shelled
curvature perturbation. Another possibility is to investigate simple models where the full
statistics of curvature perturbations can be extracted, such as in Ref. [88]. Let us also
mention the approach developed in Refs. [32, 89, 90], where a generalised-local ansatz
is considered, ζ(r) = f [ζG(r), r], where ζG is a Gaussian field, r is the radial distance
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from the peak (assuming spherical symmetry) and f is an arbitrary, possibly highly non-
linear, function. The one-point statistics of the compaction function can be computed in
this model, and one may consider extending the analysis to two-point distributions, but
the local nature of the model implies that spatial correlations are mostly Gaussian, hence
it is not clear that they can capture the statistics obtained from quantum diffusion.

Finally, the phenomenological consequences of our findings need to be further ex-
plored. In particular, we have found that the typical correlation length between PBHs is
increased in the presence of quantum diffusion. At fixed PBH mean density, this implies
that clusters are more likely to be formed; and if they form, they should tend to contain
more black holes. This should have important implications for their subsequent merging
rate, hence for the stochastic gravitational wave background to be expected from them.
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A Recursive algorithms for forward sampling

In this appendix, we provide the algorithms for recursive codes that would sample the
quantities introduced in Sec. 3.1.

A.1 Final volume

Starting from a patch with field value Φ∗, the following function produces one realisation
of the final volume emerging from that patch, normalised to V∗ (see the discussion
around Fig. 1).

function V (Φ∗):

1. Set the initial volume V = 0

2. From Φ∗, simulate two Langevin realisations with a duration of

∆N = ln(2)/3 e-folds

3. For each realisation:

-- If it has ended inflation before the end of the simulation,

after a time Nend, add e3(Nend−∆N) to V

-- Otherwise record the value Φ′ at the end of the simulation,

and add V (Φ′) to V

4. Return V

This function is iterative since it calls itself in step 3, if inflation does not end after
∆N e-folds. The factor e3(Nend−∆N) accounts for the fact that inflation may terminate
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on a branch, between two nodes of the tree. In this case, a leaf is created, but with a
smaller size, reduced by e3(Nend−∆N).

Note also that in the case where H depends on time, slow-roll corrections need to
be added to ∆N = ln(2)/3, see footnote 3.

A.2 Volume-averaged number of e-folds

The above algorithm can be improved to also return the value of the volume-averaged
number of e-folds realised along the wordlines emerging from a patch with field value
P∗. From Eq. (3.4), this requires to compute

X ≡
∑
leaves

N =
V

V∗
EP∗ [NP∗(x⃗)] , (A.1)

such that

W = EV
P∗ [NP∗(x⃗)] =

(
V∗
V

)2

X . (A.2)

This can be done with the following function.

function XV (Φ∗, N)

1. Set X = 0, V = 0

2. From Φ∗, simulate two Langevin realisations, with a duration of

∆N = ln(2)/3 e-folds

3. For each realisation:

-- If it has ended inflation before the end of the simulation,

after a time Nend, add Nend to N, add e3(Nend−∆N) to V , and add

e3(Nend−∆N)N to X

-- Otherwise add Nend to N, record the value Φ′ at the end of

the simulation, and call XV (Φ′, N). This returns a tuple (X,V ),
the elements of which are added to X and V respectively

4. Return (X,V )

B Convolution of first-passage-time distributions

In this section, we show that first-passage times over separate portions of the stochas-
tic dynamics are independent random variables. This is a natural consequence of the
Markovian nature of the stochastic process, but it is instructive to check that it is in-
deed the case. For simplicity, we restrict the following considerations to one-dimensional
processes, but they can be easily generalised to higher dimension. Let ϕ(N) satisfy a
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Langevin equation of the form (2.4), and let ϕ1 < ϕ2 < ϕ3 be three fixed values. Start-
ing from ϕ1, Nϕ1→ϕ3 denotes the first-passage time through ϕ3, and since realisations
crossing ϕ3 must have crossed ϕ2 before, one must have

Nϕ1→ϕ3 = Nϕ1→ϕ2 +Nϕ2→ϕ3 . (B.1)

Our goal is to show that this is true, and that Nϕ1→ϕ2 and Nϕ2→ϕ3 are independent.
Given a first-passage-time distribution PFPT,ϕ(N ), it can be associated with the

characteristic function

χN (t, ϕ) = ⟨eitN ⟩ =
∫ ∞

−∞
dN eitNPFPT,ϕ(N ) , (B.2)

where t is a dummy variable and ϕ the initial field configuration. Namely, the character-
istic function is nothing but the Fourier transform of the PDF of N , which satisfies the
adjoint Fokker-Planck equation (2.8). This implies that L†

FP(Φ)·χN (t, ϕ) = −itχN (t, ϕ).
The latter is a second-order differential equation in the variable ϕ, so its solution is of
the form

χϕend
(t, ϕ) = A(t)f(ϕ, t) +B(t)g(ϕ, t) . (B.3)

Here, the two constants of integration A(t) and B(t) are set to satisfy some prescribed
boundary conditions. One boundary condition is that the FPT distribution reduces to
a Dirac delta distribution when the initial condition is set at the final value ϕ = ϕend,
i.e. χ(t, ϕend) = 1. Another (e.g. reflective) boundary condition may also be imposed,
but it does not play an important role here. We have

χϕend
(t, ϕ) =

f(ϕ, t) + α(t)f(ϕ, t)

f(ϕend, t) + α(t)f(ϕend, t)
, (B.4)

where α is fixed by the additional boundary condition. This formula allows us to re-write
the trivial identity

f(ϕ1, t) + α(t)f(ϕ1, t)

f(ϕ3, t) + α(t)f(ϕ3, t)
=

f(ϕ1, t) + α(t)f(ϕ1, t)

f(ϕ2, t) + α(t)f(ϕ2, t)

f(ϕ2, t) + α(t)f(ϕ2, t)

f(ϕ3, t) + α(t)f(ϕ3, t)
(B.5)

as
χϕ3 (t, ϕ1) = χϕ2 (t, ϕ1)χϕ3 (t, ϕ2) . (B.6)

When characteristic functions get multiplied, their inverse Fourier transforms, i.e. the
first-passage time distributions, get convolved (since the convolution product is mapped
to regular product in Fourier space), hence

PFPT,ϕ1→ϕ3 (N ) =

∫ ∞

0
dN1PFPT,ϕ1→ϕ2 (N1)PFPT,ϕ2→ϕ3 (N −N1) . (B.7)

This implies that
Nϕ1→ϕ3 = Nϕ1→ϕ2 +Nϕ2→ϕ3 (B.8)

and that the two variables on the right-hand-side are indeed independent (and that they
correspond to first-passage times since their PDFs derive from the characteristic function
of the first-passage-time problem).
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C Power spectrum from the one-point distribution

In this appendix, we extract the power spectrum from the one-point distribution func-
tion of the coarse-grained curvature perturbation, in single-clock models and in the
large-volume approximation. The same calculation is performed using the two-point
distribution function in Sec. 4, and our goal is to check that the same result is obtained
from the one-point distribution function.

Let us start from〈
ζ2R
〉
=

∫
ζ2RP (ζR)dζR

=

∫
dζRP

V
FPT,ϕ0→ϕ∗

(
ζR + ⟨Nϕ0⟩V − ⟨Nϕ∗⟩V

)
ζ2R ,

(C.1)

where Eq. (4.1) has been used in the second line. One can then perform the change of
integration variable Nϕ0→ϕ∗ = ζR + ⟨Nϕ0⟩V − ⟨Nϕ∗⟩V, leading to

〈
ζ2R
〉
=

∫
dNϕ0→ϕ∗P

V
FPT,ϕ0→ϕ∗ (Nϕ0→ϕ∗)

(
Nϕ0→ϕ∗ − ⟨Nϕ0⟩V + ⟨Nϕ∗⟩V

)2
=
〈
N 2

ϕ0→ϕ∗

〉
V
+ 2

(
⟨Nϕ∗⟩V − ⟨Nϕ0⟩V

)
⟨Nϕ0→ϕ∗⟩V +

(
⟨Nϕ∗⟩V − ⟨Nϕ0⟩V

)2
.

(C.2)

Using the result established in Eq. (3.27), one can replace ⟨Nϕ0→ϕ∗⟩V = ⟨Nϕ0⟩V−⟨Nϕ∗⟩V,
which gives 〈

ζ2R
〉
=
〈
N 2

ϕ0→ϕ∗

〉
−
(
⟨Nϕ∗⟩V − ⟨Nϕ0⟩V

)2
. (C.3)

Let us then square the relation Nϕ0 = Nϕ0→ϕ∗ + Nϕ∗ and take its (volume-weighted)
mean value: 〈

N 2
ϕ0

〉
V
=
〈
N 2

ϕ0→ϕ∗

〉
V
+
〈
N 2

ϕ∗

〉
V
+ 2 ⟨Nϕ0→ϕ∗Nϕ∗⟩V . (C.4)

Since Nϕ0→ϕ∗ and Nϕ∗ are independent variables, one has ⟨Nϕ0→ϕ∗Nϕ∗⟩V =
⟨Nϕ0→ϕ∗⟩V ⟨Nϕ∗⟩V as shown around Eq. (4.5). This leads to〈

N 2
ϕ0→ϕ∗

〉
V
=
〈
N 2

ϕ0

〉
V
−
〈
N 2

ϕ∗

〉
V
− 2 ⟨Nϕ0→ϕ∗⟩V ⟨Nϕ∗⟩V

=
〈
N 2

ϕ0

〉
V
−
〈
N 2

ϕ∗

〉
V
− 2

(
⟨Nϕ0⟩V − ⟨Nϕ∗⟩V

)
⟨Nϕ∗⟩V ,

(C.5)

where we have used the identity ⟨Nϕ0→ϕ∗⟩V = ⟨Nϕ0⟩V − ⟨Nϕ∗⟩V. Inserting this formula
into Eq. (C.3) one finds〈

ζ2R
〉
=
〈
N 2

ϕ0

〉
V
−
〈
N 2

ϕ∗

〉
V
− 2

(
⟨Nϕ0⟩V − ⟨Nϕ∗⟩V

)
⟨Nϕ∗⟩V −

(
⟨Nϕ∗⟩V − ⟨Nϕ0⟩V

)2
=
〈
N 2

ϕ0

〉
V
−
〈
N 2

ϕ∗

〉
V
− ⟨Nϕ0⟩2V + ⟨Nϕ∗⟩2V

=
〈
δN 2

ϕ0

〉
V
−
〈
δN 2

ϕ∗

〉
V
.

(C.6)

This coincides with the expression (4.7) obtained for the two-point correlation function
in the coincident limit, which is consistent. Indeed, in the case where R1 = R2 and
r = 0, ϕ∗ plays the same role in both calculations.
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One can also compute ⟨ζ2R⟩ in Fourier space using Eq. (4.8) and this leads to

〈
ζ2R
〉
=

∫
Pζ(k)W̃

2

(
kR

a

)
d ln(k) , (C.7)

where W̃ is a Heaviside-type window function as explained below Eq. (4.10). By differ-
entiating both sides with respect to R we obtain

Pζ(k) = − ∂

∂ lnR

〈
ζ2R
〉∣∣∣∣

R=aend/k

=
∂

∂ lnR

〈
δN 2

ϕ∗

〉
V

∣∣∣∣
R=aend/k

, (C.8)

which coincides with the expression (4.12) obtained from the two-point statistics. This
confirms the consistency of our framework.
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