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ABSTRACT Recently, the two-dimensional (2D) fast Fourier transform (2D-FFT) filter bank (FB)
technique was proposed as an alternative to new wireless communication technologies covering several
application scenarios. This technique presents similar characteristics to orthogonal time-frequency space
modulation (OTFS), such as lower PAPR and robustness in high mobility scenarios; in addition, thanks to
the use of filter bank modulation, the technique has a good spectral localization. In this work, we present the
generalization of the 2D-FFT FB system by making changes in the waveform structure to obtain advantages
in the symbol detection process. The proposed idea allows the use of low-complexity equalizers in the
time-frequency (TF) domain, bringing a good performance/complexity trade-off and obtaining bit error rate
(BER) results of the same order than delay-Doppler domain receivers for OTFS. Theoretical and simulation
results show that it is possible to obtain a good error performance in high mobility scenarios even using
simple equalizers in the TF domain combined with waveform structure adjustments.

INDEX TERMS 2D-FFT, Filter Bank, High Mobility, Rate Factor, Time-Frequency Domain

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) is the
most used multi-carrier technique in modern communication
systems, due to its robustness against dispersive channels.
Its applications stand out in fourth and fifth generation (5G)
wireless communication systems, the focus of much study
and research up to now due to its applicability in various
sectors of the industry. For these systems, features such as
low latency, energy efficiency, robustness in high mobility
scenarios and support for thousands of devices are essential
to meet and expand the requirements of different use cases. In
addition, the available electromagnetic spectrum is increas-
ingly restricted, so that studies of future wireless systems in
millimeter waves and with better spectral confinement are
also important and current research topics [1]. Thus, future
networks such as sixth generation (6G) mobile systems must
be able to expand and meet this demand, introducing new
forms of efficient transmission. In this sense, the OFDM

technique does not meet all of these requirements. The lack of
robustness over time-varying communication channels with
high Doppler propagation, high peak to average power ratio
(PAPR) and the problem with out-of-band (OOB) emissions
require changes in the OFDM transmission structure, such
as additional filtering to meet metrics imposed by modern
wireless systems.

The filter bank multi-carrier (FBMC) system is an alterna-
tive to mitigate the high OOB emissions inherent to OFDM
[2]. This technique is based on subcarrier filtering and does
not use a guard interval (increasing the spectral efficiency)
in order to improve the spectral location and consequently to
limit the OOB emissions [3]. However, the filtering process
generates interference on the imaginary coefficients and con-
sequently the loss of complex orthogonality of the system.
Thus, it is necessary to relax the complex orthogonality crite-
rion to the real field, motivating the use of offset quadrature
amplitude modulation (OQAM) [4]. Through OQAM, the
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imaginary and the real part are transmitted separately with
a shift of half of the symbol period between them. On the
receiver side, the data is transported only by the real (or
imaginary) component, while the intrinsic interference term
appears in the imaginary (or real) part [2]. Thus, a transmis-
sion of only real symbols is generated at a double rate (to
maintain maximum transmission capacity) free from filter in-
terference. However, even though the interference is orthog-
onal to the data symbols, the loss of complex orthogonality
prevents combining FBMC with some multiple input/output
(MIMO) techniques, such as space-time block coding and
spatial multiplexing (SM) with maximum likelihood (ML)
detection [5]. In short, the FBMC system solves spectral
localization problems using the restricted available spectrum
more efficiently; however, problems arise for application in
MIMO systems, in addition to maintaining the problems of
high PAPR and Doppler sensitivity as OFDM.

In FBMC systems, the interference from the filter bank
must be eliminated to recover complex orthogonality. The
use of discrete Fourier transform (DFT) as a way of spreading
the data either in the time or frequency domain can be
used for this purpose. In [5] time spreading via inverse-
DFT (IDFT) was proposed in order to recover the complex
orthogonality. Using an OFDM-based precoding, the authors
aim to isolate and eliminate the intrinsic interference of the
filter. In the same segment, the authors in [6] presented the
Pruned DFT-spread FBMC, which is based on frequency
spreading combined with a filter compensation stage. Com-
pared to the single-carrier frequency-division multiple access
(SC-FDMA) system, the system proposed in [6] has many
similarities. The differences consist in the addition of a filter
compensation stage and changing the core of the system from
an OFDM modulator to an FBMC one transmitting at double
rate. For this reason, the system presents the main advantages
of SC-FDMA and FBMC, such as low PAPR, better spectral
confinement, and a certain robustness to Doppler spreading.
In [7], we presented the DFT precoded filter bank system.
This scheme also uses the double rate transmission principle
and is similar to the Pruned DFT one, but avoids the use of
OQAM through a new transmission strategy, reducing com-
plexity and making it possible to add flexibility to the filter
bank structure. This flexibility had been initially explored
in [8] where another type of precoding was used. However,
the objective was to study the impact on the rejection of
interference coming exclusively from the filter, since the
precoding technique applied was based on the spreading of
the symbols in time. In this sense, taking advantage of the
symbol spreading characteristics in the frequency domain
of [7], we proposed in [9] a generalized DFT precoded
filter bank system. Unlike the FBMC/OQAM system and its
precoded versions mentioned so far, which operate according
to the double rate principle, in the proposed system this is
modified so that transmissions via filter bank can be done
differently. The technique has, as advantages over other sys-
tems, lower PAPR and better performance in high mobility
scenarios. Finally, in [10] we also proposed the use of a two-

dimensional (2D) DFT as precoding for the FBMC system,
which is similar to the approach taken in the time-frequency
space modulation (OTFS) technique. It is known that for
the technique to work, complex orthogonality between the
base pulses is necessary, which is not present in conventional
FBMC. However, as previously reported, with the use of
precoding via DFT it is possible to recover this orthogonality.
Thus, the system proposed in [10] called Two-Dimensional
FFT filter bank (2D-FFT FB) uses a part of the coding
performed in OTFS in order to recover this orthogonality. In
this sense, the filter bank can be used so that the technique
obtains the main advantages of the FBMC and OTFS [11]
systems. In OTFS system, information symbols are placed on
a so-called delay-Doppler (DD) grid, mapped to symbols on
a time-frequency (TF) grid by a two-dimensional DFT and
transmitted over the channel using the multi-carrier OFDM
technique [12]. In our proposed technique, the same mapping
is performed, however the symbols are transmitted using a
filterbank at double rate. Using the data transmission strategy
and the coding performed by the two-dimensional DFT, the
complex orthogonality is recovered. Furthermore, good error
performance is obtained in high mobility scenarios with only
a simple equalizer in the TF domain, a feature that will be
better explored in this work.

Based on the results obtained in [9] and [10], a generalized
2D-FFT FB scheme system is proposed in this work. The
waveform of the filter bank is modified using the rate factor
parameter, and the combination of this new technique with
low-complexity time-frequency equalizers is explored. The
main idea is to show that it is possible to obtain similar
performance, using these TF equalizers, as the one obtained
with more complex OTFS receivers working in the delay-
Doppler domain. In addition, a significant PAPR reduction
is also obtained using this generalized system, as it will be
shown in the sequel. In short, the main contributions of this
work are:

1) Generalization of the filter bank structure through a
rate factor, providing greater robustness in certain ap-
plication scenarios.

2) Analysis of the impact of this generalization in terms
of PAPR and error performance via the signal-noise-
plus-interference ratio (SINR), the signal-interference
ratio (SIR).

3) Analysis of a low-complexity receiver in the time-
frequency domain with good performance.

The remainder of this article is organized as follows: Sec-
tion II describes the generalized 2D-FFT filter bank system
with the rate factor parameter, as well as the process of
restoring complex orthogonality via precoding of this system.
Section III presents the derivation of equalizers in the TF
domain to be compared with receivers studied in OTFS.
Section IV presents the analysis of performance in doubly
selective channels deriving the SIR and SINR equations.
Simulation results, comparisons, and a complexity study are
presented in Section V. Finally, Section VI concludes the
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article and presents some future perspectives.
Notation: vectors and matrices are represented by low-

ercase and uppercase letters in bold, respectively. The su-
perscripts (.)T and (.)H denote, respectively, transpose and
Hermitian transpose operations. The identity matrix of size
N × N is denoted by IN . We will use [M]i,j to refer to
the (i;j)-th element of a matrix M, and [m]i to i-th element
of the vector m. The diag(M) produces a new vector with
the same elements as the main diagonal of M and diag(m)
represents the generation of a diagonal matrix of the elements
of the vector m. The column vectorization of a matrix is rep-
resented by vec(.). The term (x mod y) means the remainder
of dividing x by y, and therefore is always a value between 0
and (y − 1).

II. GENERALIZED 2D-FFT FILTER BANK SYSTEM
A. BACKGROUND
It is possible to restore the complex orthogonality in FBMC
schemes with precoding techniques [13] and, according to
the system arrangement, to avoid the use of the OQAM
modulation. In this sense, it is possible to work with dif-
ferent transmission rates from the conventional double-rate
FBMC/OQAM systems, making the waveform structure
more flexible. To begin, let us denote by xl,k a transmitted
symbol at the l-th subcarrier at the k-th index time of a multi-
carrier system. Thus, a baseband signal transmitted by a filter
bank can be written as

s[m] =

L−1∑
l=0

K−1∑
k=0

xl,kgl,k[m], (1)

where m represents the m-th discrete time instant and gl,k[m]
is given by

gl,k[m] = g[m− kL/2]ej
2πl
L (m−kL/2). (2)

which is essentially a time and frequency-shifted version
of the prototype filter g[m], while K indicates the number
of multi-carrier symbols in time domain with L subcarriers
each. The pulse used in the filtering process has unity energy
and its length is given by OL, where O is generally referred
to as the overlap factor that controls the duration of the pulse.
We assume that the prototype filter g[m] is zero outside the
time interval 0 ≤ m ≤ OL−1. According to the Balian-Low
theorem [14], base functions with complex orthogonality
have necessary infinite dispersion in time or in frequency.
The use of a filter well located in time and frequency restricts
this characteristic; thus, other properties imposed in the theo-
rem must be sacrificed for the waveform design. A resolution
of this problem is well known for the SISO case by using
OQAM modulation, where we transmit the real or imaginary
part of a quadrature amplitude modulation (QAM) symbol
every L/2 samples (half of a symbol period) as described by
the equation (2). However, orthogonality between pulses is
only obtained in the real field, which is a problem for MIMO
scenarios and channel estimation.

The recovery of complex orthogonality can be done us-
ing precoding based on spreading in the time or frequency

domain of the data symbols. In [6] and [7] a precoding
scheme is proposed based on the frequency spreading via
DFT, combined with a filter compensation stage to partially
recover the complex orthogonality. Particularly, in [7] the
authors propose the DFT precoded filter bank system where
a strategy for allocating the transmitted data eliminates the
need to use OQAM modulation and, consequently, does not
require a phase shift between the symbols that are transmitted
every L/2 samples. Basically from the defined L subcarriers,
complex data symbols are transmitted at double rate on L/2
subcarriers. Such symbols are fed into the first and last
L/4 bins of the L-point DFT. In this way the symbols that
belonged to only one point in frequency, are now spread
over all frequencies. With this transmission strategy, it is now
possible to modify the time configuration of the transmitted
signal, making waveform design more flexible [9]. Thus, we
can generalize the structure of the filter bank by rewriting (2)
as follows:

gl,k[m] = g[m− kL/β]ej
2πl
L (m−kL/β). (3)

The term β is the rate factor and determines the interval of
samples in which the transmission of symbols is performed.
Necessarily, β needs to be a power of two. For example, (3)
can represent a transmission of the symbols xl,k by an OFDM
modulator if β = 1 and gl,k[m] is a rectangular filter
with O = 1. In this case, symbols are transmitted every
L samples. For the case where the filter prototype is not a
longer rectangular window, the interference is generated due
to the superposition of the pulses. This fact generates the
loss of complex orthogonality between the pulses, requiring
precoding techniques. With this generalization, now L/β
complex symbols are allocated in the first and last L/2β
positions of an L-point DFT. Such generalization by the rate
factor β presents robustness in high mobility scenarios in
view of the shorter duration of the pulses. Considering an
OFDM symbol of L subcarriers as a reference, each symbol
in the generalization of the filter bank is composed by L/β
complex symbols plus L((β − 1)/β) zeros. These symbols
are spread in the frequency domain through an L-point DFT
and transmitted using a rate factor equal to β, to obtain
the same transmission rate as in OFDM. Figure 1 shows
OFDM, FBMC/OQAM symbols and DFT precoded filter
bank system with β = 4 and L = 8. Of course, to maintain
the same density of transmitted symbols, FBMC/OQAM
operates with a rate T/2, while in our system the symbols
are sent at a rate T/β. In other words, to maintain the same
symbol transmission rate the conventional FBMC system,
for example, doubles the network/block density in time (K)
in relation to OFDM when adopting OQAM. The idea in
this work is to adapt this generalization strategy to the 2D-
FFT FB system [10], due to its greater robustness in these
scenarios and the good performance of the one-tap frequency
domain equalizer compared to the OTFS system.
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Figure 1: Data transmission structure for OFDM, FBMC/OQAM
and DFT precoded systems to L = 8.

B. SYSTEM MODEL
In the proposed system, data symbols are spread in both
time and frequency domains using the Inverse Symplectic
Finite Fourier Transform (ISFFT), a two-dimensional dis-
crete Fourier transform. Figure 2 shows the block diagram
of the proposed system and the principle of this scheme can
be summarized as follows.

Initially, LK/β information symbols coming from a QAM
constellation are mapped into a delay-Doppler grid whose
information in the m-th delay index of the n-th Doppler index
is represented by am,n. The information symbols are inserted
in the first and last L/2β positions in the delay domain and
the remaining positions are filled with zeros. For a fixed
Doppler index n, we can represent this mapping in the vector
an as follows

an = [a0,n a1,n . . . a L
2β ,n 0 . . . 0 aL− L

2β ,n . . . aL−1,n]
T . (4)

Thus, denoting the subcarrier spacing in the frequency do-
main by F , we have a delay-Doppler grid with L points along
the delay dimension with spacing ∆τ = 1

LF , and K points
along the Doppler dimension with spacing ∆ν = 1

KT/β . Its
representation can be expressed by

Γ =

{(
m

LF
,

n

KT/β

)
, m = 0, . . . , L− 1;n = 0, . . . ,K − 1

}
. (5)

Consequently, the transmission bandwidth B is the inverse of
the delay resolution and the total transmission duration KT
is the inverse of the Doppler resolution. To apply the ISFFT,
first the symbols am,n pass through a K-point IDFT, yielding
ām,k which is given by

ām,k =

K−1∑
n=0

am,ne
j 2πkn

K . (6)

Then, with the established transmission strategy, the complex
orthogonality restoration process is complemented with a

filter compensation factor and frequency spreading via L-
points DFT. Thus, the output signal xl,k of the codification
process can be written as

xl,k =

L−1∑
m=0

ām,kbme−j 2πml
L , (7)

where bm is the filter compensation coefficient. Replacing (6)
into (7) the output signal xl,k can be expressed by

xl,k =

L−1∑
m=0

K−1∑
n=0

am,nbmej2π(
nk
K −ml

L ). (8)

From (8) we can see that we have applied an ISFFT to the
data symbols, which is similar to the OTFS technique. Thus,
through the ISFFT, the information symbols am,n in the DD
domain are mapped onto complex symbols xl,k in the time-
frequency domain. The time-frequency grid consists of L
points along the frequency domain with spacing F and K
points over the time domain with spacing T/β. Figure 3
presents this mapping done by the ISFFT. Note that in the
delay-Doppler domain L represents the number of delays and
K the number of Doppler positions. In the time-frequency
domain, L represents the number of subcarriers and K the
number of multicarrier symbols, in this case FBMC symbols.

C. MATRIX NOTATION
In order to simplify the analytical calculations and allow
a better explanation of some concepts, we will express the
proposed system via a matrix notation. The multi-carrier
transmission system, via a filter bank, can be characterized by
a structure of blocks that consist of K multi-carrier symbols,
where each symbol has L subcarriers. Let us first define the
n-point DFT matrix Wn ∈ Cn×n as follows

Wn =
{
ej2πkl/n

}n−1

k,l=0
(9)

Therefore, the data already precoded at the input of the filter
bank modulator can be expressed in matrix format by

X = CfAW
H
K , (10)

where A ∈ CL×K comes from the parallel-to-serial con-
version of the data vectors a ∈ CLK/β×1 followed by the
mapping performed for the transmission strategy. Thus, this
matrix contains QAM symbols in the first and last L/2β lines
and zeros elsewhere. The matrix WH

K ∈ CK×K represents
the K-point IDFT matrix while Cf ∈ CL×L is a matrix
that consist of a L-point DFT WL ∈ CL×L and a filter
compensation stage that will defined later. Note that from
the set of IDFTs and DFTs that form the ISFFT (WH

K and
WL), we use the L-point DFT for the process of restoring the
complex orthogonality. Making a direct connection between
am,n of (4) and A, we can represent this matrix for a specific
example with L = 4, K = 4 and β = 2 as follows:

A =


a0,0 a2,0 a0,1 a2,1
0 0 0 0
0 0 0 0

a1,0 a3,0 a1,1 a3,1

 (11)
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Figure 2: Block scheme of the 2D-FFT filter bank system.

This data allocation strategy is necessary to avoid filter
interference and restore complex orthogonality, as we will
see later in section II-D.

The filter bank system can be efficiently implemented
through a polyphase network (PPN) combined with an IDFT
and DFT [2]. Such an implementation significantly reduces
the computational complexity compared to the direct imple-
mentation (one digital filter for each subchannel). The IDFT
length N must be strictly higher than L, so that the DFT of
the precoding stage does not cancel itself out with the IDFT
of the filter bank. Thus, the IDFT from the filter bank is
W̃H

N ∈ CN×L given by

W̃N =
[
IL 0L×N−L

]
WN . (12)

Considering the transmission of K blocks where K is an
integer of β, we can define a block IDFT matrix W̃H ∈
CNK×LK , as

W̃H = IK ⊗ W̃H
N , (13)

where ⊗ refers to the Kronecker product which maps W̃N

to the correct time positions. Then, the transmitted data can
be obtained by convolving the IDFT output by the prototype
filter impulse response through a Toeplitz filter matrix. Let
us consider the diagonal matrix Gp corresponding to the
filter coefficients, that is, Gp = diag(gp) ∈ RN/β×N/β

Frequency

TimeDoppler

Delay

0

1

L-1

0 1 K-1

L-1

K-10 1

1

0

   SFFT

   ISFFT

F

 T/2

LF

       KT/2 

Ocuppied 
subcarrier

Zero 
value

Spread 
samples

Δτ

Δυ

Figure 3: Analysis of time-frequency and delay-Doppler grids in the
proposed scheme.

for p = 0, 1, 2, ..., βO − 1, where gp is given by gp =
[g[pN/β], g[pN/β + 1], . . . , g[pN/β +N/β − 1]]. First, let
us define G̃p ∈ RN/β×N as follows:

G̃p =
[
0N/β 0N/β . . .︸ ︷︷ ︸

(p mod β) times

Gp 0N/β . . . 0N/β︸ ︷︷ ︸
β−1−(p mod β) times

]
(14)

where the number of arrays of zeros of size N/β × N/β
around the coefficients array of the filter Gp depends on the
value of p and β. Thus, the Toeplitz matrix of the filter G ∈
RON+(K−1)N/β×NK considering K > β − 1 multicarrier
symbols can be expressed as:

G =



G̃0 0 0 . . . 0

G̃1 G̃0 0 . . . 0

G̃2 G̃1 G̃0
. . .

...
... G̃2 G̃1

. . . 0
...

... G̃2
. . . G̃0

G̃Oβ−1

...
...

. . . G̃1

0 G̃Oβ−1 . . .
. . . G̃2

... 0 G̃Oβ−1
. . .

...
...

...
...

. . .
...

0 0 0 . . . G̃Oβ−1



. (15)

Once the transmission matrix to the precoded symbols has
been defined, the output data vector s of length M = ON +
N
β (K − 1) from the filter bank is given by

s = GW̃Hx = Ḡx, (16)

where Ḡ = GW̃H ∈ CM×LK and x = vec(X) ∈ CLK×1.
The symbols are delayed between each N/β samples - the
structure of G itself does this process transparently. The rep-
resentation as a sum of matrices delayed among themselves
can be seen in [9].

The transmitted signal vector s is affected by a time-
varying multipath channel modeled by the convolution ma-
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trix H ∈ CM×M [15]. Thus, the received signal r ∈ CM×1

is given by

r = Hs+ n, (17)

where n has additive white Gaussian noise (AWGN) samples
with zero mean and power σ2

n. At the receiver, the reverse
process of the transmitter is performed. Initially, the received
signal is demodulated by the analysis filter GT generating
the vector z ∈ CNK×1 expressed by

z = GT r (18)

Then, through the DFT matrix W̃, we obtain y ∈ CLK×1,
expressed as:

y = W̃z, (19)

For each position in the time-frequency grid, we have yl,k =
[y]l+Lk. To compensate for interferences coming from the
channel and for the sake of simplicity, a one-tap frequency
domain equalization process is performed by ek ∈ CL×1,
originating x̃k ∈ CL×1 which is expressed as

x̃k = diag{ek}yk. (20)

where yk = [y0,k y1,k . . . yL−1,k]
T ∈ CL×1. Finally and

considering all time instants, the detected symbols repre-
sented by Ã ∈ CL×K are obtained through the SFFT
combined with the compensation stage

Ã = CH
f X̃WK , (21)

where X̃ = [x̃0 x̃1 . . . x̃K−1] ∈ CL×K . In this way,
we carry out a transmission based on precoding via two-
dimensional FFT (2D-FFT) with the core of the system being
a bank of filters. The idea now is to eliminate the imaginary
interference coming from the filters using the encoding itself
and consequently recover complex orthogonality.

D. RESTORATION OF COMPLEX ORTHOGONALITY
The FBMC/OQAM system provides an improvement in
spectral localization with respect to regular OFDM through
the subcarrier filtering process. However, this filtering gen-
erates interference and consequently the loss of complex
orthogonality, complicating the use of MIMO techniques.
By spreading the symbols we are able to cancel the filter
interference, so all MIMO techniques can be applied directly
to FBMC as in OFDM. The authors in [6] and [7] propose a
precoding technique based on frequency spreading via DFT
combined with a filter compensation stage in order to recover
the complex orthogonality. In this scheme L/2 complex data
symbols are spread over L subcarriers, leading to the same
information rate as in conventional FBMC/OQAM. Thus,
the data symbols no longer belong to a position on the
specific frequency, but are spread over several subcarriers.
Particularly in [7], where there is no need to use OQAM
symbols, L/2 complex symbols are compensated by a scaling
factor and are inserted in the first and in the last L/4 positions
of a L-points DFT with the intermediate values equal to

zero. This strategy is necessary to avoid filter interference in
the frequency domain. At the receiver, we have the reverse
process, where filter compensation and an L-points IDFT are
performed.

The idea of the 2D-FFT FB system is that, starting from the
precoding imposed by the ISFFT, interference from the filter
can be eliminated only with the addition of a multiplicative
compensation factor. Thus, it is necessary that the filter
interference comes from only one coefficient. That is, only
one pulse can interfere with the adjacent one. From (2) it is
noted that the pulse duration, and consequently its number of
coefficients, is controlled by the overlap factor O. The term
O indicates the number of neighboring symbols the filter will
overlap and cause interference. Thus, the filter size must be
limited to avoid unneeded interference. To find the optimal
size value, three base pulses will be analyzed. Considering
N = L and β = 2 without loss of generality, initially we
consider that OL is the pulse width and L/2 is the pulse
width selected for transmission. The idea is to avoid overlap
between transmitted pulses in windows of length L/2, as
shown in Figure 4. Since the selected pulse starts at a time
OL/2−L/4, the complete pulse ends at OL; since we spread
the symbols on a L-point DFT, we must have

OL−
(
OL

2
− L

4

)
≤ L

OL

2
+

L

4
≤ L

O ≤ 3

2
(22)

Therefore, the overlap factor must not be greater than O =
1.5 to avoid interference between symbols in the time do-
main. In this way, each symbol transmitted within a window
of length L/2 will be multiplied by the sample value of a
single pulse at each time instant. Figure 4 illustrates this
approach. Note that for O = 1.5, the start of the third
adjacent pulse is at the limit position, so it is interfering with
only one pulse and, consequently, such interference is of only
one coefficient. However, for O = 2, it can be seen that the
third pulse starts to interfere with the first pulse, giving rise
to an interference of more than one coefficient. Generalizing
for any value of β, we arrive at the relationship between the
overlap factor O and the rate factor β to avoid interference
being described by

OL−
(
OL

2
− L

2β

)
≤ L

O +
1

β
≤ 2 (23)

Furthermore, note that for β = 4 and 8 we can increase the
overlap factor to 1.75 and 1.875, respectively. Depending
on the filter being used, this small increase in the filter’s
overlap factor can be useful to decrease out-of-band emis-
sions. However, in general this benefit of increasing β is not
as significant in this aspect, as shown in Figure 5, which
represents the frequency responses of the prototype filters
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Figure 4: Limitation of the overlapping factor to β = 2.
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Figure 5: Power Spectral Density comparison between filters.

for different overlapping factors. To obtain a better filtering
with these overlap factors it is necessary to design and
optimize a filter specifically for them, and not just modify
an already designed filter. We will see below that the main
advantages of generalization of the filter bank structure and
allowing different values of β are in terms of PAPR and error
performance in high mobility scenarios.

Considering then that the overlapping factor is within
the limits defined above, we can effectively define Cf to
restore the complex orthogonality. As mentioned earlier, such
a matrix consists of the filter compensation stage combined
with the DFT L-point matrix present in the ISFFT, that is, [7]

Cf = WLdiag{b̃}, (24)

where b̃ ∈ RL×1 is the scale vector with L/β compensation
coefficients in the positions according to the transmission
strategy. In order to restore complex orthogonality, Cf must
be chosen so that the following condition is achieved:

CH
f W̃NG̃T G̃W̃H

NCf ≈ F, (25)

where F ∈ RL×L is a matrix with unit values in the first and
last L/2β positions of its main diagonal and zeros elsewhere.
G̃ corresponds to the transmission of a single filter bank sym-
bol, expressed by G̃ = [G0;G1; ...;GβO−1] ∈ RON×N .
Substituting (24) into (25), the l̃-th position of b̃ can be
expressed by

[b̃]l̃ =

{√
1

[c̃]l̃
, for l̃ =

[
0, . . . , L

2β − 1;L− L
2β − 1, . . . , L− 1

]
0, otherwise

(26)

with

c̃ = diag{WH
L W̃NG̃T G̃W̃H

NWL}. (27)

Figure 6 shows the reason for the transmission strategy used
and how [c̃]l̃ depends on position l̃. Note that half of the
symbols in each subcarrier is amplified ([c̃]l̃ > 1), while
the remainder is attenuated. Thus, the proposed solution is
to transmit where [c̃]l̃ > 1. Consequently, the data symbols
are inserted in the corresponding first and last L/2β positions
of the DFT. The transmission rate L is maintained by rate
factor β. The proposed transmission idea is to transmit in
the L/2 larger elements of c̃ in the case β = 2. Therefore,
this strategy combined with precoding allows us to use QAM
modulation and relax filter restrictions in order to obtain
more efficient filtering, better resource allocation and even
an extension of the overlapping factor limit. On the receiver
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l̃-th Position / L
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Figure 6: Illustration of vectors b̃ and c̃ for β = 2.

side we only consider the positions in which the transmitted
symbol is retrieved. With this, equalization becomes simpler
since the symbols are now free from filter interference. Due
to its similarity to OTFS, the same detection techniques
proposed and implemented in the OTFS technique can be
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applied to the 2D-FFT FB one. However, the use of frequency
domain equalizers, such as the one-tap used in OFDM sys-
tems, have much better performance in 2D-FFT FB [10].

E. LINK WITH OTFS TECHNIQUE
As previously discussed and described, the technique pro-
posed in this work has the same basic encoding process that
the one performed in the OTFS technique through an ISFFT.
However, in our scheme the transmission is performed by a
filter bank at a rate β in order to obtain the same symbol
density as the OTFS technique, since only L/β of the L delay
positions in the grid are active. For this to be possible, our
scheme is using β times more Doppler positions than the
OTFS technique. The question that remains is whether there
is any difference between the Doppler resolution obtained in
our proposed structure (∆ν = 1

KT/β ) compared with the
OTFS Doppler resolution. If K is the number of Doppler po-
sitions for the 2D-FFT FB and the transmission is performed
at a rate T/β, to obtain the same density of transmitted data,
we have K/β Doppler positions in the OTFS technique,
each of which is transmitted at a rate T . Consequently, the
Doppler resolution for the OTFS is given by 1

KT/β , that is,
the same as the one of the generalized 2D-FFT FB. The
main difference is that the OTFS transmission is performed
at rate T while the number of transmitted Doppler positions
is reduced to K/β. In this way, we have the same symbol
density transmitted between the techniques, in addition to
the same Doppler resolution. Therefore, a fair comparison
can be made between them. Figure 7 presents a comparison
between the delay-Doppler grids for both techniques. Note
that we have a compromise: we do not use all the positions in
the delay domain so that it is possible to restore the complex
orthogonality. However, in the Doppler domain we have the
same resolution obtained in the OTFS with the addition of
a dynamic range β times greater. We slightly reduce the
robustness to delay spread, while considerably increasing
the robustness to Doppler spreading. Such a configuration
becomes plausible nowadays, where scenarios with high
Doppler spreading or applications in millimeter waves are
major study focuses.

Such an analysis can also be seen by the time-frequency
grids. In a conventional OTFS transmission, a delay-Doppler
grid of size L × K/β is transformed into a time-frequency
grid K/β × L through the ISFFT and transmitted by an
OFDM modulator. In the generalized 2D-FFT FB technique,
a L × K delay-Doppler domain grid, with only L/β × K
active positions, is transformed into a K × L frequency-
time-domain grid, as illustrated in Figure 3. Finally, this grid
is divided into β grids of size K/β × L (same as OTFS).
Each grid is processed by the PPN and finally summed with
their respective delays, obtaining the transmission at a rate
T/β. Figure 8 illustrates the procedure performed in the
transmission via filter bank for β = 4. Each colored block
corresponds to L/4 information data spread over L subcarri-
ers. In a OTFS time slot, L complex symbols are transmitted.
In our proposed system with the rate factor, L/4 complex

Doppler
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Doppler
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ΔτL−1
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Figure 7: Analysis of delay-Doppler grids in the proposed scheme
and OTFS.

symbols are transmitted in 4 time slots. It is worth mentioning
that this transmission structure is realized transparently by
G presented in (15). Clearly, by the Figure of the proposed
system and equations (1) and (8), we can see the difference
of the proposed system when compared to the conventional
OTFS. Now, the transmission is performed through a filter
bank at a rate β and the complex orthogonality recovery
part based on spreading via DFT is used to implement the
symplectic transform.

  
PPN 2

  
PPN 2

  
PPN 1

  
PPN 4

  
PPN 3

  
PPN 1

  
PPN 4

  
PPN 3

 DMUX

Figure 8: Transmission structure via filter bank at rate β = 4

III. EQUALIZATION IN TIME-FREQUENCY DOMAIN
To obtain maximum diversity in OTFS, receivers in the delay-
Doppler domain are used. However, these receivers are more
complex when compared to the simple one-tap equalizer in
the time-frequency domain of the OFDM system. The ML
detector is ideal in the sense that it minimizes the probability
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of error [16]. Despite the great performance it offers, this
method is not attractive for high data rate situations that
employ large order modulations. Therefore, in practice, lin-
ear equalization is considered to obtain an estimate of the
transmitted symbol sequence with low complexity [17]. As
seen in [10] such equalizers for OTFS do not have good
performance. This is not the case for 2D-FFT FB system,
due to the filtering process. The idea here is to explore TF
equalizers combined with the proposed rate factor in 2D-FFT
FB systems.

A. ONE-TAP EQUALIZER
To find the TF one tap equalizer coefficients, we first define
the channel coefficients for the respective points in the TF
domain from D ∈ CLK×LK , expressed as

D = ḠHHḠ. (28)

Thus, we can then represent the one-tap channel by h =
diag{D} ∈ CLK×1 [9]. Considering each sample in time
and frequency, we have hl,k expressed by

hl,k = [h]l+Lk. (29)

From this definition, a simple one-tap zero forcing (ZF)
equalizer is provided by (1/hl,k). To obtain a balanced
solution between noise and channel interference, we employ
the equalizer based on the MMSE criterion, which can be
expressed as follows:

el,k =
h∗
l,k

|hl,k|2 + σ2
n

. (30)

If delay propagation and Doppler propagation are low
enough, a one-tap equalizer is sufficient to compensate for
channel interference.

B. ITERATIVE EQUALIZER
Alternatively, we can use more robust receivers that can
improve performance especially in high mobility scenarios.
In [18], such an iterative scheme was adopted which can
strongly compensate for channel interference at the expense
of somewhat greater receiver complexity. Another type of
receiver with feedback to eliminate residual interference can
be used. For our case where the equalization is done in the
frequency domain, the use of this type of receiver in the
iterative format proves to be feasible and simple. This fact
motivates the use of the iterative block decision feedback
equalization (IB-DFE), where already equalized symbols are
used to improve the reliability of those detected at each
iteration [18].

The IB-DFE structure is iterative, with both the feedfor-
ward (FF) and feedback (FB) filters in the frequency domain
[19]. In this scheme, already equalized symbols are used to
improve the reliability of the detected ones at each iteration.
It was seen that a small number of iterations is needed to
reach a considerable performance advantage with respect
to standard one-tap frequency domain equalizers. Figure 9

presents the iterative equalizer adapted for the 2D-FFT sys-
tem. In a first instant, the received symbols pass through
the MMSE equalizer and the post-coding process (SFFT +
compensation stage) of the system is carried out. After post-
coding, the symbols are detected and returned to the time-
frequency domain by an ISFFT in an iterative process. In this
process, the symbols are filtered by a feedback filter in order
to eliminate residual interference. Thus, the symbol estimate
x̃i for the i-th iteration is formed by

x̃i = ẏi + ÿi, (31)

where ẏi ∈ CLK×1 is the output of the feedforward filter in
the i-th iteration and is given by

ẏi = Pi,Hy, (32)

with Pi,H ∈ CLK×LK corresponds to the feedforward filter
that aims to maximize the SINR of the detected symbols at
each iteration. The vector ÿi ∈ CLK×1 is the output of the
feedback filter, and it can be expressed as

ÿi = Qi,H x̂i−1, (33)

where Qi,H ∈ CLK×LK is the matrix corresponding to
the feedback filter and x̂i−1 ∈ CLK×1 is the frequency
domain estimated vector after symbol decision. The role of
this feedback filter is the removal of the residual inter symbol
interference (ISI). Let us define a matrix for the one-tap
channel coefficients h as H = diag{h} ∈ CLK×LK . Now,
to obtain the coefficients for both the feedforward and the
feedback filter at the i-th iteration, the goal is to minimize the
mean square error (MSE), conditioned on H, in the following
way:

MSEi = EH̄[||Piy +Qix̂i−1 − a||2], (34)

where a ∈ CLK×1 = vec(A). In order to simplify this
process we assume, as in [7], that we have ideal feedback
after the first iteration. Thus, by imposing the constraint that
the feedback filter removes the ISI but not the desired symbol,
by minimizing the MSE expressed by (34) we obtain the
coefficients of the filters Pi and Qi, which are given by:

Pi = R−1
yy (ILK −Qi)Rya, (35)

and

Qi = −[RayP
i − ρIN ], (36)

Figure 9: Block scheme of the iterative equalizer.
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where ρ is given by

ρ =
Tr[RayP

i]

LK
. (37)

The matrices Ryy,Rya and Ray all of size LK × LK are
expressed by

Ryy = HH
H
+ σ2

nILK , (38)

Rya = H, (39)

and

Ray = H
H

(40)

which are respectively the correlation matrices between
the received symbols themselves, between the received and
transmitted symbols and vice versa. Since the accurate esti-
mation of the symbol correlation matrices (x̂i−1) is a com-
plex process, we can simplify this estimation by considering
that the feedforward filter will perform well in the first
iteration. That is, we are assuming that the feedback decisions
will be correct. With this, immediately after the first iteration
the feedforward filter is switched to the matched filter. We
remind that at the first iteration (i = 1) Q1 = 0, due to the
lack of previous decisions; therefore, P1 is also reduced to

P1 = R−1
yyRya, (41)

i.e., the frequency domain MMSE equalizer [9]. As can be
seen in [10], the one-tap equalizer in the frequency domain
for conventional OTFS brings much lower performance when
compared to the one obtained with our proposed 2D-FFT
technique. This fact makes the proposed IB-DFE inappropri-
ate to use with OTFS, due to the unreliable first estimates of
the direct filter provided for the feedback filter in the iterative
process.

Table 1 presents the computational complexity of the
proposed structure, together with those of the MMSE equal-
izers in the TF and DD domain and the Approximate mes-
sage passing simplified by First Order (AMP-FO) proposed
by [20]. The addition of this last receiver is interesting for
comparison, as it is a robust algorithm and is an approxi-
mation of conventional MPA, widely proposed and studied
in OTFS systems. Clearly, the one-tap equalizer in the TF
domain is the simplest. On the other hand, the MMSE
solution in the DD domain, using the traditional matrix
inversion, requires the greatest complexity [10]. For the IB-
DFE equalizer, due to the iterative process the term ī is the
maximum number of iterations used, while (LK log(L/β)+
(L/β)K logK) represents the complexity of SFFT. In ad-
dition to the size of the delay-Doppler grid, the complexity
of the AMP-FO receiver is calculated as a function of the
constellation size Z-QAM, the number of the channel taps, P
and also the number of iterations used in the algorithm [21].
Although the order of the AMP-FO and IB-DFE receivers are
similar (linear), the computational implementation of AMP-
FO has a much greater complexity due to the number of
operations performed by the algorithm. Furthermore, a much

Receiver Complexity
MMSE - TF domain O(LK)
MMSE - DD domain O(L3K3)
IB-DFE O(̄iLK log(L/β) + ī(L/β)K logK)
AMP-FO O(̄iLKP + īLKZ)

Table 1: Computational complexity of the receivers.

larger number of iterations is required in AMP-FO than in
IB-DFE for similar error performance.

In terms of system complexity, Table 2 presents the com-
putational complexity of the conventional 2D-FFT transmit-
ter, i.e. β = 2 and for the generalized case. Directly high-
lighting the generalized version, we have K ′ = βK

2 multi-
carrier symbols each with L/β subcarriers. Thus, for each
symbol, L/β multiplications referring to the compensation
stage are required. The term K ′ for the generalized version
is needed to obtain the same amount of transmitted data
symbols for a fair comparison with the conventional model.
Furthermore, the term N logN + ON corresponds to the
modulator via a filter bank implemented from an N -point
IFFT combined with the ON multiplications of the proto-
type filter. The term L log(L/β) + (L/β) log(K ′) ISFFT
composed of an L-point FFT together with a K ′-point FFT
resulting in the term. If we consider the ratio between the
complexity of the generalized version and the conventional
version, we have an increase in transmitter complexity of
approximately 1.8 and 3.6 times for β = 4 and β = 8
respectively. It will be seen later on that there is a good trade-
off between complexity and error performance.

Scheme Complexity
2D-FFT FB K

(
L
2
+ L log(L/2) + (L/2) log(K) +N logN +ON

)
2D-FFT FB G K′(L

β
+ L log(L/β) + (L/β) log(K′) +N logN +ON

)
Table 2: Computational complexity of transmission scheme.

IV. ERROR PERFORMANCE ANALYSIS
In order to analyze the channel-induced interference and
the robustness of the proposed system, in this section we
will formally derive expressions for SINR, SIR and bit error
probability (BEP). The analysis is made only for the one-tap
equalizer, due to the relatively high computational complex-
ity for OTFS and IB-DFE receivers. Simulation results will
be presented for these latter receivers. Performing a parallel-
serial conversion to Ã in (21), the input-output ratio of the
entire transmission system defined by ã ∈ CLK×1 can be
modeled by

ã = CHdiag{e}ḠHHḠC︸ ︷︷ ︸
∆

a+CHdiag{e}ḠH︸ ︷︷ ︸
Υ

n.
(42)

where C ∈ CLK×LK corresponds to the system coding
process for all transmitted blocks and is given by performing

C = (IK ⊗Cf )(W
H
K ⊗ IL). (43)

The off-diagonal values of ∆ ∈ CLK×LK and Υ ∈ CLK×M

represent the interference induced due to channel and noise,
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respectively. Finally, e ∈ CLK×1 is the column vector-
ization of all elements of ek. Considering the independent
and identically distributed transmitted symbols of zero mean
and unity power and without statistical relation to noise, the
SINR conditioned on a given channel realization H can be
calculated according to:

SINRl,k(H) =
1∑LK−1

i=0

∣∣[∆− I]ρ,i
∣∣2 + σ2

n

∑M−1
i=0

∣∣[Υ]lk,i
∣∣2 , (44)

with ρ = Lk + l describing the ρ-th position of the line
corresponding to the subcarrier l and the time instant k.

Through the SINR expression it is possible to calculate
the instantaneous bit error probability (BEP) (i.e. the BEP
for a given channel realization). Thus, assuming Gaussian
approximation is used for the interference, the BEP to each
channel realization can be obtained according to

BEP = EH

{
1

K

K−1∑
k=0

1

L/β

∑
l

BEPAWGN
{

SINRl,k(H)
}}

(45)

where BEPAWGN is the BEP for the case of an AWGN
channel, which is more precisely specified in [15], and the
expectation EH is obtained through the Monte Carlo simu-
lation. The error probability is obtained by averaging all the
conditional error probabilities corresponding to the channel
realizations. In general, the larger the value of L the more
valid the Gaussian approximation for the interference will be.
Moreover, we will use a full DFT with the addition of zeros
in the data vector, ∆ and Υ will have dimensions LK×LK,
but with LK/β × LK/β non-null values.

A time-varying channel, with strong Doppler spread, can
lead to significant interference effects. To describe only the
influence of a doubly selective channel, we will ignore the
noise and remove the equalizer at ∆, resulting in ∆̄ =
CHḠHHḠC. Evaluating the entire received block, we can
calculate the SIR dependent on the channel realization as
follows:

SIR =

∣∣diag{∆̄}
∣∣2∑LK

i=1

∣∣[∆̄]lk,i
∣∣2 − ∣∣diag{∆̄}

∣∣2 . (46)

Doubly selective channels are characterized by off-diagonal
non-null values in ∆̄. On the other hand, diagonal elements
describe the desired signal components. Figures 10 and 11
show how the SIR changes for ITU-T Pedestrian A and Ve-
hicular A channels [22] considering different velocity values
and for a subcarrier spacing of F = 15KHz, respectively.
For the Pedestrian A channel model it can be seen that

even at high speeds, such as 300 km/h, the SIR remains at
a sufficiently high level, mainly in the cases where β = 4 and
8. It is possible to observe that we have a SIR gain of 7 dB
by changing β from 2 to 4 in this scenario. The behavior is
similar for the Vehicular A channel, when compared to the
previous scenario, but with a worse SIR performance due
to the channel model being more selective, inducing more
interference. Finally, it can be seen that for both cases, we
have an increase in the SIR level when increasing β, with the
SIR values decreasing more slowly when increasing speed.
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Figure 10: SIR analysis against velocity for Pedestrian A channel
model.
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Figure 11: SIR analysis against velocity for Vehicular A channel
model.

The introduction of the rate factor allows using the 2D-
FFT FB system in high mobility scenarios, obtaining bet-
ter performance. The waveform itself is compatible with
the OTFS technique in addition to obtaining lower OOB
emissions [10]. As we will see, unlike the OTFS technique,
equalizers in the TF domain have a good BER performance
in addition to allow a receiver with lower complexity. In
terms of filter bank based systems, our proposal eliminates
the interference of the filtering process allowing the use of
MIMO techniques. In particular, Alamouti space-time block
code and ML MIMO detection become feasible. This is also
true for the schemes presented in [5] and [6]; however, the
highest performance in doubly selective channels is achieved
in the 2D-FFT FB scheme.
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V. NUMERICAL RESULTS
In order to validate the proposed system, simulation results
will be provided in this section. The Monte Carlo simulation
method was chosen due to its simplicity. The transmitted
signal is affected by a Rayleigh fading channel using the
ITU-T Vehicular A model, while perfect channel estimation
is assumed at the receiver. The total number of subcarriers is
1024, which leads to the condition

LK

β
= 1024. (47)

Remembering that K corresponds to the number of subbands
(multicarrier symbols in time) and L to the number of sub-
carriers per subband. In order to keep the same number of
transmitted symbols, we set L at 128 and vary the value
of K according to the condition of the equation (47). Note
that the value of K must be adjusted to maintain the same
density of transmitted symbols at rate L/β [9]. We highlight
that in all our comparisons the same block duration was
adopted for all schemes. All the presented techniques are
compared through the BER performance. The theoretical
BER curves for the MMSE one-tap equalizer in TF domain
(MMSE-TF) were obtained using the equation (45) for both
the DFT precoded filter bank [7] and 2D-FFT FB schemes.
These BER curves were compared with the ones obtained
through Monte Carlo simulation using differents rate factor
values. These rate factors were also used to simulate the
IB-DFE equalizer with four iterations. Only 4 iterations are
used for this equalizer, since there is no significant perfor-
mance gain for more iterations. Simulation results also were
obtained and compared for OTFS systems using different
detection techniques: MMSE delay-Doppler (MMSE-DD)
domain, MMSE-TF, IB-DFE and AMP-FO. The last one
operates iteratively with 12 iterations and a damping factor
of 0.6 as used in [21]. AMP-FO and MMSE-DD were also
applied to the 2D-FFT FB scheme in order to demonstrate its
compatibility with OTFS.

The filter used for the filter bank systems is the Hermite
one, detailed in [23] and is based on a Gaussian function;
therefore, it has a good location in the time-frequency plane.
We consider a truncated version from O = 2 to 1.5 in
order to avoid the interferences caused by it in the system.
The remaining simulation parameters are shown in Table 3.
In order to compare the effectiveness of the rate factor in

Parameters
Total number of Subcarriers (L) 128
Rate factor (β) 2,4 and 8
Multi-carrier Symbols (K) 8β
Filter Bank FFT Size (N ) 256
Modulation 4-QAM and 16-QAM
Channel Model ITU-T Vehicular A
Velocity (V ) 0, 300 and 400 Km/h
Subcarrier spacing (F ) 15 kHz

Table 3: Simulation parameters.

precoded filter bank systems, Figure 12 shows the BER
for 4-QAM modulation and a speed of 400 km/h for DFT
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Figure 12: Error performance comparison for 4-QAM and a velocity
of 400 km/h using the MMSE-TF equalizer.

Precoded and 2D-FFT filter bank both varying the rate factor
and using the MMSE-TF equalizer. The continuous and
dotted curves present the semi-analytical analysis for DFT
Precoded and 2D-FFT cases respectively. Through frequency
spreading, the pulses become shorter in time and therefore
more robust to time variations. Furthermore, the introduction
of the rate factor β results in symbols with shorter duration
that consequently will be more tolerant to interference caused
by Doppler dispersion. It is possible to see a significant
performance gain when the rate factor varies from β = 2 to 4
and 8. Such performance gain is more significant for the 2D-
FFT filter bank system due its inherent Doppler robustness.
Note that for β = 8 the DFT precoded filter bank system
has lower performance than 2D-FFT with β = 2, showing
this characteristic. The SIR analysis of Section IV gives us a
good indication of the behavior of the system in the scenarios
shown with respect to the variation of the rate factor β. From
β = 2 to β = 4 there is a substantial performance gain,
whereas from β = 4 to β = 8 the gain is reduced, as
seen in Figures 10 and 11. As presented in Figure 12 there
is no substantial performance gain when β goes from 4 to
8, we chose β = 4 for the next analysis, due to the better
compromise between performance and complexity. Finally,
it is noted that the theoretical curves practically correspond
to the simulation ones, validating the system performance
analysis presented in this work. The small variations between
theoretical and simulated curves at high SNR values come
from the fact that the channel interference is not purely
Gaussian at this stage.

Applying the other receivers and now considering the
OTFS technique, Figure 13 presents the BER curves for the
same scenario presented in Figure 12. Initially, it is interest-
ing to note the lower performance of OTFS using the MMSE-
TF equalizer. For this reason, the application of the IB-DFE
equalizer will present an error floor at high SNR, a fact that
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Figure 13: Error performance comparison for 4-QAM and a velocity
of 400 km/h.

does not occur for the 2D-FFT FB - where we have the best
performance among the obtained curves. Compared to OTFS
with the computationally complex MMSE-DD equalizer, our
proposed system using the low complexity MMSE-TF equal-
izer and β = 4 has similar error performance, thus validating
the proposed scheme. Furthermore, the proposed IB-DFE
equalizer has a performance gain of approximately 3 dB for
a BER of 10−5 when compared to the OTFS with MMSE-
DD. Finally, it is noted that the 2D-FFT FB using the same
MMSE-DD equalizer and β = 2 also performs similarly to
the OTFS with MMSE-DD, showing compatibility between
the techniques.

Figure 14 presents the same comparison, but now for 16-
QAM and a speed reduced to 300 km/h. In addition, the
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Figure 14: Error performance comparison for 16-QAM and a veloc-
ity of 300 km/h.

AMP-FO receiver is applied for the OTFS and 2D-FFT FB.
As can be seen, OTFS with the AMP-FO technique slightly
outperforms our schemes with one-tap equalizers (MMSE-
TF and IB-DFE) for Eb/N0 lower than 16 dB. On the other
hand, the IB-DFE equalizer with 4 iterations and β = 4
outperforms all others techniques for Eb/N0 greater than
17 dB. Moreover, let us note that the 2D-FFT scheme was
implemented using the AMP-FO technique with β = 2
and obtained better BER performance than OTFS AMP-
FO, demonstrating again the compatibility of the proposed
scheme with OTFS. The performance will certainly be even
better for higher values of β and this receiver. Finally, for
this order of modulation the MMSE-TF equalizer for the 2D-
FFT FB with β = 4 obtains a lower performance when
compared to the MMSE-DD. However, the complexity of
the MMSE-TF equalizer is drastically lower, thus achieving
a good compromise on performance.

Let us now analyze the power variability of the transmitted
vector s (equation 16). In particular, let us look at the PAPR
which can be given by

PAPR =
max(|s|2)
E[|s|2] . (48)

The PAPR measures the relationship between the peak power
and the average power of a signal. A high PAPR indicates that
the signal has high power spikes in relation to the average
power, which can be undesirable in some communication
systems. Figure 15 illustrates a comparison of the Comple-
mentary Cumulative Distribution Function (CCDF) of the
PAPR considering the proposed structure, OFDM, OTFS
and FBMC systems, for a 4-QAM signal constellation and
L = 256 subcarriers. Note that 2D-FFT for β = 2 has
similar performance to OTFS. This result is due to the use
of DFT in the precoding scheme of both systems, which
cancels out the IDFT of the OFDM transmitter used in the
OTFS technique and also produces a similar effect in the 2D-
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Figure 15: PAPR analysis between waveforms.
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FFT FBMC transmitter. For this reason the PAPR in these
systems does not depend on the number of subcarriers, but
on the size K of the block to be transmitted. Nevertheless,
their PAPR is smaller when compared to OFDM and FBMC.
Furthermore, for the 2D-FFT FB, Figure 15 shows that by
increasing the rate factor β to 4 and 8 there is a PAPR
reduction of approximately 3 dB between each variation.
This is expected, because with each increase in β there is
a reduction of half of the symbols to be transmitted per block
with a corresponding reduction of the transmission’s time
interval. Thus, it is possible to use the rate factor to tune
the PAPR of the 2D-FFT FB system to better cope with
transmitters sensitive to high PAPR.

VI. CONCLUSION
Wireless data transmission on time-varying channels and
with high Doppler dispersion is challenging. The robustness
of the OTFS technique to highly dynamic and complex
scenarios makes it attractive to use in future wireless com-
munications that support a wide range of emerging appli-
cations. This work aims to obtain a system with the same
robustness of OTFS, but with the advantage of achieving
equalization with good performance and low complexity in
the TF domain, in addition to lower OOB and PAPR. Thus,
we have presented a new precoded filter bank structure based
on spreading in time and frequency which presented signifi-
cant advantages in double selective channels. Furthermore,
with a flexible data allocation strategy a generalization of
the waveform structure was studied to make changes in the
transmission of symbols through the filter bank. A clear and
concise matrix analysis that allows a system analysis in terms
of SIR and SINR was presented to validate the advantages of
the proposed system. Finally, a performance comparison was
made between the proposed scheme with other multi-carrier
systems.

This work opens several aspects to be addressed in the
future, such as an expansion to the case of using MIMO
techniques and more aggressive channels in terms of time
spreading. Moreover, channel estimation for the proposed
structure is also an open challenge. The application of other
receivers proposed for the OTFS technique, such as those
based on MPA, is an interesting topic to work on. Further
comparisons can be made in terms of performance, complex-
ity and compatibility with the system proposed in this work.
The complexity analysis and a more concise simplification
in relation to the precoding process - more precisely, the
DFT with the multi-carrier core represented by the IDFT -
is another interesting topic to be addressed. Finally, it would
be interesting to compare the proposed structure with other
waveforms and the use of filters designed for smaller overlap
factors in order to benefit from the extended rate limit.
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