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#### Abstract

Using the Mellin transform, we study a self-similar fragmentation equations whose breakage rate follows the power law distribution, and a particle is split into a fixed number of smaller particles. First, we show how to extend the solution of such equations to mesure-valued initial conditions, by a closure argument on the Mellin space. Second, we use appropriate series representations to give a rigorous proof to the asymptotic behavior of the moments, completing some results known through heuristic derivations.


## 1 Introduction

Fragmentation is a phenomenon that appears in a variety of domains in physics, geophysics, biology, ... Although ruled by an apparently simple equation, a wide variety of behaviors can be reached. The self-similar fragmentation is itself a subclass where the solution asymptotically enjoys some scaling property. This class is itself rich enough and can be studied from several point of views, by studying functional analysis [5, 6, 15, 23, 27, 34, probability [7, 8, 28], looking for specific solutions [11, 40], dimensional analysis [16], $\ldots$ or a mix |9].
In this article, we consider the fragmentation equation

$$
\begin{equation*}
\partial_{t} u(t, x)=\lambda^{2+\alpha} x^{\alpha} u(t, \lambda x)-x^{\alpha} u(t, x), \tag{1}
\end{equation*}
$$

[^0]where $\alpha \geq 0$ and $\lambda>1$. We associate with (1) the companion equation
\[

$$
\begin{equation*}
\partial_{t} v(t, x)=\lambda^{1+\alpha} x^{\alpha} v(t, \lambda x)-x^{\alpha} v(t, x) \tag{2}
\end{equation*}
$$

\]

with $v(t, x):=x \cdot u(t, x)$. Here, $u(t, x)$ represents the concentration of the particles at time $t$ at the point $x$, while $v(t, x)$ represents the mass. The idea is that when a breakage occurs, a particle breaks into $\lambda$ daughter's of equal size.
We rewrite (2) as

$$
\partial_{t} v(t, x)=-F(x) v(t, x)+\int_{x}^{+\infty} \kappa\left(\frac{x}{y}\right) F(y) v(t, y) \frac{\mathrm{d} y}{y}
$$

with

$$
F(x):=x^{\alpha} \text { and } \kappa(\mathrm{d} z):=\lambda \delta_{1 / \lambda}(\mathrm{d} z),
$$

where $\kappa$ is a scaled Dirac delta mass at $1 / \lambda$.
This corresponds to a homogeneous fragmentation, whose solution has some asymptotic self-similar properties. This form is the one found in [19, 20]. Most often, results related to self-similar fragmentation equations use for $\kappa$ a measure
With tools from functional analysis [4], we show that there exists an analytic, positive semi-group, and then a mild solution to (1) provided that the initial solution belongs to some weighted $\mathrm{L}^{1}$ space.
We identify functions with a support contained in $[0,1]$ as an invariant subset of functions. In particular, using some tools from $q$-calculus, we give a series expansion of the semi-group that used the $q$-binomial coefficients.
Owing to the particular form of the operator, with

$$
C(t, \sigma):=\int_{0}^{+\infty} x^{\sigma-1} u(t, x) \mathrm{d} x \text { for } \sigma \geq 1
$$

the moment (or Mellin transform) of $u(t, \cdot$ ), the first main result (Theorem (4) of this article is to extend (1) as a measure-valued solution when the initial condition is a measure with support in $[0,1]$. Our approach differs from the one in [19] as we only consider solutions in the metric space given by the weak convergence of measures. The idea is to pass to the limit in the space of Mellin transforms, and then to carry back this extension in the original space.
When the initial condition is $\delta_{1}$, the Dirac mass at 1 , then $C$ solves a pantograph equation. We then use this particular property to prove an asymptotic results on $C$.

In [16, Chapter 3], the statistical aspects of homogeneous fragmentation are discussed from the physical point of view. In particular, an ansatz states that

$$
u(t, x) \approx \frac{1}{s(t)^{2}} \phi\left(\frac{x}{s(t)}\right), \text { as } t \rightarrow \infty
$$

where $s^{\prime}(t) s(t)^{-(1+\alpha)}=-\omega$ where $\omega>0$ is a separation constant. In the present case, we take

$$
\begin{equation*}
s(t):=\frac{1}{t^{1 / \alpha}}, \omega:=\frac{-1}{\alpha}, \tag{3}
\end{equation*}
$$

while $\phi$ is the solution to

$$
\begin{equation*}
\omega\left(2 \phi(\xi)+\xi \phi^{\prime}(\xi)\right)=\lambda^{2+\alpha} \xi^{\alpha} \phi(\lambda \xi)-\xi^{\alpha} \phi(\xi) \tag{4}
\end{equation*}
$$

where $\xi=x / s$. The function $\phi$ is called a self-similar profile.
In [23, Theorem 3.1], it is shown ${ }^{1}$, that a self-similar profile exists and is unique. In addition [23, Theorem 3.2] states that

$$
\lim _{t \rightarrow \infty} \int_{0}^{+\infty} y\left|u(t, x)-(1+t)^{2 / \alpha} \phi\left(y t^{1 / \alpha}\right)\right| \mathrm{d} y=0 .
$$

Another result on the existence of a self-similar profile is given in [9], yet when the measure $\kappa$ has a density.
A series of works (see e.g. $14,15,18,21,26,27,34]$ ) establish exponential rate of convergence toward self-similar solution, yet for the growth-fragmentation equation. In this setting, the main tools are the ones from the spectral analysis of the problem and the rate of convergence is due to a spectral gap. The presence of a "growth term", equivalent to a transport term, appears crucial to establish a spectral gap.
We establish the long-time asymptotics of the moments when the initial condition is a Dirac mass. Using the above choices (3) and (4), we obtain that

$$
C(t, \sigma)=\int_{0}^{+\infty} x^{\sigma-1} c(t, x) \mathrm{d} t \approx s(t)^{\sigma-2} \int_{0}^{+\infty} \xi^{\sigma-1} \phi(\xi) \mathrm{d} \xi .
$$

Therefore,

$$
C(t, \sigma) \approx B(\sigma) t^{\frac{2-\sigma}{\alpha}} \text { for } B(\sigma):=\int_{0}^{+\infty} \xi^{\sigma-1} \phi(\xi) \mathrm{d} \xi
$$

As the mass $m=\int_{0}^{+\infty} x \cdot u(t, x) \mathrm{d} x$ is preserved in the time, we select $\phi$ so that $B(2)=\int_{0}^{+\infty} \xi \cdot \phi(\xi) \mathrm{d} \xi=m$.

[^1]We also note that

$$
\int_{0}^{+\infty} x^{\sigma-1} t^{2 / \alpha} \phi\left(x t^{1 / \alpha}\right) \mathrm{d} x=t^{(2-\sigma) / \alpha} B(\sigma) .
$$

Using appropriate series representation of the Mellin transform, we give a formal proof of this result (Corollary 5 and Propositions 14). In particular, we see that there are different regimes: for $\sigma<2$, the solution is increasing to infinity, for $\sigma=2$, $C(t, 2)$ is constant (this is mass conservation). For $\sigma>2$, the solution decreases to 0 . We also establish that for $\alpha>1 / 2$, the self-similar profile is uniquely determined by its moments.
Our tools are based on complex analysis, $q$-calculus, appropriate series representation of holomorphic functions, as well as the Karamata theorem. Although Mellin transforms are common to study self-similar fragmentation equations (see e.g. $[12, \sqrt[13]{ }, 16,19,20 \mid$ ), and some works use the pantograph equation, [12, 13], we present alternative series representations that are suitable for finding the appropriate asymptotic behaviors. Besides, our extension to measure-valued solutions by relying on a limiting argument on the moments is also new.
Outline. In Section 2, we construct the solution of the self-similar fragmentation equation using the theory of semi-group, and we identify invariant subspaces. In Section 3, we introduce the equation for the evolution of the moments. In Section 4 we show how to extend the notion of solutions to measure-valued solutions. In Section 5 , we study the qualitative behavior of the moments. Finally, in Section 6 , we give the asymptotic behavior of the moments.

## 2 Solutions of the fragmentation equation

In a first time, we solve the fragmentation equation through semi-groups.
Notation 1 (Space of solutions). We fix some $p \geq 0$. We set

$$
\mathbb{L}_{p}:=\mathrm{L}^{1}\left(\mathbb{R}_{+}, w_{p}(x) \mathrm{d} x\right) \text { with } w_{p}(x)=1+x^{p}, x \geq 0
$$

We denote by $\|\cdot\|_{p}$ the norm

$$
\|f\|_{p}:=\int_{\mathbb{R}_{+}}|f(x)| w_{p}(x) \mathrm{d} x .
$$

We define $\mathbb{L}_{p}^{+}:=\left\{f \in \mathbb{L}_{p} \mid f \geq 0\right\}$, the cone of non-negative functions in $\mathbb{L}_{p}$.

Notation 2 (Operators). We set

$$
\begin{aligned}
\mathscr{D}_{\lambda} f(x) & :=f(\lambda x), \mathscr{F}_{\alpha} f(x)=x^{\alpha} f(x) \\
\text { and } \mathscr{G}_{\alpha} f(x) & :=\lambda^{2} \mathscr{D}_{\lambda} \mathscr{F}_{\alpha} f(x)=\lambda^{2+\alpha} x^{\alpha} f(\lambda x) .
\end{aligned}
$$

We also define $F(x):=x^{\alpha}$.
Since $\lambda \leq 1$ and $w_{p}$ is non-decreasing,

$$
\begin{align*}
\left\|\mathscr{F}_{\alpha} f\right\|_{p} & \leq\|f\|_{p+\alpha} \text { for } f \in \mathbb{L}_{p+\alpha},  \tag{5}\\
\left\|\mathscr{D}_{\lambda} f\right\|_{p} & =\frac{1}{\lambda} \int|f(x)| w_{p}\left(\frac{x}{\lambda}\right) \mathrm{d} x \leq \frac{1}{\lambda}\|f\|_{p} \text { for } f \in \mathbb{L}_{p},  \tag{6}\\
\text { and }\left\|\mathscr{G}_{\alpha} f\right\|_{p} & \leq\left\|\mathscr{D}_{\lambda} \mathscr{F}_{\alpha} f\right\|_{p}=\lambda^{1+\alpha}\left\|\mathscr{F}_{\alpha} f\right\|_{p} \text { for } f \in \mathbb{L}_{p+\alpha} . \tag{7}
\end{align*}
$$

From (6), $\mathscr{D}_{\lambda}$ is a bounded operator on $\mathbb{L}_{p}$. Besides, $\mathscr{D}_{\lambda}$ is invertible with inverse $\mathscr{D}_{\lambda^{-1}}$.

### 2.1 Solving the fragmentation equation when $\alpha=0$

We first consider that $\alpha=0$, so that (8) becomes

$$
\begin{equation*}
\partial_{t} u(t, x)=\lambda^{2} u(t, \lambda x)-u(t, x) . \tag{8}
\end{equation*}
$$

For any $p \geq 0$, the operators $\mathscr{D}_{\lambda}$ and $\mathscr{G}_{\alpha}$ are bounded in $\mathbb{L}_{p}$ while $\mathscr{F}_{\alpha}=\mathrm{Id}$, the identity operator, so that $\operatorname{Dom}\left(\mathscr{D}_{\lambda}\right)=\operatorname{Dom}\left(\mathscr{F}_{\alpha}\right)=\operatorname{Dom}\left(\mathscr{G}_{\alpha}\right)=\mathbb{L}_{p}$.

Proposition 1. Fix $p \geq 0$. For any given initial condition $f \in \mathbb{L}_{p}$, there exists an unique solution $u \in \mathscr{C}^{1}\left([0, T], \mathbb{L}_{p}\right)$ of (8).

Proof. Since $\mathscr{G}_{0}-\mathscr{F}_{0}=\mathscr{G}_{0}$ - Id is bounded, for any $p \geq 0$, the semi-group $Q$ defined by $Q(t):=\exp \left(t\left(\mathscr{G}_{0}-\mathrm{Id}\right)\right), t \geq 0$ is analytic and generated by $\left(\mathscr{G}_{0}-\mathrm{Id}, \mathbb{L}^{p}\right)$. The mild solution of (8) with initial condition $f \in \mathbb{L}_{p}$ is given by $(t, x) \mapsto Q(t) f(x)$.
Following [33], this semi-group may be explicitly constructed through the following sequence: for $f \in \mathbb{L}_{p}$, we set

$$
a_{0}:=f \text { and } a_{k+1}:=\mathscr{S}_{0} a_{k}-a_{k}=\lambda^{2} \mathscr{D}_{\lambda} a_{k}-a_{k} .
$$

The series

$$
Q(t) f=\sum_{k \geq 0} \frac{t^{k}}{k!} a_{k}=\sum_{k \geq 0} \frac{t^{k}}{k!}\left(\mathscr{G}_{0}-\mathrm{Id}\right)^{k} f=\sum_{k \geq 0} \frac{t^{k}}{k!}\left(\lambda^{2} \mathscr{D}_{\lambda}-\mathrm{Id}\right)^{k} f
$$

converges in $\mathbb{L}_{p}$, and gives the semi-group generated by ( $\mathscr{G}_{0}-\mathrm{Id}, \mathbb{L}^{p}$ ). Moreover, $t \mapsto Q(t) f$ is of class $\mathscr{C}^{1}$, with $\partial_{t} Q(t) f=\left(\mathscr{S}_{0}-\mathrm{Id}\right) Q(t) f$ for any $t \geq 0$.

Regarding uniqueness, since (8) is linear, it is sufficient to consider that $f=0$. In this case,

$$
\|u(t, \cdot)\|_{p} \leq(\lambda-1) \int_{0}^{t}\|u(s, \cdot)\|_{p} \mathrm{~d} s
$$

so that the Gronwall inequality implies that $\|u(t, \cdot)\|_{p}=0$ for any $t \geq 0$. This yields the uniqueness.

### 2.2 Solving the fragmentation equation when $\alpha>0$

We now consider $\alpha>0$.
Unlike Section 2.1, the operators $\mathscr{F}_{\alpha}$ and $\mathscr{G}_{\alpha}$ defined in Notation 2 are not bounded. We define

$$
\operatorname{Dom}\left(\mathscr{F}_{\alpha}\right):=\left\{f \in \mathbb{L}_{p} \mid \mathscr{F}_{\alpha} f \in \mathbb{L}_{p}\right\} \text { and } \operatorname{Dom}\left(\mathscr{G}_{\alpha}\right):=\left\{f \in \mathbb{L}_{p} \mid \mathscr{G}_{\alpha} f \in \mathbb{L}_{p}\right\}
$$

With (5) and (7),

$$
\begin{equation*}
\operatorname{Dom}\left(\mathscr{F}_{\alpha}\right)=\operatorname{Dom}\left(\mathscr{G}_{\alpha}\right)=\mathbb{L}_{p+\alpha} . \tag{9}
\end{equation*}
$$

The proof of the next result is straightforward.
Lemma 1. The operator $\left(\mathscr{F}_{\alpha}, \operatorname{Dom}\left(\mathscr{F}_{\alpha}\right)\right)$ is closed, densely defined and injective.
The proof of the next result relies on the Hille-Yoshida theorem and [4, Examples 2.8 and 3.9, p. 74, Proposition 2.2, p. 13].

Notation 3. For $\mu \in \mathbb{R}$, we set $\mathcal{F}_{\mu} f:=\mu f$ for any function $f$.
Lemma 2. For any $\mu \geq 0$, the operator $\left(-\mathscr{F}_{\alpha}-\mathscr{F}_{\mu}, \operatorname{Dom}\left(\mathscr{F}_{\alpha}\right)\right)$ generates the strongly continuous, contractive semi-group $(P(t))_{t \geq 0}$ with $P(t) f(x)=e^{-\mu t-t F(x)} f(x)$. Besides, $\mathbb{L}_{p}^{+}$is invariant by $P(t)$ for any $t \geq 0$.

Since $\mathbb{L}_{p}$ is stable under $\mathscr{D}_{\lambda}$ and $\mathscr{D}_{\lambda}$ is invertible, $\operatorname{Dom}\left(\mathscr{G}_{\alpha}\right)=\operatorname{Dom}\left(\mathscr{F}_{\alpha}\right)$. Besides, $\mathscr{G}_{\alpha}\left(\mathbb{L}_{p}^{+}\right) \subset \mathbb{L}_{p}^{+}$.
Fix $g \in \mathbb{L}_{p}$ and $\mu>0$. Setting $f(x):=\int_{0}^{+\infty} \exp (-\mu t-t F(x)) g(x) \mathrm{d} t$, we obtain by an integration that for any $x>0$,

$$
\left(\mu+\mathscr{F}_{\alpha}\right) f(x)=g(x) .
$$

In addition, since $F(x) \geq 0$,

$$
\|f\|_{p} \leq \int_{0}^{+\infty} \int_{0}^{+\infty} \exp (-\mu t)|g(x)| w_{p}(x) \mathrm{d} x \mathrm{~d} t \leq \frac{1}{\mu}\|g\|_{p}
$$

Therefore, $\mu+\mathscr{F}_{\alpha}$ is invertible with a bounded inverse for any $\mu>0$. From (7), $\mathscr{G}_{\alpha}$ is $\mathscr{F}_{\alpha}$-bounded.

Lemma 3. Fix $p>1$ and $\mu \geq \lambda-1$. There exists an operator $\left(\mathscr{K}_{\alpha, \mu}, \operatorname{Dom}\left(\mathscr{K}_{\alpha, \mu}\right)\right)$ that extends of $\left(\mathscr{G}_{\alpha}-\mathscr{F}_{\alpha}-\mathscr{F}_{\mu}, \operatorname{Dom}\left(\mathscr{F}_{\alpha}\right)\right)$ and that generates a strongly continuous semi-group of contractions $\left(Q_{\mu}(t)\right)_{t \geq 0}$ which satisfies the Duhamel equation

$$
\begin{equation*}
Q_{\mu}(t) f=P(t) f+\int_{0}^{t} Q_{\mu}(t-s) \mathscr{G}_{\alpha} P(s) f \mathrm{~d} s, \forall f \in \operatorname{Dom}\left(\mathscr{F}_{\alpha}\right), \forall t \geq 0 \tag{10}
\end{equation*}
$$

Proof. For $f \in \operatorname{Dom}\left(\mathscr{G}_{\alpha}\right)=\operatorname{Dom}\left(\mathscr{F}_{\alpha}\right)$, since $\mathbb{L}_{p} \subset \mathbb{L}_{1}$,

$$
\int_{\mathbb{R}_{+}} \mathscr{G}_{\alpha} f(x) \mathrm{d} x=\lambda^{2} \int_{\mathbb{R}_{+}} \mathscr{D}_{\lambda} \mathscr{F}_{\alpha} f(x) \mathrm{d} x=\lambda \int_{\mathbb{R}_{+}} \mathscr{F}_{\alpha} f(x) \mathrm{d} x .
$$

Similarly,

$$
\int_{\mathbb{R}_{+}} \mathscr{G}_{\alpha} f(x) x^{p} \mathrm{~d} x=\lambda^{1-p} \int_{\mathbb{R}_{+}} \mathscr{F}_{\alpha} f(x) x^{p} \mathrm{~d} x
$$

When $p>1, \lambda^{1-p}<1$ since $\lambda>1$. For $f \in \mathbb{L}_{p}^{+} \cap \operatorname{Dom}\left(\mathscr{F}_{\alpha}\right)$,

$$
\begin{align*}
& \int_{\mathbb{R}_{+}}\left(\mathscr{G}_{\alpha} f(x)-\mathscr{F}_{\alpha} f(x)-\mathscr{F}_{\mu} f(x)\right) w_{p}(x) \mathrm{d} x \\
&=(\lambda-1) \int_{\mathbb{R}_{+}} \mathscr{F}_{\alpha}(x) \mathrm{d} x+\left(\lambda^{1-p}-1\right) \int_{\mathbb{R}_{+}} \mathscr{F}_{\alpha} f(x) x^{p} \mathrm{~d} x-\mu \int_{\mathbb{R}_{+}} f(x) w_{p}(x) \mathrm{d} x \\
& \leq(\lambda-1) \int_{\mathbb{R}_{+}} \mathscr{F}_{\alpha} f(x) \mathrm{d} x-\mu \int_{\mathbb{R}_{+}} f(x) w_{p}(x) \mathrm{d} x \tag{11}
\end{align*}
$$

On the other hand, for $p \geq \alpha$,

$$
\int_{\mathbb{R}_{+}} \mathscr{F}_{\alpha} f(x) \mathrm{d} x \leq \int_{\mathbb{R}_{+}} f(x) w_{p}(x) \mathrm{d} x .
$$

Therefore, for $\mu \geq \lambda-1$,

$$
\int_{\mathbb{R}_{+}}\left(\mathscr{G}_{\alpha} f(x)-\mathscr{F}_{\alpha} f(x)-\mathscr{F}_{\mu} f(x)\right) w_{p}(x) \mathrm{d} x \leq 0
$$

The result follows from [4, Corollary 5.17, p. 147] and [4, Corollary 5.8, p. 139].

From the Duhamel equation (10), we have that $Q_{\mu}(t) f \geq 0$ whenever $f \in$ $\operatorname{Dom}\left(\mathscr{K}_{\alpha, \mu}\right) \cap \mathbb{L}_{p}^{+}$.

Proposition 2. For $\mu \geq \lambda-1$, the semi-group $\left(Q_{\mu}(t)\right)_{t \geq 0}$ is positive.
Proof. Fix $\nu>0$. We have that $\left(\nu+\mathscr{F}_{\alpha}+\mu\right)^{-1}=\frac{1}{\mu+\nu+x^{\alpha}}$ so that

$$
\mathscr{G}_{\alpha}\left(\nu+\mathscr{F}_{\alpha}+\mu\right)^{-1} f(x)=\lambda^{2}(\lambda x)^{\alpha} \frac{f(\lambda x)}{\mu+\nu+\left(\lambda x^{\alpha}\right)} .
$$

Therefore,

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}}\left|\boldsymbol{\varphi}_{\alpha}\left(\nu+\mathscr{F}_{\alpha}+\mu\right)^{-1} f(x)\right| w_{p}(x) \mathrm{d} x \\
& \quad \leq \lambda^{2} \int_{\mathbb{R}_{+}}|f(\lambda x)| \frac{(\lambda x)^{\alpha}}{\mu+\nu+(\lambda x)^{\alpha}} \frac{w_{p}(x)}{w_{p}(\lambda x)} w_{p}(\lambda x) \mathrm{d} x \leq \int_{\mathbb{R}_{+}}|f(x)| \frac{(\lambda x)^{\alpha}}{\psi(x)} w_{p}(x) \mathrm{d} x
\end{aligned}
$$

with

$$
\psi(x):=\lambda^{1-p} \frac{x^{\alpha}}{\mu+\nu+(\lambda x)^{\alpha}} \frac{\lambda^{p}+x^{p}}{1+x^{p}} .
$$

The function $\psi$ is continuous on $\mathbb{R}_{+}$with $\lim _{x \rightarrow 0} \psi(x)=0$ and $\lim _{x \rightarrow+\infty} \psi(x)=$ $\lambda^{1-p}<1$ when $p>1$. From this, we easily obtain that for $\nu$ large enough, $\sup _{x} \psi(x)<1$. The result then follows from [4, Lemma 5.12, p. 143].

Proposition 3. For $\mu \geq \lambda-1$, the operator $\left(\mathscr{K}_{\alpha, \mu}, \operatorname{Dom}\left(\mathscr{K}_{\alpha, \mu}\right)\right)$ generates an analytic semi-group $\left(Q_{\mu}(t)\right)_{t \geq 0}$.

Proof. The semi-group $(P(t))_{t \geq 0}$ generated by $\left(-\mathscr{F}_{\alpha}-\mu, \operatorname{Dom}\left(\mathscr{F}_{\alpha}\right)\right)$ is analytic [22, Theorem 4.6, p. 101]: Since for any $\nu \in \mathbb{C},\left(\nu+\mu+\mathscr{F}_{\alpha}\right)^{-1} f(x)=f(x) /\left(\nu+\mu+x^{\alpha}\right)$ for $x>0$, and $\left|\nu+\mu+x^{\alpha}\right| \geq \Im(\nu)$, this implies that

$$
\int_{\mathbb{R}_{+}}\left|\left(\nu+\mu+\mathscr{F}_{\alpha}\right)^{-1} f(x)\right| w_{p}(x) \mathrm{d} x \leq \frac{\|f\|_{p}}{\Im(\nu)}
$$

By Proposition 2, the resolvent of $\left(\mathscr{G}_{\alpha}-\mathscr{F}_{\alpha}-\mu, \operatorname{Dom}\left(\mathscr{F}_{\alpha}\right)\right)$ is positive so that by the Arendt-Rhandi theorem $\left(|3|\right.$ or [5, Theorem 1.1]), $\left(Q_{\mu}(t)\right)_{t \geq 0}$ is an analytic semi-group.

We may now remove the restriction on $\mu$.
Lemma 4. For any $r \in \mathbb{R}$ and $\mu \geq \lambda-1$, set $Q_{r}(t):=\exp ((\mu-r) t) Q_{\mu}(t)$ for $t \geq 0$. Then $\left(Q_{r}(t)\right)_{t \geq 0}$ is generated by $\left(\mathscr{K}_{\alpha, r}, \operatorname{Dom}\left(\mathscr{K}_{\alpha, r}\right)\right)$. This semi-group is positive and for $f \in \mathbb{L}_{p}$,

$$
\begin{equation*}
\left\|Q_{r}(t) f\right\|_{p} \leq \exp ((\lambda-1-r) t)\|f\|_{p}, \forall t \geq 0 \tag{12}
\end{equation*}
$$

Notation 4 (Semi-group $Q$ ). The semi-group $\left(Q_{0}(t)\right)_{t \geq 0}$ is denoted by $(Q(t))_{t \geq 0}$.
The next proposition summarizes our results.
Proposition 4. For $f \in \mathbb{L}_{p}$ and $T>0$, there exists a solution $u \in \mathscr{C}\left([0, T], \mathbb{L}_{p}\right) \cap$ $\mathscr{C}^{1}\left((0, T], \operatorname{Dom}\left(\mathscr{F}_{\alpha}\right)\right)$ to (1), and then to (8). If $f \in \mathbb{L}_{p}^{+}$, then $u(t, \cdot)$ is non-negative for any $t \in[0, T]$.

Proof. From [4, Theorem 2.29, p. 39 and Theorem 2.40, p. 40], for any $t>0$, $t \mapsto Q_{\mu}(t) f$ is infinitely differentiable for any $f \in \mathbb{L}_{p}$. Thus, there exists a measurable function $u(t, x)$ on $[\epsilon, T] \times \mathbb{R}_{+}^{*}$ such that for any $k \geq 0, \partial_{t}^{k} u(t, x)$ exists almost everywhere, is absolutely continuous and $\partial_{t}^{k} u(t, \cdot)=\partial_{t}^{k} Q_{\mu}(t) f$ for any $t \in[0, T]$.

### 2.3 Scaling invariance

The self-similar fragmentation presents an invariant behavior.
Proposition 5 (Invariance property). Let $u$ be the solution to (1) with initial condition $f \in \mathbb{L}_{p}$. Then $v(t, x):=u\left(t \gamma^{\alpha}, x \gamma\right)$ also solves (1) with initial condition $x \mapsto f(\gamma x)$.

### 2.4 Invariant subspaces

We now exhibit two invariant subspaces.

### 2.4.1 A Fréchet space

For $0<p<q$, an immediate computation shows that $\|f\|_{p} \leq 2\|f\|_{q}$ for any $f \in \mathbb{L}_{q}$, so that $\mathbb{L}_{q} \subset \mathbb{L}_{p}$. We define

$$
\mathbb{F}:=\bigcap_{q>0} \mathbb{L}_{q} .
$$

When $p$ is fixed, with (9), $\operatorname{Dom}\left(\mathscr{F}_{\alpha}^{k}\right)=\mathbb{L}_{p+k \alpha}$. Since the spaces $\mathbb{L}_{p}$ are decreasing with respect to inclusion,

$$
\begin{equation*}
\bigcap_{k \geq 0} \operatorname{Dom}\left(\mathscr{F}_{\alpha}^{k}\right)=\bigcap_{k \geq 0} \mathbb{L}_{p+k \alpha}=\mathbb{F} . \tag{13}
\end{equation*}
$$

Fix $\gamma>0$. We equip $\mathbb{F}$ with the norm

$$
\|f\|_{\mathbb{F}, \gamma}:=\sum_{k \geq 0} \gamma^{k} \int_{0}^{+\infty} x^{k \alpha}|f(x)| \mathrm{d} x=\sum_{k \geq 0} \gamma^{k} \int_{0}^{+\infty}\left|\mathscr{F}_{\alpha}^{k} f(x)\right| \mathrm{d} x .
$$

This norm is induced by the Fréchet space $\mathbb{F}$ equipped with the norms

$$
f \mapsto\|f\|_{0}+\left\|\mathscr{F}_{\alpha}^{k} f\right\|_{0}, \text { for } k=0,1,2, \ldots
$$

For any $k \geq 0$, the norm $\|\cdot\|_{0}+\left\|\mathscr{F}_{\alpha}^{k} \cdot\right\|_{0}$ is equivalent to $\|\cdot\|_{k \alpha}$.
Lemma 5. For any $f \in \mathbb{F}$,

$$
\begin{align*}
\left\|\mathscr{G}_{\alpha} f\right\|_{\mathbb{F}, \gamma} & \leq \frac{\lambda}{\gamma}\|f\|_{\mathbb{F}, \gamma},  \tag{14}\\
\left\|\mathscr{F}_{\alpha} f\right\|_{\mathbb{F}, \gamma} & \leq \frac{1}{\gamma}\|f\|_{\mathbb{F}, \gamma} \tag{15}
\end{align*}
$$

Proof. For any $x>0$,

$$
\mathscr{F}_{\alpha}^{k} \mathscr{G}_{\alpha} f(x)=\lambda^{2+\alpha} x^{(k+1) \alpha} f(\lambda x) .
$$

With a change of variable,

$$
\begin{aligned}
& \left\|\mathscr{G}_{\alpha} f\right\|_{\mathbb{F}_{\gamma}}=\lambda^{2+\alpha} \sum_{k \geq 0} \gamma^{k} \int_{0}^{+\infty} x^{(k+1) \alpha}|f(\lambda x)| \mathrm{d} x \\
& \quad=\lambda^{1+\alpha} \sum_{k \geq 0} \gamma^{k} \int_{0}^{+\infty} \frac{x^{(k+1) \alpha}}{\lambda^{(k+1) \alpha}}|f(x)| \mathrm{d} x=\sum_{k \geq 0} \frac{\gamma^{k+1}}{\gamma \lambda^{k \alpha-1}} \int_{0}^{+\infty} x^{(k+1) \alpha}|f(x)| \mathrm{d} x .
\end{aligned}
$$

Since $\lambda>1$, for $\gamma>\lambda, \sup _{k \geq 0} 1 / \gamma \lambda^{k \alpha-1}<\lambda / \gamma<1$. This leads to (14). Besides,

$$
\left\|\mathscr{F}_{\alpha} f\right\|_{\mathbb{F}, \gamma}=\sum_{k \geq 0} \gamma^{k} \int_{0}^{+\infty} x^{(k+1) \alpha}|f(\lambda x)| \mathrm{d} x \leq \frac{1}{\gamma}\|\phi\|_{\mathbb{F}, \gamma},
$$

which is (15).
Proposition 6. Fix $p \geq 0$ and $\gamma>0$. The space $\mathbb{F} \subset \mathbb{L}_{p}$ is invariant under the semi-group $Q$. In addition, $Q(t) f \in \mathbb{F}$ for any $f \in \mathbb{L}_{p}$ and any $t>0$. Finally, the semi-group $Q$ is continuous on $\left(\mathbb{F},\|\cdot\|_{\mathbb{F}, \gamma}\right)$.

Proof. Not only $\mathbb{F}$ is invariant under the semi-group $Q$, but as $Q$ is analytic, for any $p \geq 0, Q(f) \in \mathbb{F}$ for any $f \in \mathbb{L}_{p}$ and any $t>0$.
Besides, (14) and (15) show that $\mathscr{G}_{\alpha}-\mathscr{F}_{\alpha}$ is bounded on $\left(\mathbb{F},\|\cdot\|_{\mathbb{F}, \gamma}\right.$. This implies that $Q$ is continuous on $\left(\mathbb{F},\|\cdot\|_{\mathbb{F}, \gamma}\right)$.

This space $\mathbb{F}$ is contained in $\operatorname{Dom}\left(\mathscr{F}_{\alpha}^{k}\right)$ for any $k \geq 0$. On the other hand, we can also construct a scale of spaces by extrapolation to extend the solution to distributions. As we focus on another set of spaces, we do not enter the details of such a procedure that may be found e.g. in [22, Sect. 5, Chap. 2].

### 2.4.2 Functions with compact support

The construction of the above invariant subspace $\mathbb{F}$ arises in a general manner in the theory of semi-groups. We now exhibit another invariant space of functions which is specific to the kind of equation we look at.

Notation 5 (Support). When $h$ is a function $f$ or a measure $\mu$, its support is denoted by $\operatorname{Supp}(h)$.

Using the scaling invariance 2.3, there is no restriction to consider that the support is contained in $[0,1]$.

Notation 6. We define $\mathbb{V}$ as the set of bounded, measurable functions from $\mathbb{R}_{+}$ to $\mathbb{R}$ with $\operatorname{Supp}(f) \subset[0,1]$. We also define $\mathbb{V}^{+}$the subset of non-negative functions in $\mathbb{V}$.

Proposition 7. The space $\mathbb{V}$ is invariant by $\mathscr{F}_{\alpha}$ and $\mathscr{G}_{\alpha}$ with $\mathscr{F}_{\alpha}(\mathbb{V}) \subset \mathbb{V}$ and $\mathcal{G}_{\alpha}(\mathbb{V}) \subset \mathbb{V}$. Besides, for any $p \geq 0$,

$$
\begin{aligned}
\left\|\mathscr{F}_{\alpha} f\right\|_{p} \leq\|f\|_{p}, & \left\|\mathscr{G}_{\alpha} f\right\|_{p} \leq \lambda^{1+\alpha}\|f\|_{p} \\
\left\|\mathscr{F}_{\alpha} f\right\|_{\infty} \leq\|f\|_{\infty}, & \left\|\mathscr{G}_{\alpha} f\right\|_{\infty} \leq \lambda^{2+\alpha}\|f\|_{\infty}
\end{aligned}
$$

Proof. Let $f \in \mathbb{V}$. Clearly, $\|f\|_{p} \leq 2\|f\|_{\infty}$. Since $f(x)=0$ for $x>1$, $\mathscr{F}_{\alpha} f(x)=$ $x^{\alpha} f(x)=0$. Since $\lambda>1, \mathscr{G}_{\alpha} f(x)=\lambda^{2+\alpha} x^{\alpha} f(\lambda x)=0$ when $x>1$. In addition, $\mathscr{F}_{\alpha} f(x) \leq f(x)$ since $x^{\alpha} \leq 1$. With (7),

$$
\left\|\mathscr{F}_{\alpha} f\right\|_{p}=\int_{0}^{1}\left(1+x^{p}\right) \mathscr{F}_{\alpha} f(x) \mathrm{d} x \leq\left\|\mathscr{F}_{\alpha}\right\|_{p} f \text { and }\left\|\mathscr{G}_{\alpha} f\right\|_{p} \leq \lambda^{1+\alpha}\|f\|_{p}
$$

The control of the supremum norm $\|\cdot\|_{\infty}$ is also easy to obtain.
Since $\mathscr{G}_{\alpha}-\mathscr{F}_{\alpha}$ is a bounded operator, the next result is immediate.
Corollary 1. For $f \in \mathbb{V}, Q(t) f \in \mathbb{V}$ for any $t \geq 0$ with

$$
\|Q(t) f\|_{p} \leq \exp \left(\left(1+\lambda^{1+\alpha}\right) t\right)\|f\|_{p} \text { and }\|Q(t) f\|_{\infty} \leq \exp \left(\left(1+\lambda^{2+\alpha}\right) t\right)\|f\|_{\infty}
$$

Corollary 2. The semi-group $Q(t)$ is positive on $\left(\mathbb{V},\|\cdot\|_{\infty}\right)$.

Proof. We identify continuous functions in $\mathbb{V}$ with $\mathscr{C}([0,1])$, since the support of $f \in \mathbb{V}$ is contained in $[0,1]$. The subset $\mathscr{C}([0,1])$ is dense in $\mathbb{V}$ with respect to the uniform norm so that we have only to show that $Q(t) f \geq 0$ for any non-negative, continuous function $f$.
If $f$ is continuous, then $\mathscr{F}_{\alpha} f$ and $\mathscr{G}_{\alpha} f$ are continuous. With Proposition 7, $\mathscr{G}_{\alpha}-\mathscr{F}_{\alpha}$ is a bounded operator on $\left(\mathscr{C}\left([0,1],\|\cdot\|_{\infty}\right)\right.$. Consider $f \in \mathscr{C}([0,1])$ and $f \geq 0$. Let $x$ be such that $f(x)=0$. Then

$$
\mathscr{G}_{\alpha} f(x)-\mathscr{F}_{\alpha} f(x)=\lambda^{2+\alpha} x^{\alpha} f(\lambda x) \geq 0 .
$$

From [2, Theorem 1.3, p. 124], it follows that $Q(t) f \geq 0$ for any $t \geq 0$.
Remark 1. From the above proof, we have also that $Q(t)$ maps $\mathscr{C}([0,1])$ to itself.

### 2.5 A monotonic property with respect to $\alpha$

Let $(Q(t ; \alpha))_{t \geq 0}$ be the semi-group generated by $\mathscr{G}_{\alpha}-\mathscr{F}_{\alpha}$ when the parameter is $\alpha$.
Proposition 8. For any $f \in \mathbb{V}^{+}$and any $t \geq 0, \alpha \mapsto Q(t ; \alpha) f$ is non-increasing.
Proof. We set $\mathscr{K}_{\alpha}:=\mathscr{G}_{\alpha}-\mathscr{F}_{\alpha}$. From the properties of the semi-group,

$$
Q(t ; \alpha) f(x)=f(x)+\int_{0}^{t} Q(s ; \alpha) \mathscr{K}_{\alpha} f(x) \mathrm{d} s .
$$

Fix $\beta>\alpha$ and write $\gamma=\beta-\alpha$. Then

$$
\begin{aligned}
&\left(\mathscr{G}_{\beta}-\mathscr{F}_{\beta}\right) f=\lambda^{2+\beta} x^{\beta} f(\lambda x)-x^{\beta} f(x)=\lambda^{2+\alpha} x^{\alpha}(\lambda x)^{\beta} f(\lambda x)-x^{\gamma} x^{\alpha} f(x) \\
&=\mathscr{K}_{\alpha} \mathscr{F}_{\gamma} f .
\end{aligned}
$$

Then for $f \in \mathbb{V}^{+}$,

$$
\begin{aligned}
Q(t ; \beta) f-Q(t ; \alpha f)=\int_{0}^{t} Q(t-s ; \beta) & \left(\mathscr{K}_{\beta}-\mathscr{K}_{\alpha}\right) Q(s ; \alpha) f \mathrm{~d} s \\
& =\int_{0}^{t} Q(t-s ; \beta) \mathscr{K}_{\alpha}\left(\mathscr{F}_{\gamma}-\mathscr{F}_{1}\right) Q(s ; \alpha) f \mathrm{~d} s .
\end{aligned}
$$

The supports of $f$ and $Q(s ; \alpha) f$ are contained in $[0,1]$. For a non-negative function $g$ with support in $[0,1]$,

$$
\mathscr{F}_{\gamma} g(x)=x^{\gamma} g(x) \leq g(x)
$$

and then $\left(\mathscr{F}_{\gamma}-\mathscr{F}_{1}\right) g(x) \leq 0$. Hence, $Q(t ; \beta) f \leq Q(t ; \alpha) f$.

### 2.6 Expansion of the semi-group

Since $(Q(t ; \alpha))_{t \geq 0}$ is an analytic semi-group, it admits formally the expansion

$$
\begin{equation*}
Q(t ; \alpha)=\sum_{k \geq 0} \frac{t^{k}}{k!}\left(\mathscr{G}_{\alpha}-\mathscr{F}_{\alpha}\right)^{k} . \tag{16}
\end{equation*}
$$

With (13), when $f$ belongs to $\mathbb{F}, \mathscr{F}_{\alpha}^{k} f$ and $\mathscr{G}_{\alpha}^{k} f$ also belong to $\mathbb{F}$ for any $k \geq 0$. With Lemma 5, such expansion is valid for any $f \in \mathbb{F}$ and any $t>0$, using the norm $\|\cdot\|_{\mathbb{F}, \gamma}$.
In this section, we give an explicit expression involving $\mathscr{D}_{\lambda}, \mathscr{F}_{\alpha}$, as well as $q$-binomial coefficients.

Definition 1 (see e.g. 31, 35]). For integers $k, n$ with $0 \leq k \leq n$, and $q \in(0,1)$, the $q$-binomial coefficient (or Gaussian polynomial) is

$$
\binom{n}{k}_{q}:=\frac{\left(1-q^{n}\right) \cdots\left(1-q^{n-k+1}\right)}{(1-q) \cdots\left(1-q^{k}\right)}
$$

where we use the convention that an empty product is equal to 1 . This means that for $n=0, k=0$ or $k=n,\binom{n}{k}_{q}:=1$.

Definition 2. The $q$-Pochhammer symbol is for $a \in \mathbb{R}$ and $q \in(0,1)$,

$$
(a ; q)_{k}:=\prod_{i=0}^{k-1}\left(1-a q^{i}\right) \text { for } k \geq 1 \text { and }(a ; q)_{0}:=1
$$

Theorem 1 ( $[35$, Theorems 3.2 .3 and 3.2.4, pp. 79 and 80]). The Pascal identity holds

$$
\begin{equation*}
\binom{n+1}{k}_{q}=\binom{n}{k}_{q}+q^{n-k+1}\binom{n}{k-1}_{q} . \tag{17}
\end{equation*}
$$

Moreover, for any $a \in \mathbb{R}$,

$$
(a ; q)_{n}=\sum_{k=0}^{n} q^{n(n-1) / 2}\binom{n}{k}_{q} a^{k} .
$$

We note the relation

$$
\begin{equation*}
\mathscr{G}_{\alpha} \mathscr{F}_{\alpha} f=\lambda^{\alpha} \mathscr{F}_{\alpha} \mathscr{G}_{\alpha} f \tag{18}
\end{equation*}
$$

for any $f \in \operatorname{Dom}\left(\mathscr{F}_{\alpha}^{2}\right)$.

Proposition 9. For any $k \geq 0$,

$$
\begin{equation*}
\left(\mathscr{G}_{\alpha}-\mathscr{F}_{\alpha}\right)^{k}=\sum_{i=0}^{k}(-1)^{k-i}\binom{k}{i}_{\lambda^{-\alpha}} \mathscr{G}_{\alpha}^{i} \mathscr{F}_{\alpha}^{k-i} . \tag{19}
\end{equation*}
$$

Proof. We proceed by induction. For $k=0,1,(19)$ is easily verified. Let us assume that (19) is true for $k \geq 1$. Then

$$
\begin{aligned}
& \left(\mathscr{G}_{\alpha}-\mathscr{F}_{\alpha}\right)^{k+1}=\left(\mathscr{G}_{\alpha}-\mathscr{F}_{\alpha}\right) \sum_{i=0}^{k}(-1)^{k-i}\binom{k}{k-i}_{\lambda^{-\alpha}} \mathscr{Y}_{\alpha}^{i} \mathscr{F}_{\alpha}^{k-i} . \\
& \quad=\sum_{i=0}^{k}(-1)^{k-i}\binom{k}{k-i}_{\lambda^{-\alpha}} \mathscr{G}_{\alpha}^{i+1} \mathscr{F}_{\alpha}^{k-i}-\sum_{i=0}^{k}(-1)^{k-i}\binom{k}{k-i}_{\lambda^{-\alpha}} \mathscr{F}_{\alpha} \mathscr{G}_{\alpha}^{i} \mathscr{F}_{\alpha}^{k-i} .
\end{aligned}
$$

Applying $i$ times the commutation relation (18),

$$
\mathscr{F}_{\alpha} \mathscr{G}_{\alpha}^{i} \mathscr{F}_{\alpha}^{k-i}=\lambda^{-i \alpha} \mathscr{G}_{\alpha}^{i} \mathscr{F}_{\alpha}^{k+1-i} .
$$

Reindexing the sum,

$$
\sum_{i=0}^{k}(-1)^{k-i}\binom{k}{i}_{\lambda^{-\alpha}} \mathscr{G}_{\alpha}^{i+1} \mathscr{F}_{\alpha}^{k-i}=\sum_{i=1}^{k+1}(-1)^{k+1-i}\binom{k}{k-i+1}_{\lambda^{-\alpha}} \mathscr{Y}_{\alpha}^{i} \mathscr{F}_{\alpha}^{k+1-i} .
$$

Using the Pascal identity (17),

$$
\left(\mathscr{G}_{\alpha}-\mathscr{F}_{\alpha}\right)^{k+1}=\sum_{i=1}^{k}(-1)^{k-i}\binom{k}{i}_{\lambda^{-\alpha}} \mathscr{G}_{\alpha}^{i} \mathscr{F}_{\alpha}^{k-i}+\mathscr{S}_{\alpha}^{k+1}+(-1)^{k+1} \mathscr{F}_{\alpha}^{k+1} .
$$

This completes the proof.
The proof of the next lemma is easily obtained by induction.
Lemma 6. For any $\lambda>0, \mathscr{D}_{\lambda} \mathscr{F}_{\alpha}=\lambda^{\alpha} \mathscr{F}_{\alpha} \mathscr{D}_{\lambda}$ and for for any $k \geq 1$,

$$
\mathscr{S}_{\alpha}^{k}=\lambda^{\frac{2 k+k(k+1) \alpha-\alpha}{2}} \mathscr{F}_{\alpha}^{k} \mathscr{D}_{\lambda}^{k}=\lambda^{\frac{2 k+k(k-1) \alpha-\alpha}{2}} \mathscr{D}_{\lambda}^{k} \mathscr{F}_{\alpha}^{k} .
$$

Corollary 3. The expansion (16) is also given by

$$
\begin{equation*}
Q(t ; \alpha)_{\mid \mathbb{F}}=\sum_{k \geq 0} \frac{t^{k}}{k!} \mathscr{L}_{k} \mathscr{F}_{\alpha}^{k} \tag{20}
\end{equation*}
$$

with

$$
\mathscr{L}_{k}:=\sum_{i=0}^{k}(-1)^{k-i}\binom{k}{k-i}_{\lambda^{-\alpha}} \lambda^{2 i+\alpha^{\frac{i(i-1)}{2}-\alpha} \mathscr{D}_{\lambda}^{i} .}
$$

The $q$-calculus is sometimes seen as a "deformation" of the ordinary calculus. It is also a way to give a meaning to some summation formula for $q<1$ and then letting $q$ converging to 1 . In contradistinction, $q=0$ is equivalent to $\alpha=0$, so that the situation is much simpler. We illustrate here that our semi-group converges as $\alpha \rightarrow 0$ to the semi-group generated by $\alpha=0$.

Lemma 7. For any $t \geq 0$ and any $f \in \mathbb{F}, Q(t ; \alpha) f$ converges to $Q(t ; 0) f$ as $\alpha \rightarrow 0$, where $Q(t ; 0)$ is given by (2.1).

Proof. It is known that

$$
\lim _{q \rightarrow 1}\binom{k}{i}_{q}=\binom{k}{i} .
$$

Hence, when $\alpha \rightarrow 0, \lambda^{-\alpha} \rightarrow 1$ and then

$$
\lim _{\alpha \rightarrow 0} \mathscr{L}_{k}=\sum_{i=0}^{k}(-1)^{k-i}\binom{k}{k-i} \lambda^{2 i} \mathscr{D}_{\lambda}^{i}=\left(\lambda^{2} \mathscr{D}_{\lambda}-\mathrm{Id}\right)^{k} .
$$

On the other hand, it is easily seen that $\mathscr{F}_{\alpha}$ converges to Id on $\mathbb{F}$. Therefore, for any $t \geq 0$,

$$
\lim _{\alpha \rightarrow 0} Q(t ; \alpha)=\sum_{k \geq 0} \frac{t^{k}}{k!}\left(\lambda^{2} \mathscr{D}_{\lambda}-\mathrm{Id}\right)^{k}=\exp \left(t\left(\lambda^{2} \mathscr{D}_{\lambda}-\mathrm{Id}\right)\right)
$$

This proves the result.

## 3 Evolution of the moments

### 3.1 Mellin transform

Definition 3 (Mellin transform). The Mellin transform of $f$ is

$$
\mathcal{M}[f](\sigma)=\int_{0}^{+\infty} x^{\sigma-1} \cdot f(x) \mathrm{d} x
$$

for any $\sigma \in \mathbb{C}$ such that the integral is well defined.

Fix $p>0$ and define the vertical strip

$$
\mathbb{V}(a, b):=\{\sigma \in \mathbb{C} \mid a<\operatorname{Re}(\sigma)<b\} \text { for } a, b \in \mathbb{R}, a<b
$$

Let $f \in \mathbb{L}_{p}^{+}$. Then $\sigma \mapsto \mathcal{M}[f](\sigma)$ is well defined on the closure of the vertical strip $\mathrm{Cl} \mathbb{V}(1, p+1)$, and is analytic for any $\sigma \in \mathbb{V}(1, p+1)$. In particular, for $f \in \mathbb{F}, \mathcal{M}[f](\sigma)$ is well defined for any $\sigma$ with $\operatorname{Re}(\sigma)=1$ and is analytic in the half-place $\mathbb{H}_{1}$.
Since $Q(t) f \in \mathbb{F}$ for any $t>0$, it holds that $\sigma \mapsto \mathcal{M}[Q(t) f](\sigma)$ is well defined for any $t>0$ and any $\sigma \in \mathrm{Cl} \mathbb{H}_{1}$. Besides, it is analytic on $\mathbb{H}_{1}$.
Lemma 8. Assume $f \in \mathbb{L}_{p}^{+}$. Then for any $0<r \leq t$,

$$
\begin{align*}
\int_{r}^{t} \mathcal{M}[\mathscr{F} Q(s) f](\sigma) \mathrm{d} s & =\int_{r}^{t} \mathcal{M}[Q(s) f](\sigma+\alpha) \mathrm{d} s  \tag{21}\\
\int_{r}^{t} \mathcal{M}[\mathscr{G} Q(s) f](\sigma) \mathrm{d} s & =\lambda^{2-\sigma} \int_{r}^{t} \mathcal{M}[Q(s) f](\sigma+\alpha) \mathrm{d} s \tag{22}
\end{align*}
$$

If $f \in \mathbb{L}_{p+\alpha}$, then one may set $r=0$ in (21)-(22).
Proof. Let $u$ be the function given by Proposition 4, so that $u(t, x)=Q(t) f(x)$ $x$-almost everywhere. Then

$$
\begin{aligned}
\int_{0}^{+\infty} x^{\sigma-1} & \int_{r}^{t} \mathscr{F}_{\alpha} Q(s) f(x) \mathrm{d} s \mathrm{~d} x=\int_{0}^{+\infty} x^{\sigma-1} \int_{r}^{t} x^{\alpha} Q(s) f(x) \mathrm{d} s \mathrm{~d} x \\
& =\int_{0}^{+\infty} x^{\alpha+\sigma-1} \int_{r}^{t} Q(s) f(x) \mathrm{d} s \mathrm{~d} x=\int_{0}^{+\infty} x^{\alpha+\sigma-1} \int_{r}^{t} u(s, x) \mathrm{d} s \mathrm{~d} x
\end{aligned}
$$

By Fubini's theorem,
$\int_{0}^{+\infty} x^{\alpha+\sigma-1} \int_{r}^{t} u(s, x) \mathrm{d} s \mathrm{~d} x=\int_{r}^{t} \mathcal{M}[u(s, \cdot)](\sigma+\alpha) \mathrm{d} s=\int_{r}^{t} \mathcal{M}[Q(s) f](\sigma+\alpha) \mathrm{d} s$
Similarly,

$$
\begin{equation*}
\int_{0}^{+\infty} x^{\sigma-1} \int_{0}^{t} \mathscr{G}_{\alpha} Q(s) f(x) \mathrm{d} s \mathrm{~d} x=\lambda^{2-\sigma} \int_{0}^{t} \mathcal{M}[Q(s) f](\sigma+\alpha) \mathrm{d} s \tag{24}
\end{equation*}
$$

This leads to 21) and 22).
If $f \in \mathbb{L}_{p+\alpha}=\operatorname{Dom}\left(\mathscr{F}_{\alpha}\right)$, then $\mathscr{F}_{\alpha} Q(s) f \in \mathbb{L}_{p}$ and is bounded for small $s$. Therefore, $\int_{0}^{t} \mathscr{F}_{\alpha} Q(s) f(x) \mathrm{d} s \mathrm{~d} x$ is well defined and (21) and (22) are well defined for $r=0$.

Notation 7. We set for $\sigma \in \mathbb{C}$ and a measurable function $f \in \mathbb{L}_{p}$,

$$
C(t, \sigma ; f, \lambda):=\mathcal{M}[Q(t) f](\sigma),
$$

whenever this quantity is well defined (e.g., for any $\sigma$ with $\operatorname{Re}(\sigma) \geq 1$ if $t>0$, and $1 \leq \operatorname{Re}(\sigma) \leq p+1$ if $t=0)$.

The next lemma is immediate from the control over the semi-group $(Q(t))_{t \geq 0}$. It shows that the moments of order $\sigma$ remain finite for any time $t>0$. On this topic, see also [6].

Lemma 9. If the initial conditions $f$ belongs to $\mathbb{L}_{\operatorname{Re}(\sigma)-1}$ with $\operatorname{Re}(\sigma) \geq 1$, then

$$
|C(t, \sigma ; f, \lambda)| \leq e^{(\lambda-1) t}\|f\|_{\operatorname{Re}(\sigma)-1} \leq e^{(\lambda-1) t} \mathcal{M}[|f|](\operatorname{Re}(\sigma)),
$$

for any $t \geq 0$.
Proof. This follows from the inequality

$$
|\mathcal{M}[g](\sigma)| \leq \int_{0}^{+\infty} x^{\operatorname{Re}(\sigma)}|g|(x) \mathrm{d} x \leq\|g\|_{\operatorname{Re}(\sigma)}
$$

and (12) applied to $g:=Q(t) f$.
Combining (21) and (22) leads to the following result.
Proposition 10. Let $f \in \mathbb{L}_{p+\alpha}$. Then $(t, \sigma) \mapsto C(t, \sigma ; f, \lambda)$ satisfies

$$
\begin{equation*}
C(t, \sigma ; f, \lambda)=\mathcal{M}[f](\sigma)+\left(\lambda^{2-\sigma}-1\right) \int_{r}^{t} C(s, \sigma+\alpha ; f, \lambda) \mathrm{d} s \tag{25}
\end{equation*}
$$

for any $t \geq 0, \sigma \geq p+\alpha+1$.
Corollary 4 (Mass conservation). When $\sigma=2, C(t, \sigma ; f, \lambda)=C(0, \sigma ; f, \lambda)$ for any $t \geq 0$. This means that $t \mapsto \int_{0}^{+\infty} x Q(t) f(x) \mathrm{d} x$ remains constant.

### 3.2 A solution of the moment equation

We now give a setting to consider the solution to (25). This framework is restrictive so that most initial conditions cannot be considered within it, as the Mellin transform is unbounded in many situations. However, this framework will be used for initial conditions with compact support, and then to extend the solution to measure-valued solutions.
Fix $\sigma_{0}>0$. We set $\mathbb{S}=\left[\sigma_{0},+\infty\right)$. Let $\left(\mathbb{U},\|\cdot\|_{\mathbb{U}}\right)$ be the space $\mathbb{U}:=\mathscr{C}(\mathbb{S}, \mathbb{R})$ with

$$
\|g\|_{\mathbb{U}}:=\sup _{\sigma \geq 2}|g(\sigma)| .
$$

We define the operator $\mathscr{A}$ on $\mathbb{U}$ by

$$
\mathscr{A} g(\sigma)=\left(\lambda^{2-\sigma}-1\right) g(\sigma+\alpha) \text { for any } \sigma \geq 2 .
$$

Since $\lambda>1, \mathscr{A}$ is bounded with norm $\|\mathscr{A}\|_{\mathbb{U} \rightarrow \mathbb{U}} \leq \max \left\{1, \lambda^{2-\sigma_{0}}-1\right\}$.
For any $g \in \mathbb{U}$, there exists a unique solution $C \in \mathscr{C}\left(\mathbb{R}_{+} \times \mathbb{S}, \mathbb{R}\right)$ to

$$
\begin{equation*}
C(t, \sigma)=g(\sigma)+\int_{0}^{t} \mathscr{A} C(s, \sigma) \mathrm{d} s=g(\sigma)+\left(\lambda^{2-\sigma}-1\right) \int_{0}^{t} C(s, \sigma+\alpha) \mathrm{d} s \tag{26}
\end{equation*}
$$

This solution is given by

$$
C(t, \sigma)=R(t) g(\sigma) \text { with } R(t):=\sum_{k=0}^{+\infty} \frac{t^{k}}{k!} \mathscr{A}^{k} .
$$

The family of linear operators $(R(t))_{t \geq 0}$ forms a continuous semigroup with the bounded infinitesimal generator $(\mathscr{A}, \mathbb{U})$. In addition,

$$
\|R(t)\|_{\mathbb{U} \rightarrow \mathbb{U}} \leq \exp \left(\|A\|_{\mathbb{U} \rightarrow \mathbb{U}} t\right) \text { for any } t \geq 0
$$

## 4 Initial condition as measure with compact support

### 4.1 Extension of the semi-group

In this section, we consider expanding the notion of solution to the fragmentation equation (8) to deal with an initial condition which is a measure. The basic idea is to pass to the limit in the moment equation (26) with respect to the initial condition, and then then transfer this as a limit in the space of measures. This strategy requires the inversion of the Mellin transform, and in particular to be able to solve the moments problem. As this is not always possible, we restrict ourselves to measures with support contained in $[0,1]$. Possibly, this strategy may be applied to a broader class of measures, yet with some restriction on the growth of the moments.

Notation 8 (Sets $\mathbb{M}$ and $\mathbb{K}$ ). We define

$$
\begin{aligned}
& \mathbb{M}:=\{\mu \mid \mu \text { is a probability measure, } \operatorname{Supp}(\mu) \subset[0,1], \mu(\{0\})=0\}, \\
& \mathbb{K}:=\left\{f \in \mathbb{V} \mid \int_{0}^{1} x f(x) \mathrm{d} x=1\right\}
\end{aligned}
$$

and the $\operatorname{map} \Phi: \mathbb{K} \rightarrow \mathbb{M}$ by

$$
\Phi(f)(\mathrm{d} x):=x f(x) \mathrm{d} x \text { for } f \in \mathbb{K}
$$

Recall that $\mathbb{V} \subset \mathbb{F}$ was defined in Notation 6 .
We equip the set $\mathbb{M}$ with the induced topology of weak convergence of measures.
Lemma 10. Let $\mathrm{Cl} \Phi(\mathbb{K})$ be the closure of $\Phi(\mathbb{K})$ in $\mathbb{M}$. Then $\mathbb{M}=\operatorname{Cl} \Phi(\mathbb{K})$.
Proof. For $a \in(0,1], \delta_{a} \in \mathbb{M}$. We define when $0<\epsilon<a$ the function

$$
f_{\epsilon}(x)=\frac{1}{\epsilon(a+\epsilon / 2)} \mathbb{1}_{[a-\epsilon, a]}(x) .
$$

Therefore, $\Phi\left(f_{\epsilon}\right)$ converges weakly toward $\delta_{a}$.
The set $\mathbb{M}$ is stable by any barycentric combination. Thus, for any $a_{1}, \ldots, a_{m}$ with $0<a_{i}, a_{1}+\cdots+a_{m}=1$, the discrete measure $\sum_{i=1}^{m} \delta_{x_{i}}$ belongs to $\mathbb{M}$.
Let $\mathbb{M}_{\epsilon}:=\{\mu \in \mathbb{M} \mid \mu([0, \epsilon))=0\}$. By identifying elements of $\mathbb{M}_{\epsilon}$ with measures on the compact $[\epsilon, 1]$, we know that any element of $\mathbb{M}_{\epsilon}$ may be approximated by discrete probability measures on $[\epsilon, 1]$ (See e.g. [10, Example 8.1.6, vol. 2]).
Hence, the closure of $\mathrm{Cl} \Phi(\mathbb{K})$ contains $\bigcup_{0<\epsilon<1} \mathbb{M}_{\epsilon}$.
Finally, let $\mu \in \mathbb{M}$. For $\epsilon \in(0,1)$, we set

$$
\mu_{\epsilon}(\mathrm{d} x):=\frac{1}{\mu([\epsilon, 1])} \mathbb{1}_{x \geq 1} \mu(\mathrm{~d} x) \in \mathbb{M}_{\epsilon} .
$$

It is easily shown that $\mu_{\epsilon}$ converges weakly to $\mu$. This proves the result.
We define on $\mathbb{M}$ the Mellin transform

$$
\mathcal{N}[\mu](\sigma):=\int_{[0,1]} x^{\sigma-2} \mu(\mathrm{~d} x) \text { for any } \mu \in \mathbb{M},
$$

so that $\mathcal{N}[\mu](2)=1$. We remark that $\mathcal{N}[\mu](\sigma)$ is well defined for any $\sigma \in \mathbb{C}$ with $\operatorname{Re}(\sigma) \geq 2$, with $|\mathcal{N}[\mu](\sigma)| \leq 1$. For $f \in \mathbb{K}$,

$$
\begin{equation*}
\mathcal{N}[\Phi(f)](\sigma)=\mathcal{M}[f](\sigma) \text { for any } \sigma \geq 1 \tag{27}
\end{equation*}
$$

Lemma 11. The set $\mathbb{K}$ is invariant under the action of the semi-group $Q$.
Proof. For $f \in \mathbb{K} \subset \mathbb{V} \subset \mathbb{F}, \mathcal{M}[f](2)=\int_{0}^{1} x f(x) \mathrm{d} x=1$ and $\mathcal{M}\left[Q_{0}(t) f\right](2)=$ $\mathcal{M}[f](2)$ for any $t \geq 0$ since the mass is preserved. Therefore, $\mathbb{K}$ is invariant as $\mathbb{K} \subset \mathbb{V}$ and $\mathbb{V}$ is itself invariant.

The space $\mathbb{U}$ and the semi-group $(R(t))_{t \geq 0}$ have been defined in Section 3.2 .

Lemma 12. For any $t \geq 0$, define $P(t): \Phi(\mathbb{K}) \rightarrow \Phi(\mathbb{K}) \subset \mathbb{M}$ by

$$
P(t) \Phi(f)=\Phi(Q(t) f) \text { for any } f \in \mathbb{K}
$$

Then $P(0)=\mathrm{Id}, P(t+s)=P(t) P(s)$ for any $s, t \geq 0$ and

$$
\begin{equation*}
\mathcal{N} \circ P(t)=R(t) \circ \mathcal{N}, t \geq 0 \text { on } \Phi(\mathbb{K}) . \tag{28}
\end{equation*}
$$

Finally, $\mathcal{N}(\Phi(\mathbb{K}))$ is invariant by $(R(t))_{t \geq 0}$.
Proof. We note first that $P(t): \Phi(\mathbb{K}) \rightarrow \mathbb{M}$ is well defined, as from Lemma 11 , $Q(t)(\mathbb{K}) \subset \mathbb{K}$ for any $t \geq 0$. Since

$$
P(t) P(s) \Phi(f)=P(t) \Phi(Q(s) f)=\Phi(Q(t) Q(s) f)=\Phi(Q(t+s) f)=P(t+s) \Phi(t)
$$

we have that $P$ satisfies the semi-group property. In addition, $P(0)$ is the identity operator.
With (27), for $f \in \mathbb{K}$ and $t \geq 0$,

$$
\mathcal{N}(P(t) \Phi(f))=\mathcal{N}(\Phi(Q(t) f))=\mathcal{M}(Q(t) f)
$$

With Proposition 10,

$$
\mathcal{M}(Q(t) f)=R(t) \mathcal{M}[f]=R(t) \mathcal{N}[\Phi(f)] .
$$

We have then established that for any $\mu \in \Phi(\mathbb{K})$.

$$
\begin{equation*}
\mathcal{N}[P(t) \mu]=R(t) \mathcal{N}[\mu], t \geq 0 \text { for any } \mu \in \Phi(\mathbb{K}) \tag{29}
\end{equation*}
$$

which is (28).
Since $P(t)(\Phi(\mathbb{K})) \subset \Phi(\mathbb{K})$, it follows from (28) that $R(t)(\mathcal{N}(\Phi(\mathbb{K}))) \subset \mathcal{N}(\Phi(\mathbb{K}))$.

The idea is now to extend $P(t)$ to the closure of $\operatorname{Cl} \Phi(\mathbb{K})$ of $\Phi(\mathbb{K})$ in $\mathbb{M}$ by taking profit from the fact that $\mathcal{N}$ is invertible from a suitable subset of $\mathbb{M}$ to a suitable subset of $\mathbb{U}$, continuous with a continuous inverse. Besides, the continuity of $R(t)$ implies the strong continuity of $P(t)$, making $(P(t))_{t \geq 0}$ a non-linear semi-group.
Not all probabilities distributions $\mu$ can be recovered from their moments $\{\mathcal{N}[\mu](\sigma+$ $k)\}_{k \geq 0}$. This is the Stieltjes (for distribution with positive support) or the Hamburger problem 32, 37.

Theorem 2 ([24, Example VIII.1.(d), p. 251]). A probability measure $\mu$ with support in $[0,1]$ is fully determined by its moments, meaning that the knowledge of all its moments is sufficient to characterize the distribution.

This implies the following classical result on convergence [32, 36].
Theorem 3 (Fréchet-Shohat theorem [32]). Let $\left\{\mu_{n}\right\}_{n \geq 0}$ be a sequence of measures in $\mathbb{M}$. Assume that there exists a sequence $\left\{m_{k}\right\}_{k \geq 0}$ for which

$$
\begin{equation*}
\mathcal{M}\left[\mu_{n}\right](k+2)=\int_{0}^{1} x^{k} \mu_{n}(\mathrm{~d} x) \underset{n \rightarrow \infty}{\longrightarrow} m_{k} \text { for any } k \geq 0 . \tag{30}
\end{equation*}
$$

Then there exists a measure $\mu \in \mathbb{M}$ such that $\left\{\mu_{n}\right\}_{n \geq 0}$ converges weakly to $\mu$ and $\mathcal{M}[\mu](k+2)=m_{k}, k \geq 0$.

On the converse, if $\left\{\mu_{n}\right\}_{n \geq 0}$ converges weakly to $\mu$, then $\mathcal{M}\left[\mu_{n}\right](\sigma)$ converges to $\mathcal{M}[\mu](\sigma)$ for any $\sigma \geq 2$. In particular, (30) holds with $m_{k}=\mathcal{M}[\mu](k+2)$.

Lemma 13. For $\mu \in \mathbb{M}, \sigma \in \mathbb{R} \mapsto \mathcal{M}[\mu](\sigma)$ is continuous on $[2,+\infty)$. Besides, this function is completely monotonic on $(2,+\infty)$. In particular, it is decreasing, convex and never vanishes. It can be extended analytically on the half-plane $\mathbb{H}_{2}$.

Remark 2. It follows from the proof that if $\mu(\{0\})>0$, then $\lim _{\sigma \rightarrow 2} \mathcal{M}[\mu](\sigma)<1$ and then $\mathcal{M}[\mu]$ is discontinuous at $\sigma=2$.

Proof. As for $\mu \in \mathbb{M}, \mu(\{0\})$, we obtain from the monotone convergence theorem that $\sigma \mapsto \mathcal{M}[\mu](\sigma)$ is continuous, decreasing on $(2,+\infty$. Besides,

$$
\lim _{\sigma \rightarrow 2, \sigma>2} \mathcal{M}[\mu](\sigma)=\mu((0,1])=1=\mathcal{M}[\mu](2),
$$

so that $\sigma \in \mathbb{R} \mapsto \mathcal{M}[\mu](\sigma)$ is continuous on $[2,+\infty)$.
In addition, for any $\sigma>2$,

$$
\partial_{\sigma}^{k} \mathcal{M}[\mu](\sigma)=\int_{0}^{1} \ln (x)^{k} x^{\sigma-2} \mu(\mathrm{~d} x) \text { for any } k \geq 0
$$

Since $x \mapsto x^{\gamma} \ln (x)^{k}$ is bounded on $[0,1]$ for any $\gamma>0, k \geq 1$, it holds that for some constant $C_{\gamma}$,

$$
\left|\partial_{\sigma}^{k} \mathcal{M}[\mu](\sigma)\right| \leq C_{\gamma}\|f\|_{\infty} \text { for any } \sigma \geq 2+\gamma
$$

Besides, $(-1)^{k} \partial_{\sigma}^{k} \mathcal{M}[\mu](\sigma) \geq 0$. This means that $\mathcal{M}[\mu](\sigma)$ is completely monotonic on $(2,+\infty)$. The properties of $\mathcal{M}[\mu]$ then follow from [37, Theorem IV.3a and Theorem IV.3a, p. 146-147].

Lemma 14. Let $\left\{\mu_{n}\right\}_{n \geq \mathbb{N}}$ with $\mu_{n} \in \mathbb{M}$. It holds that:
(i) If $\mu_{n}$ converges weakly to $\mu \in \mathbb{M}$ then $\mathcal{N}\left[\mu_{n}\right]$ converges uniformly to $\mathcal{N}[\mu]$ on $[2,+\infty)$.
(ii) If $\mathcal{N}\left[\mu_{n}\right]$ converges uniformly to some function $g$ on $[2,+\infty)$ then there exists $\mu \in \mathbb{M}$ such that $g=\mathcal{N}[\mu]$ and $\mu_{n}$ converges weakly to $\mu$.

Proof. We assume the weak convergence of $\mu_{n} \in \mathbb{M}$ to $\mu \in \mathbb{M}$. Since $\operatorname{Supp}\left(\mu_{n}\right) \in$ $[0,1]$, and $\mu(\{0\})=0, \mathcal{M}\left[\mu_{n}\right](\sigma)$ converges to $\mathcal{N}[\mu](\sigma)$ for any $\sigma \geq 2$.
We prove the uniform convergence in two steps: We establish the uniform convergence of $\mathcal{N}\left[\mu_{n}\right]$ on $\left[\sigma_{0},+\infty\right)$ with $\sigma_{0}>2$, and then on $[2,+\infty)$.
Set $F_{n}(x):=\mu_{n}([0, x])$ and $F(x):=\mu([0, x])$. For some sequence $\left\{a_{n}\right\}_{n \geq 0}$ in $[0,1]$,

$$
\begin{aligned}
& \left|\int_{0}^{1} x^{\sigma-2} \mu_{n}(\mathrm{~d} x)-\int_{0}^{1} x^{\sigma-2} \mu(\mathrm{~d} x)\right| \\
& \quad \leq\left|\int_{0}^{a_{n}} x^{\sigma-2} \mu_{n}(\mathrm{~d} x)-\int_{0}^{a_{n}} x^{\sigma-2} \mu(\mathrm{~d} x)\right|+\left|\mu_{n}\left(\left(a_{n}, 1\right]\right)-\mu\left(\left(a_{n}, 1\right]\right)\right| .
\end{aligned}
$$

Since $F(1)=F_{n}(1)=1$,

$$
\left|\mu_{n}\left(\left(a_{n}, 1\right]\right)-\mu\left(\left(a_{n}, 1\right]\right)\right|=\left|F_{n}\left(a_{n}\right)-F\left(a_{n}\right)\right| .
$$

Fix $\sigma_{0}>2$. For any $\sigma>\sigma_{0}$,

$$
\left|\int_{0}^{a_{n}} x^{\sigma-2} \mu_{n}(\mathrm{~d} x)-\int_{0}^{a_{n}} x^{\sigma-2} \mu(\mathrm{~d} x)\right| \leq a_{n}^{\sigma-2} \leq a_{n}^{\sigma_{0}-2}
$$

Since $\mu(\{0\})=0, F$ is continuous at 0 so that there exists some $\gamma>0$ such that $F$ is continuous on $[0, \gamma]$. Therefore, as $a_{n} \rightarrow 0, \lim _{n \rightarrow \infty} F\left(a_{n}\right)=0$. On the other hand, $F_{n}\left(a_{n}\right) \leq F_{n}(\eta)$ when $a_{n} \leq \eta<\gamma$ and $\lim _{n \rightarrow \infty} F_{n}(\eta)=F(\eta)$ since $\eta$ is a point of continuity of $F$. Therefore, for any $\epsilon>0$, there exists $\eta$ such that $F(\eta) \leq \epsilon$, $F_{n}(\eta)-F(\eta) \leq \epsilon$ for $n \geq n_{0}$ with $n_{0}$ large enough. Thus, $\lim _{n \rightarrow \infty} F_{n}\left(a_{n}\right)=0$. The choice of $\eta$ and $n_{0}$ do not depend on $\sigma$.
Letting $\left\{a_{n}\right\}_{n \geq 0}$ converging to 0 leads to the uniform convergence on $\mathcal{N}\left[\mu_{n}\right]$ to $\mathcal{N}[\mu]$ on any interval $\left[\sigma_{0},+\infty\right)$ with $\sigma_{0}>2$.

Since $\sigma \mapsto \mathcal{N}\left[\mu_{n}\right](\sigma)$ is non-increasing for each $n$, and $\sigma \mapsto \mathcal{N}[\mu](\sigma)$ is continuous, it follows from the Dini theorem that the convergence of $\mathcal{N}\left[\mu_{n}\right]$ toward $\mathcal{N}[\mu]$ is uniform on $\left[0, \sigma_{0}\right]$.
Regarding (ii), the Fréchet-Shohat theorem implies the weak convergence of $\mu_{n}$ to some measure $\mu$ with compact support on $[0,1]$. Since $\mathcal{N}\left[\mu_{n}\right]=2$, then $g(2)=1$ so that $\mu$ is a probability measure. It remains to prove that $\mu(\{0\})=0$. With Remark 2, this happens if and only if $\mathcal{N}[\mu]$ is right-continuous at $\sigma=2$. Since $\left\{\mathcal{N}\left[\mu_{n}\right]\right\}_{n \geq 0}$ converges uniformly on $[2,+\infty), \mathcal{N}[\mu]$ is continuous at $\sigma=2$ and then $\mu(\{0\})=0$.

Lemma 15. It holds that

$$
\mathrm{Cl} \mathcal{N}[\Phi(\mathbb{K})]=\mathcal{N}[\mathrm{Cl} \Phi(\mathbb{K})]=\mathcal{N}[\mathbb{M}]
$$

and $\mathcal{N}$ is invertible and bicontinuons from $\mathbb{M}$ to $\mathcal{N}[\mathbb{M}]$. Finally, $\mathcal{N}[\mathbb{M}]$ is invariant under the semi-group $(R(t))_{t \geq 0}$.

Proof. Let $g \in \operatorname{Cl} \mathcal{N}[\Phi(\mathbb{K})]$. This implies that there exists a sequence $\left\{f_{n}\right\}_{n \geq 0}$ such that $f_{n} \in \mathbb{K}$ and $g_{n}=\mathcal{N}\left[\Phi\left(f_{n}\right)\right]$ converges uniformly to $g$. With $\mu_{n}=\Phi\left(\bar{f}_{n}\right)$ and Lemma 14 there exists $\mu \in \mathbb{M}$ such that $\mu_{n}$ converges weakly to $\mu$ and $\mathcal{N}[\mu]=g$. Thus, $g \in \mathcal{N}[\mathbb{M}]$.
Hence, $\mathrm{Cl} \mathcal{N}[\Phi(\mathbb{K})] \subset \mathcal{N}[\mathbb{M}]$. Conversely, if $g=\mathcal{N}[\mu]$ with $\mu \in \mathbb{M}$, there exists a sequence $\left\{\mu_{n}\right\}_{n \geq 0}$ with $\mu_{n} \in \Phi(\mathbb{K})$ such that $\mu_{n}$ converges wealky to $\mu$. By Lemma 14 again, this proves that $\mathcal{N}[\mathbb{M}] \subset \mathrm{Cl} \mathcal{N}[\Phi(\mathbb{K})]$.
We then set $\mathcal{N}^{-1}(g)=\mu$. This measure is unique, otherwise, it contradicts Theorem 2 that states that elements of $\mathbb{M}$ are uniquely determined by their moments.
From Lemma 12, $R(t) g_{n} \in \mathcal{N}[\Phi(\mathbb{K})]$ and by continuity of $R(t)$ in $\mathbb{U}, R(t) g \in$ $\mathrm{Cl} \mathcal{N}[\Phi(\mathbb{K})]=\mathcal{N}[\mathbb{M}]$.
Proposition 11. We define the family $P=(P(t))_{t \geq 0}$ of operators from $\mathbb{M}$ to $\mathbb{M}$ by

$$
P(t):=\mathcal{N}^{-1} \circ R(t) \circ \mathcal{N} \text { for any } t \geq 0 .
$$

Then $P$ is a continuous non-linear semi-group on $\mathbb{M}$. Furthermore, the set $\Phi(\mathbb{K})$ is invariant under $P(t)$ for any $t \geq 0$.

By construction, since for any $t>0, R(t)$ is continuous on $\mathbb{U}$, we obtain that $\mu \mapsto P(t) \mu$ is also continuous with respect to the weak topology. Since the space of measures is also a metric space, $P$ is jointly continuous on $(0,+\infty) \times \mathbb{M} 17$, Theorem 4].

### 4.2 Measure-valued solutions

If $u$ is solution to (11) with the initial condition $f \in \mathbb{K}$, then $(t, x) \mapsto x u(t, x)$ is solution to (2) with initial condition $x \mapsto x f(x)$.
Let $\mu$ be a measure in $\mathbb{M}$. Set $\phi_{\lambda}(x):=x / \lambda$. Let $\phi_{\lambda} \sharp \mu$ be the pushforward of $\mu$, that is the measure such that for any function $\psi \in \mathscr{C}([0,1])$,

$$
\int_{0}^{1} \psi\left(\frac{x}{\lambda}\right) \mu(\mathrm{d} x)=\int_{0}^{1} \psi(x) \phi_{\lambda \sharp} \sharp \mu(\mathrm{d} x) .
$$

When $\mu(\mathrm{d} x)=f(x) \mathrm{d} x$, it holds that $\phi_{\lambda} \sharp \mu(\mathrm{d} x)=\lambda f(\lambda x) \mathbb{1}_{x \leq 1}$.
For a given measure $\mu \in \mathbb{M}$, we define $\mu_{t}=P(t) \mu$, which is formally a solution to the equation

$$
\begin{equation*}
\partial_{t} \mu_{t}(\mathrm{~d} x)=\lambda^{\alpha} x^{\alpha} \phi_{\lambda \sharp} \sharp \mu_{t}(\mathrm{~d} x)-x^{\alpha} \mu_{t}(\mathrm{~d} x) . \tag{31}
\end{equation*}
$$

For any $\psi \in \mathscr{C}([0,1])$,

$$
\partial_{t} \int_{0}^{1} \psi(x) \mu_{t}(\mathrm{~d} x)=\int_{0}^{1} \lambda^{\alpha} x^{\alpha} \psi\left(\frac{x}{\lambda}\right) \mu_{t}(\mathrm{~d} x)-\int_{0}^{1} x^{\alpha} \psi(x) \mu_{t}(\mathrm{~d} x) .
$$

Clearly, we could extend by linearity (31) to any initial condition in the cone Cone( $\mathbb{M}):=\{\gamma \mu \mid \gamma>0, \mu \in \mathbb{M}\}$ of non-negative measures generated by $\mathbb{M}$.

We also define

$$
\mathcal{M}[\mu](\sigma):=\int_{0}^{1} x^{\sigma-1} \mu(\mathrm{~d} x)=\mathcal{N}[\mu](\sigma+1) .
$$

The difference with $\mathcal{N}$ lies in the index. Let $\mathbb{M}_{-1}$ be the set of measures $\mu \in \mathbb{M}$ such that $\mathcal{M}[\mu](1)<+\infty$ or equivalently, $\mathcal{N}[\mu](2)<+\infty$. This implies that $\sigma \mapsto \mathcal{M}[\mu](\sigma)$ is continuons on $[1,+\infty)$. The semi-group $(R(t))_{t \geq 0}$ may be extended to $\mathscr{C}([1,+\infty))$ so that $R(t) \mathcal{M}[\mu]$ is bounded for any $t \geq 0$.
For $\mu \in \mathbb{M}_{-1}$, we set $\mathscr{R} \mu(\mathrm{d} x):=\frac{1}{x} \mu(\mathrm{~d} x)$. It is easily checked that

$$
\phi \sharp(\mathscr{R} \mu)(\mathrm{d} x)=\frac{1}{\lambda} \mathscr{R} \phi \sharp \mu(\mathrm{~d} x) .
$$

Theorem 4. For $\mu_{0} \in \operatorname{Cone}\left(\mathbb{M}_{-1}\right)$, there exists a unique measure-valued solution $\left\{\mu_{t}\right\}_{t \geq 0}$ to

$$
\begin{equation*}
\partial_{t} \mathscr{R} \mu_{t}(\mathrm{~d} x)=\lambda^{1+\alpha} x^{\alpha} \phi_{\lambda} \sharp \mathscr{R} \mu_{t}(\mathrm{~d} x)-x^{\alpha} \mathscr{R} \mu_{t}(\mathrm{~d} x), \tag{32}
\end{equation*}
$$

which is given by $\mu_{t}=R(t) \mu_{0}$. If $\mu_{0}=f(x) \mathrm{d} x$ with $f \in \mathbb{K}$, then then $\mu_{t}=c(t, x) \mathrm{d} x$ where $c$ solves (1) with $c(0, \cdot)=f$.

Proof. Eq. (32) is a rewriting of (31). The uniqueness follows from the uniqueness of the moment equations. On the other hand, if $f \in \mathbb{K}$ and $\mu_{0}=f(x) \mathrm{d} x$, then with $\nu_{0}=\Psi(f)$, the solution to (31) has a solution $\nu_{t} \in \Phi(\mathbb{K})$ so that $\mu_{t}:=\mathscr{R} \nu_{t} \in \Phi(\mathbb{K})$.

## 5 Evolution of the moments - follow up

The above results show that the moment equation is an important tool to study the fragmentation equation. We now pursue our analysis of the moment equation (26).

### 5.1 A differential recursion

Hypothesis 1. For any integer $k$, we consider $g_{k}>0$. For some $k_{0}$, we consider $\beta_{k}$ such that $\beta_{k}<0$ for any $k>k_{0}$, and $\beta_{k}>0$ for $k<k_{0}$, and $\beta_{k_{0}} \geq 0$.

We consider the differential recursion

$$
\begin{equation*}
C_{k}(t)=g_{k}+\beta_{k} \int_{0}^{t} C_{k+1}(s) \mathrm{d} s \tag{33}
\end{equation*}
$$

Hypothesis 2. The family $\left\{C_{k}\right\}$ is such that each $C_{k}$ is continuous and non-negative.
Lemma 16. Under Hypotheses 1 and 2, for $k>k_{0}$, each $C_{k}$ is infinitely differentiable at each $t \geq 0$ and a completely monotonic function on $[0,+\infty)$, that is

$$
(-1)^{\ell} \partial_{t}^{\ell} C_{k}(t) \geq 0 \text { for any } t \geq 0
$$

Therefore, $C_{k}$ is analytic, is convex and never vanishes.
Proof. For any $k \geq k_{0}$, since $C_{k+1}$ is continuous, clearly $C_{k}$ is $\mathscr{C}^{1}$ with

$$
-\partial_{t} C_{k}(t)=-\beta_{k} C_{k+1}(t)
$$

We then deduce that $C_{k}$ is infinitely differentiable and

$$
(-1)^{\ell} \partial_{t}^{\ell} C_{k}(t)=\left(\prod_{i=0}^{\ell-1}\left(-\beta_{k+i}\right)\right) C_{k+\ell}(t) \geq 0
$$

By Hypothesis 2, $C_{k}$ is non-negative. If $C_{k}$ vanishes at some time $t_{0}$, then $C_{k}(t)=0$ for any $t \geq t_{0}$ as the sign of its derivative does not change. Being analytic, $C_{k}$ is identically zero. Yet $C_{k}(0)=g_{k}>0$ from Hypothesis 1 . Thus $C_{k}$ never vanishes. Since $\partial_{t}^{2} C_{k}(t)=\beta_{k} \beta_{k+1} C_{k+2}(t), t \geq 0$, and $\beta_{k} \beta_{k+1}>0$, the function $C_{k}(t)$ is convex.

Under Hypothesis 2, $C_{k}$ is non-decreasing if $\beta_{k}>0, C_{k}$ is non-increasing if $\beta_{k}<0$ and $C_{k}=g_{k}$ if $\beta_{k}=0$.

Lemma 17. Under Hypotheses 1 and 2, for $k<k_{0}, \lim _{t \rightarrow \infty} C_{k+1}(t)>0$. Moreover, $C_{k}$ is increasing and $\lim _{t \rightarrow \infty} C_{k}(t)=+\infty$.

Proof. Set $A=\lim _{t \rightarrow \infty} C_{k+1}(t)$. Then for some $t_{0} \geq 0, C_{k+1}(t) \geq A / 2$ for any $t \geq t_{0}$. It follows that

$$
C_{k}(t)-C_{k}\left(t_{0}\right) \geq \frac{\beta_{k}}{A} 2\left(t-t_{0}\right)
$$

Hence the result.

Lemma 18. Assume Hypotheses 1 and 园. Then for any $k>k_{0}, C_{k}$ is decreasing and $\lim _{t \rightarrow \infty} C_{k}(t)=0$.

Proof. Since $C_{k+1}$ is non-negative, $C_{k}$ is non-increasing for any $k>k_{0}$. By Lemma 16, $C_{k}$ does not vanish for $k>k_{0}$ and thus $C_{k}$ is decreasing.
Assume that for some $k>k_{0}, A:=\lim _{t \rightarrow \infty} C_{k+1}(t)>0$. Since $\beta_{k} \leq 0, C_{k}(t) \leq$ $C_{k}\left(t_{1}\right)+\beta_{k} A\left(t-t_{1}\right)$, for any $t \geq t_{1}$. Hence, there exists $t_{2}$ such that $C_{k}\left(t_{2}\right)=0$. This contradicts Lemma 18 .
This implies that $\lim _{t \rightarrow \infty} C_{k}(t)=0$ yet each $C_{k}$ is positive.
Combining Lemma 18 and Lemma 17, we obtain that

- for $k>k_{0}, C_{k}$ decreases to 0 , and is convex,
- for $k=k_{0}, C_{k} \geq g_{k}>0$,
- for $k<k_{0}, C_{k}$ increases to $+\infty$. Besides, if $k<k_{0}-1$, the $C_{k}$ is convex.

Lemma 19. Under Hypothesis 1, there exists at most a unique solution $\left\{C_{k}\right\}$ that satisfies Hypothesis 2. Besides, $C_{k}$ is analytic for any $k \geq 0$.

Proof. For $k>k_{0}, C_{k}$ is analytic by Lemma 16. It is uniquely defined by its derivatives at 0 , which are related to the $\left\{g_{k}\right\}$ and $\left\{\beta_{k}\right\}$.
For $k \leq k_{0}$, it is sufficient to iterate $\ell$ times the development

$$
C_{k}(t)=g_{k}+\beta_{k} g_{k+1} t+\beta_{k} \beta_{k+1} \int_{0}^{t} \int_{0}^{t_{1}} C_{k+2}\left(t_{2}\right) \mathrm{d} t_{2} \mathrm{~d} t-1
$$

where $\ell$ is such that $k+\ell>k_{0}$. As the integral of analytic functions are analytic, $C_{k}$ is analytic.

### 5.2 Behavior of the moments with respect to time

Notation 9. We set

$$
\mathbb{M}_{\mathbb{F}}:=\left\{\mu \mid \mu(\mathrm{d} x)=f(x) \mathrm{d} x \text { with } f \in \mathbb{F}^{+}\right\}
$$

Let $\mu \in$ Cone $\mathbb{M}_{-1}$ or $\mu \in \mathbb{M}_{\mathbb{F}}$. Then for any $\sigma \geq 1$, let $C(t, \sigma ; \mu, \lambda)$ be the solution of the moment equation (26) (resp. (25)) with $g:=\mathcal{M}[\mu](\sigma)$.
Fix some $\sigma \geq 1$. With $C_{k}(t):=C(t, \sigma+k \alpha ; \mu, \lambda)$ and $\beta(\lambda):=\lambda^{2-\sigma}-1,\left\{C_{k}\right\}_{k \geq 0}$ solves the differenrial recursion equation.
Moreover, $\beta(2)=0$. We summarize the above results.

Proposition 12. For any $\sigma \geq 1, C(\cdot, \sigma ; \mu, \lambda)$ is analytic. In addition, when $\alpha>0$,

- for $\sigma>2, C(\cdot, \sigma ; \mu, \lambda)$ decreases to 0 , and is convex,
- for $\sigma=2, C(t, 2 ; \mu, \lambda)=M[\mu](2)$ for $t \geq 0$.
- for $\sigma<2, C(\cdot, \sigma ; \mu, \lambda)$ increases to $+\infty$. Besides, for $\sigma+\alpha<2, C(\cdot, \sigma ; \mu, \lambda)$ is convex and for $2-\alpha<\sigma<2, C(\cdot, \sigma ; \mu, \lambda)$ is concave,
- for $\sigma=2-\alpha, C(t, \sigma ; \mu, \lambda)=\mathcal{M}[\mu](1)+t \mathcal{M}[\mu](2)$, for $t \geq 0$.

When $\alpha=0$, (26) is an ordinary differential equation, with

$$
C(t, \sigma ; \mu, \lambda)=\exp \left(t\left(\lambda^{2-\sigma}-1\right)\right) \mathcal{M}[\mu](\sigma) .
$$

The long-time behavior of $C$ is exponentially decreasing for $\sigma>2$ and exponentially increasing for $\sigma<2$.
More precise asymptotic behavior are given below in Corollary 5 and Proposition 14.

### 5.3 Expansion of the moments

Since $C(\cdot, \sigma ; \mu, \lambda)$ is analytic, it has a power series representation. We could apply the Mellin transform to use (20). However, a direct expansion to 25) leads to a power series in a simple form.
Notation 10. The Pochhammer symbol is given in Definition 2 . We write

$$
\varpi_{k}(\sigma, \lambda):=(-1)^{k}\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{k}, k \geq 1 \text { and } \varpi_{0}(\sigma, \lambda):=1 .
$$

From a straightforward computation,

$$
\begin{equation*}
\varpi_{k}(\sigma+\alpha, \lambda)=\frac{\varpi_{k+1}(\sigma, \lambda)}{\varpi_{1}(\sigma, \lambda)} \tag{34}
\end{equation*}
$$

We deduce from (34) that

$$
\varpi_{1}(\sigma, \lambda) \varpi_{1}(\sigma+\alpha, \lambda) \cdots \varpi_{1}(\sigma+k \alpha, \lambda)=\varpi_{k+1}(\sigma, \lambda) .
$$

If $n=(2-\sigma) / \alpha \in \mathbb{N}$, then $\varpi_{m}(\sigma, \lambda)=0$ for any $m \geq n$. In addition, computing $\partial_{\lambda} \log \varpi_{k}(\sigma, \lambda)$, we obtain

$$
\begin{align*}
\partial_{\lambda} \varpi_{k}(\sigma, \lambda) & =\varpi_{k}(\sigma, \lambda) D_{k}(\sigma, \alpha, \lambda)  \tag{35}\\
\text { with } D_{k}(\sigma, \alpha, \lambda) & :=\sum_{i=0}^{k-1}(2-\sigma-i \alpha) \frac{\lambda^{1-\sigma-i \alpha}}{1-\lambda^{2-\sigma-i \alpha}}, \tag{36}
\end{align*}
$$

unless $2-\sigma-i \alpha \neq 0$ for some $i \in\{0, \ldots, k-1\}$. In the latter case, $\varpi_{k}(\sigma, \lambda)=0$ and then $\partial_{\lambda} \varpi(\sigma, \lambda)=0$.

Proposition 13. Let $\mu \in$ Cone $\mathbb{M}_{-1}$ or $\mu \in \mathbb{M}_{\mathbb{F}}$, Then

$$
\begin{equation*}
C(t, \sigma ; \mu, \lambda)=\sum_{k=0}^{+\infty} \varpi_{k}(\sigma, \lambda) \frac{t^{k}}{k!} \mathcal{M}[\mu](\sigma+k \alpha) \text { for } t \geq 0, \sigma \in \mathbb{H}_{1} \text {. } \tag{37}
\end{equation*}
$$

Let us end this section with a result regarding the scaling by invariance.
Lemma 20 (Scaling for initial Dirac measure). For any $\sigma>0, t \geq 0$ and $a \in(0,1]$,

$$
\begin{equation*}
C\left(t, \sigma ; \delta_{a}, \lambda\right)=a^{\sigma-1} C\left(t a^{\alpha}, \sigma ; \delta_{1}, \lambda\right) . \tag{38}
\end{equation*}
$$

Proof. For the Dirac mass, $\mathcal{M}\left[\delta_{a}\right](\sigma)=a^{\sigma-1}$,

$$
\begin{aligned}
C\left(t, \sigma ; \delta_{a}, \lambda\right) & =\sum_{k=0}^{+\infty} \varpi_{k}(\sigma, \lambda) \frac{t^{k}}{k!} a^{\sigma+k \alpha-1} \\
& =a^{\sigma-1} \sum_{k=0}^{+\infty} \varpi_{k}(\sigma, \lambda) \frac{\left(t a^{\alpha}\right)^{k}}{k!}=a^{\sigma-1} C\left(t a^{\alpha}, \sigma ; \delta_{1}, \lambda\right)
\end{aligned}
$$

as $\mathbb{M}\left[\delta_{1}\right](\sigma)=1$.

## 6 Asymptotic behavior of the moments

We extend the operator $\mathscr{F}_{\alpha}$ to measures by $\mathscr{F}_{\alpha} \mu(\mathrm{d} x):=x^{\alpha} \mu(\mathrm{d} x)$. Thus, $\mathcal{M}\left[\mathscr{F}_{\alpha} \mu\right](\sigma)=$ $\mathcal{M}[\mu](\sigma+\alpha)$ for any $\sigma \geq 1$ when $\mu \in$ Cone $^{M} \mathbb{M}_{-1}$.

Lemma 21. For $\mu \in \operatorname{Cone} \mathbb{M}_{-1}$ or $\mu \in \mathbb{M}_{\mathbb{F}}$,

$$
\begin{equation*}
\partial_{t} C(t, \sigma ; \mu, \lambda)=\lambda^{2-\sigma} C\left(\lambda^{-\alpha} t, \sigma ; \mathscr{F}_{\alpha} \mu, \lambda\right)-C\left(t, \sigma ; \mathscr{F}_{\alpha} \mu, \lambda\right), \tag{39}
\end{equation*}
$$

for $t \geq 0, \sigma \geq 1$.
Proof. From (37),

$$
C\left(t, \sigma ; \mathscr{F}_{\alpha} \mu, \lambda\right)=\sum_{k=0}^{+\infty} \varpi_{k}(\sigma, \lambda) \frac{t^{k}}{k!} \mathcal{M}[\mu](\sigma+(k+1) \alpha) .
$$

Besides,

$$
\partial_{t} C(t, \sigma ; \mu, \lambda)=\sum_{k=0}^{+\infty} \varpi_{k+1}(\sigma, \lambda) \frac{t^{k}}{k!} \mathcal{M}[\mu](\sigma+(k+1) \alpha) .
$$

With (34),
$\partial_{t} C(t, \sigma ; \mu, \lambda)=\varpi_{1}(\sigma, \lambda) \sum_{k=0}^{+\infty} \varpi_{k}(\sigma, \lambda) \frac{t^{k}}{k!} \mathcal{M}[\mu](\sigma+(k+1) \alpha)=\varpi_{1}(\sigma, \lambda) C\left(t, \sigma ; \mathscr{F}_{\alpha} \mu, \lambda\right)$.
Since $\varpi_{1}(\sigma, \lambda)=\lambda^{2-\sigma}-1$, we obtain (39) and then the result.
Lemma 22. There exists a family of constants $D_{i, k}(\lambda, \sigma, \alpha)$ with $0 \leq i \leq k$ such that

$$
\begin{equation*}
\partial_{t}^{k} C(t, \sigma ; f)=\sum_{i=0}^{k} D_{i, k}(\lambda, \sigma, \alpha) C\left(\lambda^{-i \alpha} t, \sigma ; \mathscr{F}^{k} f\right), \tag{40}
\end{equation*}
$$

for any $t \geq 0, k \geq 0$. These constants are given by $D_{0,1}=-1, D_{1,1}=\lambda^{2-\sigma}$, and

$$
\begin{equation*}
D_{0, k+1}=-D_{0, k} \text { and } D_{i, k}=(-1)^{k-i} \lambda^{i(2-\sigma)-\binom{i}{2} \alpha}\binom{k}{i}_{\lambda^{-\alpha}} . \tag{41}
\end{equation*}
$$

Proof. We proceed by recursion. The first step $k=1$ follows from Lemma 21. Let assume that (41) holds for $k \geq 1$. By using Lemma 21 on the time derivative of (40),

$$
\begin{align*}
& \partial_{t}^{k+1} C(t, \sigma ; f)=\sum_{i=0}^{k} D_{i, k}(\lambda, \sigma, \alpha) \lambda^{2-\sigma-i \alpha} C\left(\lambda^{-(i+1) \alpha} t, \sigma ; \mathscr{F}^{k+1} f\right) \\
&-\sum_{i=0}^{k} D_{i, k}(\lambda, \sigma, \alpha) \lambda^{-i \alpha} C\left(\lambda^{-i \alpha} t, \sigma ; \mathscr{F}^{k+1} f\right) . \tag{42}
\end{align*}
$$

Using the recursion hypothesis after some reindexing and since $\binom{i}{2}=\binom{i-1}{2}+i-1$,

$$
\begin{aligned}
& \lambda^{2-\sigma-(i-1) \alpha} D_{i-1, k}(\lambda, \sigma, \alpha)+\lambda^{-i \alpha} D_{i, k}(\lambda, \sigma, \alpha) \\
& \quad=(-1)^{k+1-i} \lambda^{i(2-\sigma)-\binom{i}{2} \alpha}\left[\binom{k}{i-1}_{\lambda^{-\alpha}}+\lambda^{-i \alpha}\binom{k}{i}_{\lambda^{-\alpha}}\right] .
\end{aligned}
$$

From the Pascal's identity (17),

$$
\begin{equation*}
\lambda^{2-\sigma-(i-1) \alpha} D_{i-1, k}(\lambda, \sigma, \alpha)+\lambda^{-i \alpha} D_{i, k}(\lambda, \sigma, \alpha)=D_{i, k+1}(\lambda, \sigma, \alpha), \tag{43}
\end{equation*}
$$

where for all $1 \leq i \leq k$ :

$$
\begin{equation*}
D_{i+1, k}(\lambda, \sigma, \alpha):=(-1)^{k+1-i} \lambda^{i(2-\sigma)-\binom{i}{2} \alpha}\binom{k+1}{i}_{\lambda^{-\alpha}} \tag{44}
\end{equation*}
$$

By computing the term in $i=0$ and $i=k+1$, we have easily the desired formula.

A direct consequence that $\mathscr{F} \delta_{1}=\delta_{1}$ in (39) is that $C\left(\cdot, \sigma ; \delta_{1}, \lambda\right)$ solves a pantograph equation.

Lemma 23. For any $t \geq 0, \sigma \geq 1$,

$$
\begin{equation*}
\partial_{t} C\left(t, \sigma ; \delta_{1}, \lambda\right)=\lambda^{2-\sigma} C\left(\lambda^{-\alpha} t, \sigma ; \delta_{1}, \lambda\right)-C\left(t, \sigma ; \delta_{1}, \lambda\right) \tag{45}
\end{equation*}
$$

with $C\left(0, \sigma ; \delta_{1}, \lambda\right)=1$.
The pantograph equation has given rise to a large number of studies, see e.g., 25 , 29, 30].
Remark 3. Using the scaling (38) or a direct computation shows that for any $a>0$,

$$
\begin{equation*}
\partial_{t} C\left(t, \sigma ; \delta_{a}, \lambda\right)=a^{\alpha} \lambda^{2-\sigma} C\left(\lambda^{-\alpha} t, \sigma ; \delta_{a}, \lambda\right)-a^{\alpha} C\left(t, \sigma ; \delta_{a}, \lambda\right) \text { for } t>0 . \tag{46}
\end{equation*}
$$

This is why we focus only on the case where the initial measure $\delta_{1}$.
We now focus on the long time behavior of $t \mapsto C\left(t, \sigma ; \delta_{1}, \lambda\right)$, for which a first classification was given in Section 5.2. As this function is analytic, its asymptotic behavior is given by power series, or via Tauberian theorems.
When $\sigma \neq 2$, the solution to (45) is given by the power series [25, Eq. (1.5)]

$$
\begin{equation*}
C\left(t, \sigma ; \delta_{1}, \lambda\right)=\sum_{k \geq 0} \frac{\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{k}}{k!}(-t)^{k}, \tag{47}
\end{equation*}
$$

which is uniformly convergent for any $t \in \mathbb{C}$. The article [38] gives some nice probabilistic interpretations of this formula both in term of Brownian motion and Point Processes.
Remark 4. Assume that for some integer $n, \sigma+n \alpha=2$. In particular, $\sigma<2$. Then

$$
C\left(t, \sigma ; \delta_{1}, \lambda\right)=\sum_{k=0}^{n} \frac{\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{k}}{k!}(-t)^{k}
$$

as $\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{k}=0$ for any $k \geq n$. Hence,

$$
C\left(t, \sigma ; \delta_{1}, \lambda\right) \sim_{t \rightarrow \infty}(-1)^{n} \frac{\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{n}}{n!} t^{\frac{2-\sigma}{\alpha}} .
$$

This could have also been deduce from the moment equation.
An alternative form to (47) is given by [25, Eq. (1.6)] or [39, Proposition 2.1]

$$
\begin{equation*}
C\left(t, \sigma ; \delta_{1}, \lambda\right)=\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{\infty} \sum_{k \geq 0} \frac{\lambda^{k(2-\sigma)}}{\left(\lambda^{-\alpha} ; \lambda^{-\alpha}\right)_{k}} \exp \left(-\lambda^{-k \alpha} t\right), \tag{48}
\end{equation*}
$$

which is convergent for any $t \in \mathbb{C}$ when $\sigma>2$, and thus $\lambda^{2-\sigma}<1$.

Notation 11 (Laplace transform). The Laplace transform of $C$ is denoted by

$$
\widehat{C}(s):=\int_{0}^{+\infty} \exp (-s t) C(t, \sigma ; \mu, \lambda) \mathrm{d} t \text { for } s>0
$$

Since $C(\cdot, \sigma ; \mu, \lambda)$ is non-negative, $\widehat{C}$ is completely monotone and thus analytic. For $\sigma>2, C$ is bounded so that $\widehat{C}$ exists for any $s>0$. Since the series (47) is uniformly convergent for any $t \geq 0$, we may invert integrals and series so that the Laplace transform $\widehat{C}$ exists also when $\sigma<2$.

Tauberian theorems relate the large-time behavior of $C\left(\cdot, \sigma ; \delta_{1}, \lambda\right)$ with the behavior of $\widehat{C}(s)$ for $s$ close to 0 .
Taking the Laplace transform of (47) leads to

$$
\begin{equation*}
\widehat{C}(s)=\sum_{k \geq 0}\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{k} \frac{(-1)^{k}}{s^{k+1}} . \tag{49}
\end{equation*}
$$

This is not sufficient to study the asymptotic behavior of $C\left(t, \sigma ; \delta_{1}, \lambda\right)$ for large $t$. Taking the Laplace transform of (48) leads to

$$
\begin{equation*}
\widehat{C}(s)=K \sum_{k \geq 0} \frac{\lambda^{k(2-\sigma)}}{\left(\lambda^{-\alpha} ; \lambda^{-\alpha}\right)_{k}} \frac{1}{s+\lambda^{-k \alpha}} . \tag{50}
\end{equation*}
$$

Again, there is no clear interpretation. We are then looking for an alternative representation.

Applying the Laplace transform to both sides of (45) leads to

$$
(1+s) \widehat{C}(s)=1+\lambda^{2-\sigma+\alpha} \widehat{C}\left(\lambda^{\alpha} s\right) \text { for } s>0,
$$

since $C\left(0, \sigma ; \delta_{1}, \lambda\right)=1$. We rewrite this equation as

$$
\begin{equation*}
(1+q s) \widehat{C}(q s)=1+\lambda^{2-\sigma+\alpha} \widehat{C}(s) \text { with } q=\lambda^{-\alpha} \in(0,1) \tag{51}
\end{equation*}
$$

Lemma 24. Assume $\sigma \geq 1, \sigma \neq 2+\alpha$. Then for any $s>0$,

$$
\widehat{C}(s)=A(\sigma) \frac{1}{s^{(2-\sigma) / \alpha+1}} \sum_{k \geq 0} \frac{\lambda^{-\alpha k(k+1) / 2}}{\left(\lambda^{-\alpha} ; \lambda^{-\alpha}\right)_{k}} s^{k}+\sum_{k \geq 0}\left(\frac{-\lambda^{-\alpha}}{1-\lambda^{2-\sigma+\alpha}}\right)^{k} s^{k},
$$

for some constant $A(\sigma)$.

Proof. We use the results of 1$]$. The solution $\widehat{C}$ to (51) is written in a generic way as

$$
\widehat{C}(s)=a \phi(s) P(s)+Q(s),
$$

for a constant $a$, where $\phi(q s)=\phi(s)$, and $P$ and $Q$ are solutions to the homogeneous and inhomogeneous equations

$$
\begin{array}{r}
a_{0}(q s) P(q s)+a_{1}(s) P(s)=0, \\
a_{0}(q s) Q(q s)+a_{1}(s) Q(s)=1
\end{array}
$$

with

$$
a_{0}(s)=1+s \text { and } a_{1}(s)=-\lambda^{2-\sigma+\alpha} .
$$

Since $P$ and $Q$ are given by power series, and $\widehat{C}$ is analytic, $\phi$ is analytic and it is easily checked that $\phi$ is necessarily constant.

Define $\theta:=(2-\sigma-\alpha) / \alpha$, so that

$$
a_{0}(0) \lambda^{-\alpha \theta}=\lambda^{2-\sigma-\alpha}=-a_{1}(0) .
$$

Hence,

$$
\begin{equation*}
q^{\theta}=\lambda^{2-\sigma-\alpha} . \tag{52}
\end{equation*}
$$

A solution of the homogeneous equation is given by

$$
P(s)=s^{\theta}\left(p_{0}+p_{1} s+p_{2} s^{2}+\cdots\right)
$$

with $p_{0}:=1$ (this constant is arbitrary) and

$$
\begin{equation*}
p_{k}:=\frac{q^{k(k+1) / 2}}{(q ; q)_{k}} . \tag{53}
\end{equation*}
$$

Due to (51), this choice of $p_{0}$ is arbitrary. Identifying the coefficients of $s^{k+\theta}$, we get

$$
\left(p_{k}+p_{k-1}\right) q^{\theta+k}=\lambda^{2-\sigma+\alpha} p_{k} .
$$

Owing to (52), this leads to

$$
p_{k}=\frac{q^{k}}{1-q^{k}} p_{k-1}
$$

and then to (53).
Assume $a_{1} \neq-1$, that is $\sigma \neq 2+\alpha$. A solution of the inhomogeneous equation is given by

$$
Q(s)=q_{0}+q_{1} s+q_{2} s^{2}+\cdots
$$

with

$$
q_{0}:=\frac{1}{1+a_{1}} \text { and } q_{k+1}:=\frac{-q}{1+a_{1}} q_{k}=\left(\frac{-q}{1-\lambda^{2-\sigma+\alpha}}\right)^{k}
$$

This is immediate by identifying the coefficients.
The same work can be done where $P$ and $Q$ are power series in $1 / s$. In this case, we obtain (49).

The next corollary precises the results given in Section 5.2. It gives the asymptotic behavior of $C\left(t, \sigma ; \delta_{1}, \lambda\right)$ for large $t$ is an immediate consequence of a Tauberian theorem 37, Theorem 4.3, p. 192 and Corollary 4.4b, p. 194].
Corollary 5. Assume $\alpha>0$ and $\sigma<2+\alpha$. Then

$$
\begin{equation*}
C\left(t, \sigma ; \delta_{1}, \lambda\right) \sim_{t \rightarrow \infty} B(\sigma) t^{\frac{2-\sigma}{\alpha}} \tag{54}
\end{equation*}
$$

with

$$
\begin{equation*}
B(\sigma):=\frac{\frac{2-\sigma}{\alpha}+1}{\Gamma\left(\frac{2-\sigma}{\alpha}+2\right)} A(\sigma) \tag{55}
\end{equation*}
$$

as $t \rightarrow \infty$.
Since $C\left(t, 2 ; \delta_{1}, \lambda\right)=1$, it holds that $A(2)=B(2)=1$. Since $C\left(t, 2-\alpha ; \delta_{1}, \lambda\right)=1+t$, we have also that $B(2-\alpha)=1$ and $A(2-\alpha)=1 / 2$.
Remark 5. Since $\sigma \mapsto C\left(t, \sigma ;_{1}, \lambda\right)$ is analytic for any $t \geq 0$, it follows easily that $\widehat{C}$ is also analytic in $\sigma$ and then $A$ and $B$ are analytic. In particular, $A$ and $B$ are bounded on any finite interval.

An alternative form form $C\left(t, \sigma ; \delta_{1}, \lambda\right)$ is given by [39, Theorem 1.2].
Proposition 14. Assume that $\alpha>0$ and $\sigma>2$. Then there exists a constant $B(\sigma)$ such that

$$
C\left(t, \sigma ; \delta_{1}, \lambda\right) \sim_{t \rightarrow \infty} B(\sigma) t^{\frac{2-\sigma}{\alpha}}
$$

Proof. It holds that

$$
\begin{align*}
C\left(t, \sigma ; \delta_{1}, \lambda\right)= & \frac{1}{\alpha \ln \lambda} \frac{\left(\lambda^{\sigma-2} ; \lambda^{-\alpha}\right)_{\infty}}{\left(\lambda^{-\alpha} ; \lambda^{-\alpha}\right)_{\infty}} \frac{1}{t^{(\sigma-2) / \alpha}} \\
& \times \sum_{k \geq 0} \frac{\lambda^{-\alpha k(k+1) / 2}}{\left(\lambda^{-\alpha} ; \lambda^{-\alpha}\right)_{k}} \psi\left(\frac{\sigma-2}{\alpha}+k, \frac{\pi^{2}}{\alpha \ln (\lambda)},-\frac{\ln t}{\alpha \ln \lambda}\right) \frac{(-1)^{k}}{t^{k}} \tag{56}
\end{align*}
$$

with

$$
\psi(u, v, w):=\sum_{k \geq 0} \Gamma(u+2 i \pi v k) \exp (2 i k \pi w)
$$

This concludes the proof.

Proposition 15. For $\sigma \neq 2$,

$$
\begin{equation*}
B(\sigma)=\alpha \frac{\lambda^{2-\sigma}-1}{2-\sigma} B(\sigma+\alpha) . \tag{57}
\end{equation*}
$$

Proof. Eq. (57) follows from the L'Hospital rule applied to $t \mapsto C\left(t, \sigma ; \delta_{1}, \lambda\right)$ and $t \mapsto t^{(2-\sigma) / \alpha}$, since $\partial_{t} C(t, \sigma)=\left(\lambda^{2-\sigma}-1\right) C(t, \sigma+\alpha)$.

The relation (57) is not sufficient to reconstruct the function $B$. Actually, let $P$ be any $\alpha$-periodic function, then $\sigma \mapsto B(\sigma) P(\sigma)$ also solves (57).

Lemma 25. For any $\sigma>2$,

$$
\begin{equation*}
B(\sigma+k \alpha) \sim_{k \rightarrow \infty} \frac{\Gamma(k)}{\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{k}} k^{\frac{\sigma-2}{\alpha}} \frac{B(\sigma)}{\Gamma\left(\frac{\sigma-}{\alpha}\right)} . \tag{58}
\end{equation*}
$$

In particular, $\lim _{\sigma \rightarrow \infty} B(\sigma)=+\infty$.
Corollary 6. When $\alpha>1 / 2$, there exists a unique measure $\mu$ such that

$$
B(\sigma)=\int_{0}^{+\infty} x^{\sigma-1} \mu(\mathrm{~d} x)
$$

The support of this measure is not bounded.
Proof. If $\alpha>1 / 2$, the growth of $B$ is such that the moments problem has a unique solution (see e.g., [32, Theorem 2]).
With (57), the value of $(B(\sigma))_{\sigma>s}$ can be computed from the knowledge of $(B(\sigma))_{\sigma \in[s-\alpha, s]}$. As seen in Remark 55, the later function is bounded.
For any integer $m$, there exists and integer $k=\lfloor(m-\sigma) / \alpha\rfloor$ and $\sigma \in[2-\alpha, 2]$ such that $\sigma+k \alpha=m$. By (58) and since the $q$-Pochhammer symbol $\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{k}$ converges as $k \rightarrow \infty$,

$$
\log \frac{1}{m} B(m)^{1 / 2 m} \sim \frac{1}{2 m} \log \Gamma\left(\left\lfloor\frac{m-\sigma}{\alpha}\right\rfloor\right)-\log m
$$

With the Stirling formula, when $\alpha \neq 1 / 2$,

$$
\log \frac{1}{m} B(m)^{1 / 2 m} \sim\left(\frac{1}{2 \alpha}-1\right) \log m
$$

If $\alpha=1 / 2, \log \frac{1}{m} B(m)^{1 / 2 m} \sim-1$. If $\alpha>1 / 2$, this proves that

$$
\limsup _{m \rightarrow \infty} m^{-1} B(m)^{1 / 2 m}<+\infty
$$

which is sufficient to ensure that $B(m)$ is the moment of a measure $\mu$ which is determined by its moments.

If the self-similar measure $\mu$ has a support included in $[0, K]$, then $\mathcal{M}[\mu](\sigma) \leq$ $C K^{\sigma-2}$. From (58), the growth of $B$ is faster so that the support cannot be contained in a compact.

Notation 12 (Rising factorial or Pochhammer symbol). We set

$$
(x)_{n}:=\prod_{j=0}^{n-1}(x+j)
$$

that is $(x)_{n}$ is the rising factorial, or Pochhammer symbol. It satisfies

$$
(x)_{n}=\frac{\Gamma(x+n)}{\Gamma(x)}=\frac{\Gamma(n)}{\operatorname{Beta}(x, n)},
$$

where Beta is the Beta function.
Proof. When $\sigma \neq 2$, we deduce from (57) that

$$
B(\sigma)=B(\sigma+k \alpha)\left(\frac{\alpha}{\sigma-2}\right)^{k}\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{k}\left(\prod_{j=0}^{k-1}\left(1+j \frac{\alpha}{\sigma-2}\right)\right)^{-1}
$$

We set $q:=\frac{\sigma-2}{\alpha}$. With the above notations,

$$
B(\sigma)=B(\sigma+k \alpha) \frac{\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{k}}{(q)_{k}}
$$

If $\sigma>2,\left(\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{k}\right)_{k \geq 0}$ has a limit $\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{\infty}$ and never vanishes. Therefore,

$$
B(\sigma+k \alpha)=\frac{(q)_{k}}{\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{k}} B(\sigma)=\frac{\Gamma(k)}{\operatorname{Beta}(q, k)} \times \frac{B(\sigma)}{\left(\lambda^{2-\sigma} ; \lambda^{-\alpha}\right)_{k}} .
$$

Using the asymptotic $\operatorname{Beta}(q, k) \sim_{k \rightarrow \infty} \Gamma(q) k^{-q}$, we obtain (58).
Corollary 7. Using the scaling property (Lemma 20), it holds that

$$
C\left(t, \sigma ; \delta_{a}, \lambda\right) \sim_{t \rightarrow \infty} a B(\sigma) t^{\frac{2-\sigma}{\alpha}} .
$$
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