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ABSTRACT

Image denoising is probably the oldest and still one of the most active research topic in image
processing. Many methodological concepts have been introduced in the past decades and have im-
proved performances significantly in recent years, especially with the emergence of convolutional
neural networks and supervised deep learning. In this paper, we propose a survey of guided tour
of supervised and unsupervised learning methods for image denoising, classifying the main prin-
ciples elaborated during this evolution, with a particular concern given to recent developments in
supervised learning. It is conceived as a tutorial organizing in a comprehensive framework current
approaches. We give insights on the rationales and limitations of the most performant methods in
the literature, and we highlight the common features between many of them. Finally, we focus on on
the normalization equivariance properties that is surprisingly not guaranteed with most of supervised
methods. It is of paramount importance that intensity shifting or scaling applied to the input image
results in a corresponding change in the denoiser output.

1 Introduction

In the realm of digital image acquisition, two significant independent types of noise can degrade the quality of captured
images [50, 108, 11, 143, 42]. On the first hand, shot noise stems from the inherent random nature of light. Classically,
the number of photons detected by an image sensor is described by a Poisson distribution whose parameter is propor-
tional to both the true signal value and the time exposure. On the other hand, read noise is typically independent of the
light intensity hitting the sensor and is introduced during the process of converting the analog signal from the camera
sensor into a digital representation. Read noise is caused by various factors, including the electronic components of the
sensor, circuitry, and analog-to-digital conversion process. Traditionally, this type of noise is mathematically modeled
by an additive white Gaussian noise, justified by the application of the central limit theorem.

Therefore, image noise is commonly described by a mixed Poisson-Gaussian model. Formally, representing a
grayscale image with n pixels by a vector of Rn where each entry encodes the pixel intensity, the noise model is:

y ∼ aP(x/a) +N (0n, bIn) , (1)

where y ∈ Rn is the observed noisy image, x ∈ Rn is the noise-free image (true signal), and a, b ∈ R+
∗ are the

parameters relative to shot and read noise, respectively, depending in particular on the acquisition system and on
the exposure time. A widespread simpler alternative to the mixed Poisson-Gaussian model (1) is the additive white
Gaussian noise (AWGN) model:

y ∼ N (x, σ2In) , (2)

where σ2 is the signal-independent variance of the noise. The formulation (2) can be seen as an approximation of (1)
where the signal-dependent shot noise is neglected. Although it may seem to be a limitation of this model, formulation
(1) actually transposes to (2) when using a variance-stabilizing transformation (VST) such as the Anscombe transform
[128] and its generalizations [127, 9, 94] that amount to applying per-pixel nonlinearities that effectively reduce the
signal dependence. Ultimately, due to its mathematical convenience, the AWGN model is the most widely-used one.
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Figure 1: Execution time on CPU for images of size 512 × 512 v.s the average PSNR results on the union of Set12
and BSD68 datasets for Gaussian noise with σ = 25 for popular methods.

From the noisy observation y, which follows either (1) or (2) but also any other, possibly unknown, noise distribution,
the aim of image denoising is to design a method for estimating the original unknown signal x as faithfully as possible
[39]. This amounts to identifying a function f : Rn 7→ Rn such that a noisy observation y can be mapped to a
satisfactory estimate of x, i.e. f(y) ≈ x. Over the years, a rich variety of strategies, tools and theories have emerged
to address the issue of image denoising at the intersection of statistics, signal processing, optimization and functional
analysis. The performance and the limitations of resulting single-shot methods are generally well understood. But this
field has been recently immensely influenced by the development of machine learning techniques and artificial intelli-
gence. Viewing denoising as a simple regression problem, this task ultimately amounts to learn to match the corrupted
image to its source. The very best methods in image denoising leverage deep neural networks which are trained on
large external datasets consisting of clean/noisy image pairs (see Fig. 1). However, though fast and efficient, these su-
pervised networks suffer from their lack of interpretability and usually have fewer good mathematical properties than
their conventional counterparts. Therefore, it is of paramount importance to examine several mathematical properties
which are desirable in image denoising, especially the so-called normalization-equivariance, which ensures that any
change of the input noisy image, whether by shifting or scaling, results in a corresponding change in the denoising
response. While this property is partially fulfilled by single-shot methods, current deep neural networks surprisingly
do not guarantee such a property, which can be detrimental in many situations (source of misinterpretation in critical
applications).

The remainder of the paper is organized as follows. In Section II, we take the reader on a guided tour of supervised
learning methods for image denoising. In Section III, we review the unsupervised denoising methods and focus on
the most performant methods. In Section IV, we study the normalization equivariance (NE) properties of the reviewed
methods and provide cues so that NE holds by design.

2 Review of supervised learning methods

Starting from a general framework based on empirical risk minimization, we present the three main classes of parame-
terized functions, also known as neural network architectures in artificial intelligence. For each architecture, we study
a popular state-of-the-art representative for image denoising. Next, we address the issue of finding the best function
for denoising among a given family of parametric functions, more commonly known as parameter training. Finally,
we study the special case of weakly supervised learning, which does not require noise-free images for training

2.1 Principle of supervised learning

The holy grail in image denoising is to find a universal function f that, given a noisy observation y ∈ Y , maps the
corresponding noise-free image x ∈ X . Unfortunately, such a function is purely hypothetical as image denoising is
an ill-posed inverse problem in the sense that the mere experimental observation of a noisy image is not enough to
perfectly determine the unknown true image. In order to narrow down the space of possibilities and arrive at a unique
solution, a risk minimization point of view has been widely adopted in past years. More precisely, let us define the
risk of function f as:

R(f) = Ex,y∥f(y)− x∥ , (3)
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where (x, y) ∈ X × Y model all possible pairs of clean/noisy natural images, with the associated joint probability
distribution p(x, y). One wants ideally to find:

f∗ ∈ argmin
f

R(f). (4)

Usually the squared ℓ2 norm or the ℓ1 norm are used to measure closeness in (3) and are examples of so-called loss
functions. In the case of the squared ℓ2 norm, f∗(y) is nothing else than the minimum mean square error (MMSE)
estimator. Restricting f to be a member of a sufficiently general class of parameterized functions (fθ), the problem
(4) transposes to the following parameter optimization problem:

θ∗ ∈ argmin
θ

R(fθ) . (5)

In general, as the joint distribution p(x, y) is unknown, an empirical sample consisting of a finite number S of pairs of
clean/noisy images, called training set, is used as a surrogate. The empirical risk is then defined as:

Remp(fθ) =
1

S

S∑
s=1

∥fθ(ys)− xs∥ . (6)

Note that, depending on the standard chosen to measure proximity, minimizing the empirical risk (6) with respect to
θ actually amounts to minimizing the mean square error (MSE) or the mean absolute error (MAE), in most cases,
over a finite set of image pairs. This approach is said to be supervised in the sense that it relies on an external dataset
of clean/noisy pairs of images on which the model is optimized. However, minimizing the risk on a finite subset of
X × Y , designating all possible pairs of clean/noisy images, cannot guarantee that the model will provide also good
performance on unseen samples. Indeed, a function fθ that presents a low empirical risk (6) may sometimes be far
from optimality with regard to the true risk defined in (3). This well-known phenomenon is called overfitting and
may basically occur either when the training set is not enough representative of the true distribution p(x, y) of data in
X × Y , or when (fθ) is over-parameterized such that it may match too closely or even exactly the training set (in this
latter case, we say that the function interpolates the data points). In that respect, optimization needs to be differentiated
from machine learning which is precisely concerned with minimizing the loss on samples outside the training set.

Machine learning theory states that a necessary condition for good generalization beyond the training set, is that this
latter must provide sufficiently diverse, abundant and representative examples of X × Y . Collecting high-quality
training sets may be very challenging in some situations, but the success of supervised learning depends on it, and
image denoising is no exception [11, 143, 17, 144, 1]. In order to assess the generalization capabilities of the learned
model, a test set is used, consisting of a finite subset drawn randomly from X × Y and strictly disjoint from the
training set on which optimization is done. The performance of the model on the test set is an imperfect measure of
its generalization as there exists no finite subset of X × Y that represents perfectly the true distribution p(x, y) but it
is the only metric at our disposal.

From this very general paradigm, several issues need be addressed. First of all, the choice of the class of parameterized
functions (fθ) is an important part of the success of supervised machine learning. The chosen class must indeed be
sufficiently large for a chance to contain high-performance functions for the denoising task; but at the same time,
oversized classes may lead to an overfitted model. Then, once the parameterized class of functions has been chosen,
solving the inherent optimization problem defined in (5) can be particularly cumbersome and one would like to be
able to rely on efficient and general heuristics to deal with it. Finally, the quality of the training set is crucial but,
in numerous contexts, sufficiently many diverse and abundant noise-free images are unfortunately not available. A
recent line of research proposes to relax the need for clean images by adopting a so-called weakly supervised learning
approach. Below, we show how all these issues are commonly addressed in the case of image denoising.

2.2 Classes of parameterized functions

In this section, we review the most three major classes of parameterized functions (fθ) that were successfully experi-
mented in image denoising. All of them are in fact subcategories of the general class of parameterized functions that
are called (improperly?) “artificial neural networks”.

2.2.1 Multi-layer perceptron (MLP)

Historically, the first class of parameterized functions used in supervised machine learning is the multi-layer perceptron
(MLP) proposed by F. Rosenblatt [116]. The seminal work from H. C. Burger et al. [14] constitutes the first successful
attempt of learning the mapping from a noisy image to its corresponding noise-free one with such an artificial neural
network. For the first time in the field of image denoising, learning approaches have been compared favorably with
unsupervised (a.k.a non-learning) methods, without making any assumptions about natural images or about noise type.

3



Mathematical description Formally, a multi-layer perceptron with L ≥ 1 hidden layers is a nonlinear function
fθ : y ∈ Rn0 7→ RnL+1 of the following form:

fθ(y)=
[
φΘL+1,bL+1

◦ ξL◦φΘL,bL ◦. . .◦ ξ1◦φΘ1,b1

]
(y), (7)

composed of:

• L + 1 parameterized affine functions φΘl,bl : z ∈ Rnl−1 7→ Θlz + bl, where Θl ∈ Rnl×nl−1 and bl ∈ Rnl

are the weight matrices and bias vectors, respectively, that parameterize the MLP: θ =
⋃L+1

l=1 {Θl, bl},
• L nonlinear functions ξl that operate component-wise.

Interestingly, any function fθ belonging to the MLP class in (7) can be viewed as a neural network. Indeed, by
definition, the L intermediate vectors

h(l) = [ξl ◦ φΘl,bl ◦ . . . ◦ ξ1 ◦ φΘ1,b1 ] (y) ∈ Rnl (8)

are called hidden layers and their components are referred to as hidden neurons. In the same way, vectors h(0) = y
and h(L+1) = fθ(y) are called input layer and output layer, respectively, and their components are named neurons as
well, for the sake of consistency. Moreover, the components of matrices Θl can be viewed as neural connections since
the ith row of Θl basically maps all the neurons from the layer h(l) to the ith neuron of the following layer h(l+1).
Finally, the nonlinear functions ξl are called activation functions because they aim to mimic the frequency of action
potentials, or “firing”, of real biological neurons.

Historically, the first activation functions that were investigated are the sigmoid functions, characterized by their “S”-
shaped curves. In particular the hyperbolic tangent:

tanh : t 7→ et − e−t

et + e−t
=

1− e−2t

1 + e−2t
, (9)

ranging from −1 to 1, and its variants such as the standard logistic function were favored because they are mathemati-
cally convenient (easily computable and differentiable as tanh′(t) = 1− tanh2(t)) and are close to linear near origin
while saturating rather quickly when getting away from it. In recent developments of deep learning the rectified linear
unit (ReLU) is more frequently used as a cost-efficient alternative:

ReLU : t 7→ max(0, t) . (10)

A particularly important result [57, 45, 29] states that any continuous function f : Rn 7→ Rm can be approximated to
any given accuracy by a MLP on any compact subspace of Rn, provided that sufficiently many neurons are available.
This result and its derivatives were subsequently named “universal approximation theorems”. They all imply that
neural networks can represent a wide variety of interesting functions when given appropriate weights. On the other
hand, they typically do not provide a construction for the weights, but merely state that such a construction is possible.

MLP applied on patches for image denoising Given the strong mathematical guaranties provided by the “universal
approximation theorems”, the parameterized functions (fθ) belonging to the MLP class are particularly suitable for
approximating the ideal function f minimizing the risk defined in (3). H. C. Burger et al. [14] were among the first
to investigate the potential of such functions in the field of image denoising. They proposed to use a MLP to denoise
the overlapping patches of noisy images, assuming that noise removal is a local issue in the images. This choice is
supported by two technical observations. First of all, if MLPs were used on the entire image instead, they would be
dependent on the image size which is unintended. Second, and not least, MLPs applied on the complete image would
require an intractable number of parameters. Indeed, since a transition from one layer to the next requires a matrix Θl

of parameters, the total number of parameters of a MLP is of the order of the square of the input size, in the case of
constant width MLP. Transposed to images, this represents as many parameters as the square of the number of pixels!
This large number of parameters makes its use prohibitive in most cases.

The retained architecture is made up of 4 hidden layers of size 2047 each and is intended to be applied to patches of
size 17× 17 = 289. The resulting parameterized function is:

fMLP
θ : y ∈ R289 7→

[
φΘL+1,bL+1

◦ ξ ◦ . . .◦ ξ◦φΘ1,b1

]
(y), (11)

where L = 4, the nonlinear activation function ξ is the hyperbolic tangent (9), and the dimensions of the weights
and biases are Θ1 ∈ R2047×289, Θl ∈ R2047×2047 for 2 ≤ l ≤ 4, Θ5 ∈ R289×2047, bl ∈ R2047 for l ≤ 4 and
b5 ∈ R289. The total number of trainable parameters for this MLP is then: dim(θ) = 2× 2047× 289 + 3× 2047×
2047 + 4 × 2047 + 289 = 13, 762, 270 . For training, H. C. Burger et al. [14] used a large training set of pairs of
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Figure 2: A 3× 3 2D convolution (without padding) producing 4 output neurons.

clean/noisy flattened patches (362 million training samples in their experiments of size 17× 17 taken from the union
of the LabelMe dataset [119], containing approximately 150, 000 images, and the Berkeley Segmentation Dataset [99]
composed of 400 images) on which the empirical quadratic risk (6) is minimized. At inference, a given noisy image
is decomposed into its overlapping flattened patches and each patch is denoised separately with the learned MLP. The
final denoised image is obtained by averaging the numerous estimates available for each pixel.

H. C. Burger et al. [14] achieved state-of-the-art results on homoscedastic Gaussian noise that compared favorably
with BM3D [30], the most cited unsupervised denoiser, at the cost of a full month of training on a GPU at the time.
While promising, the resulting denoiser was not yet competitive in terms of inference time and flexibility, as the model
handled a single noise level and did not generalize well to other noise levels compared to other denoising methods
(although solutions were proposed [136]). Moreover, the multiple artifacts induced by the method as well as its lack
of interpretability made it less usable in practice than its conventional counterparts.

2.2.2 Convolutional neural networks (CNN)

Convolutional neural networks is a class of parameterized functions (fθ) that can be described essentially as a sparse
version of multi-layer perceptrons dedicated to two-dimensional inputs. This architecture is widely used in all areas
of image processing for its lightness compared to MLPs and its increased performance, image denoising being no
exception [25, 97, 145, 146, 148, 147, 87, 5].

Mathematical description The 2D convolution, or 2D cross-correlation, of an image y ∈ RH×W×C , or feature
map, of size H ×W composed of C channels (color components for instance but also any abstract embedding of the
input pixels) with a weight kernel Θ ∈ Rk1×k2×C (restricted to be smaller than the dimensions of the feature map:
k1 ≤ H and k2 ≤ W ), denoted y ⊗ Θ, is defined as a sliding dot product between Θ and the local features of y.
This operation produces a single-channel output feature map of size (H − k1 + 1)× (W − k2 + 1). More precisely,
a 2D convolution y ⊗ Θ consists in splitting the input feature map y into its overlapping 3D blocks of the same size
as the kernel Θ – there are (H − k1 + 1) × (W − k2 + 1) overlapping blocks – and computing the dot product with
kernel Θ for all of them: each dot product creates a pre-activated neuron. Figure 2 illustrates the process of a 2D
convolution. In practice, numerous 2D convolutions are performed successively, involving a different weight kernel
Θi each time, and their results are concatenated along channels to produce a multi-channel output, or layer. Note that
the channel size C ′ of the output layer is strictly equal to the number of 2D convolutions that were performed. For the
sake of notation simplicity, the C ′ convolutional kernels relative to a same layer are gathered together into a unique
4D kernel, denoted by the same symbol Θ ∈ Rk1×k2×C×C′

. Finally, a trainable vector (“bias”) b ∈ RC′
is generally

added channel-wisely, leading to the general form of function for 2D convolutions:

ψΘ,b(y) = y ⊗Θ+ b , (12)

where addition applies along channels.

In some cases, it is desirable that the size H×W of the input image y stays unchanged after a convolutional operation
(which is generally not the case, unless k1 = k2 = 1). A common trick to ensure size preservation is to artificially
extend the size of the input image both horizontally and vertically beforehand. This operation is called padding,
and the most commonly used padding strategy is simply to add zero-intensity pixels around the edges of the image:
zero-padding.
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Figure 3: The architecture of DnCNN denoising network. Source: [146].

Formally, a (feed-forward) convolutional neural network with L ≥ 1 hidden layers is a nonlinear function fθ : y ∈
RH0×W0×C0 7→ RHL+1×WL+1×CL+1 that chains 2D convolutions interspersed with nonlinear element-wise opera-
tions:

fθ(y)=
[
ψΘL+1,bL+1

◦ξL◦ψΘL,bL ◦. . .◦ξ1◦ψΘ1,b1

]
(y), (13)

composed of:

• L+1 parameterized convolutional functions ψΘl,bl : z 7→ z⊗Θl+bl, where Θl and bl are the weight kernels
and bias, respectively, that parameterize the CNN: θ =

⋃L+1
l=1 {Θl, bl},

• L nonlinear functions ξl that operate component-wise.

Just like MLPs, the L intermediate vectors:

h(l)=[ξl◦ψΘl,bl ◦. . .◦ξ1◦ψΘ1,b1 ] (y) ∈ RHl×Wl×Cl (14)

are called hidden layers and their components are referred to as hidden neurons. Essentially, a CNN is a MLP where
affine functions are replaced with convolutional ones. A direct advantage of CNNs over MLPs is that the number of
parameters is generally much smaller, as neural connections are local and identical, whatever the pixel position in the
image.

Note that the basic parameterized form (13) of CNNs can be made more complex by adding, amongst others, strided
or dilated convolutions [139], skip or residual connections [51], downscaling operations via pooling layers (e.g. max
pooling, average pooling...) and upscaling operations via bilinear or bicubic interpolation. A general architecture
possibly incorporating all of theses features is the famous U-Net architecture [115], widely used in computer vision.

Receptive field In a convolutional layer as shown in Fig. 2, each neuron receives input from only a restricted area of
the previous layer called the neuron’s receptive field. The receptive field has typically a 3D rectangle shape. When the
network processes the input data through multiple convolutional layers, the receptive field of a neuron in deeper layers
becomes larger as it incorporates information from a broader area of the input. For instance, the receptive field of a
network chaining two successive 3×3 convolutional layers is the same as the receptive field of a 5×5 convolution. The
receptive field of a CNN is determined by its architectural characteristics, such as the size of the convolutional filters
or the downscaling pooling operations. As moving deeper into the network, each neuron’s receptive field expands
due to the cascading effect of the multiple layers. Consequently, neurons in the deeper layers capture more global
and complex features that encompass larger regions of the input image. Understanding the receptive field is crucial
in CNNs, as it determines the spatial context that a network can capture, which is particularly essential in image
denoising. Indeed, the spatial context may potentially be very useful to detect repeated patterns and denoise them
properly. This is why deep CNNs with small convolutional kernels (3 × 3) are widely used in computer vision; the
receptive field is directly proportional to the width of the network, while the number of parameters is contained with
small kernels.

Focus on DnCNN architecture DnCNN [146] (Denoising Convolutional Neural Network) is the most cited artificial
neural network for image denoising so far. Its widespread popularity is due to both its simplicity and its effectiveness.
Although it was developed in the early years of deep learning for image denoising, it is still considered a reference
today. DnCNN is basically a feed-forward denoising convolutional neural network that chains “conv+ReLU” blocks,
and where residual learning [51] and batch normalization [60] are utilized to speed up the training process as well as
boost the denoising performance. Its architecture is illustrated in Figure 3. Formally, DnCNN encodes the following
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Residual	connection

Figure 4: The architecture of DRUNet denoising network. It takes an additional noise level map as input and com-
bines both U-Net [115] and ResNet [51]. “SConv” and “TConv” represent 2 × 2 strided convolution and transposed
convolution, respectively. Source: [145].

parameterized function for grayscale images:

fDnCNN
θ : y ∈ RH×W×1 7→ (15)[

ψΘL+1,bL+1
◦ ξ ◦ ψΘL,bL ◦ . . . ◦ ξ ◦ ψΘ1,b1

]
(y) + y ,

where L = 16, the nonlinear activation function ξ is the ReLU function (10), and the dimensions of the kernels and
biases are Θ1 ∈ R3×3×1×64, Θl ∈ R3×3×64×64 for 2 ≤ l ≤ 16, Θ17 ∈ R3×3×64×1, bl ∈ R64 for l ≤ 16 and b17 ∈ R.
Note that the width of the hidden layers (number of channels) is arbitrarily set to 64 for each and neither spatial
upscaling, nor downscaling is used (zero-padding is leveraged all along the layers to preserve the spatial input size
H×W ). The total number of trainable parameters for DnCNN is then: dim(θ) = 3×3×64×64×15+3×3×64×2+
64× 16 + 1 = 555, 137 , making it much lighter than the MLP proposed by H. C. Burger et al. [14]. For training, the
authors [146] used the 400 clean images from the Berkeley Segmentation Dataset [99] (BSD400) that they corrupted
artificially with additive white Gaussian noise (AWGN) to create pairs of clean/noisy images on which the MSE is
minimized. Unlike existing denoising models, which typically trained a specific set of parameters for AWGN for each
noise level, DnCNN is also able, at the cost of a relatively small drop in terms of performance, to handle Gaussian
denoising with an unknown noise level using a single set of parameters. This characteristic is generally referred to
as “blind” Gaussian denoising, since the network has no knowledge of the input noise level. Moreover, the authors
showed that this architecture is actually much more versatile, and can be efficiently used beyond Gaussian denoising
to tackle several other inverse problems close to Gaussian image denoising. In particular, they trained a single model
for three general tasks at once, namely blind Gaussian denoising, single image super-resolution (SISR) and JPEG
image deblocking. For SISR, a high-resolution image is generated by first applying the bicubic upscaling on the low
resolution image and then treating the inherent remaining “error noise” with DnCNN. Likewise, the unavoidable JPEG
artifacts produced by a JPEG encoder during lossy compression are viewed as a particular type of additive noise and
treated as such with the general model. Note that treating JPEG deblocking with a denoiser dedicated to Gaussian
noise was already studied in [41].

Focus on DRUNet architecture More recently, DRUNet [145] (Denoising Residual U-Net) is an architecture that
was proposed as an even more competitive alternative to DnCNN [146], at the price of an increased number of param-
eters and a longer training on a larger dataset. It achieves state-of-the-art performances for Gaussian noise removal.
Contrary to DnCNN, DRUNet adopts a U-Net architecture [115], and as such has an encoder-decoder type pathway,
with residual connections [51] all along the network. Spatial downscaling is performed using 2× 2 convolutions with
stride 2 (“SConv”), while spatial upscaling leverages 2 × 2 transposed convolutions with stride 2 (“TConv”) (which
is equivalent to a 1 × 1 sub-pixel convolution [124]). The number of channels in each layer from the first scale to
the fourth scale are 64, 128, 256 and 512, respectively and each scale is composed of 4 successive residual blocks
“3 × 3 conv + ReLU + 3 × 3 conv”. In total, the retained architecture presents 32, 638, 656 parameters, which is
approximately 60 times more than the number of parameters of DnCNN [146], but thanks to the spatial downscaling
operations, the computational complexity is contained. DRUNet architecture is illustrated in Figure 4. Contrary to
DnCNN, DRUNet is a “non-blind” denoiser and thus achieve increased performance over ‘blind” models [146, 147],
by passing an additional noisemap as input. In the case of additive white Gaussian noise of variance σ2, the noisemap
is constant equal to σ. Note that this feature was first proposed by FFDNet [148], which is more or less the flexible
“non-blind” variant of DnCNN [146].
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Training plays a major role in the success of DRUNet. Indeed, it is widely acknowledged that convolutional neural
networks generally benefit from the availability of large training data. Therefore, the training dataset BSD400 [99]
has been considerably enriched with the addition of many high-definition images, namely 4, 744 images from the
Waterloo Exploration Database [92], 900 images from the DIV2K dataset [3], and 2, 750 images from the Flick2K
dataset [82]. Moreover, the authors recommend to train it by minimizing the ℓ1 loss instead of the mean squared error
(MSE), supposedly due to its outlier robustness properties. DRUNet was trained to deal with images corrupted with
noise levels up to σ = 50.

2.2.3 Transformers

Originally stemming from the field of natural language processing (NLP), where their introduction have led to sig-
nificant improvements over convolutional neural networks, transformer-based models [133] have recently been inves-
tigated in image denoising [107, 84, 149, 81, 142, 144, 22]. This type of artificial neural network is based on the
mechanism of self-attention, which allows a model to decide how important each part of an input sequence is, making
it possible to find complex correlations in the data.

Mathematical description From a multi-channel input Y ∈ Rn×m, where n denotes the number of pixels, in
the case of image denoising, and m denotes the channel-size (color components for instance but also any abstract
embedding of input pixels), a self-attention module produces at first three different embeddings of Y : queries Q ∈
Rn×l, keys K ∈ Rn×l, and values V ∈ Rn×k. Traditionally, matrices Q, K and V are learned via three projection
matrices ΘQ ∈ Rm×l, ΘK ∈ Rm×l and ΘV ∈ Rm×k, such that Q = YΘQ, K = YΘK and V = YΘV ; but any
transformation that produces the desired output shapes from Y is actually suitable. Then, the self-attention is defined
as:

Attention(Q,K, V ) = softmax(QK⊤)V (16)
where softmax : Rn 7→ Rn is such that softmax(z)i = ezi/

∑n
j=1 e

zj and is applied over the horizontal axis in (16).
Note that softmax(QK⊤) is nothing else than a right stochastic matrix of size n, which aims at encoding the attention
weights. In others words, a self-attention module processes each entry, or “token”, by a convex combination of all the
values Vi,·, weighted by the degree of attention or similarity. Moreover, it is worth noticing that the fact that Q and K
are a priori different matrices allows attention matrix softmax(QK⊤) to be non-symmetric: token i may be strongly
related to token j and, at the same time, token j may be weakly related to token i on the contrary.

The self-attention operation can actually be viewed as a general learned version of the popular NL-means [13] denoiser,
when rewritten as follows:

Attention(Q,K, V )i,· =Wi
−1 ∑n

j=1 e
−d(Qi,·,Kj,·)Vj,·

Wi =
∑n

j=1 e
−d(Qi,·,Kj,·) ,

where the pseudo distance metric d between Qi,· and Kj,· is defined as d(Qi,·,Kj,·) = −⟨Qi,·,Kj,·⟩. Indeed, as
observed by [84], the NL-Means denoiser [13] is basically a transformer from the matrix of noisy patches Y ∈ Rn×m

(m = p × p where p denotes the patch size), with identity embeddings Q = K = Y and values V = Y e⌈m/2⌉ =

y ∈ Rn×1 equal to the input noisy image, and with d replaced by the squared Euclidean distance: d(Qi,·,Kj,·) =
∥Qi,· − Kj,·∥22/h2, with the hyperparameter h, often chosen to be proportional to the noise level σ [12, 96, 35].
As a matter of fact, even if the distance metric d was originally chosen as the opposite of the dot product between
two embedded vectors for the sake of computational efficiency, the squared Euclidean distance yields comparable
performance in image denoising [84].

In practice, self-attention operations cannot be applied on the entire image for the reason that the attention matrix
softmax(QK⊤) in (16) has as many entries as the squared of the input size n, which is in general intractable. That is
why, just like MLPs (7), self-attention modules are deployed on subparts of the image. In general, it is used to process
non-overlapping groups of neighboring embedded patches of the image [81, 142, 144]. Finally, self-attention modules
are usually combined with convolutional layers (12) to get the best of both [107, 84, 149, 81, 142, 144].

Focus on SCUNet architecture Relying heavily on the DRUNet architecture (see Fig. 4), the Swin-Conv-UNet
(SCUNet) denoising network [144] has recently been proposed as a successful attempt to incorporate self-attention
modules into a convolutional neural network in order to achieve state-of-the-art performances in supervised image
denoising. SCUNet basically adopts the same U-Net backbone of DRUNet and replaces the residual convolutional
blocks “3 × 3 conv + ReLU + 3 × 3 conv” by Swin-Conv (SC) hybrid blocks. Figure 5 summarizes the overall
architecture. As illustrated, a Swin-Conv (SC) block divides in half along the channels the feature map of a 1 × 1
convolution to feed two independent branches, namely the “RConv” branch and the “SwinT” branch. The “RConv”
branch is simply a residual convolutional block “3 × 3 conv + ReLU + 3 × 3 conv”, already used in DRUNet [145],
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Figure 5: The architecture of SCUNet denoising network. “SConv”, “TConv”, “RConv” and “SwinT” represent 2× 2
strided convolution, 2× 2 strided transposed convolution, residual “3× 3 conv + ReLU + 3× 3 conv” block and swin
transformer block, respectively. Source: [144].
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Figure 6: Performance evolution of supervised models [144, 146, 5, 14, 145, 87, 25] with the number of parameters
(left) and execution time at inference (right), respectively, for grayscale Gaussian denoising on the Set12 dataset at
σ = 25 (CPU: 2,3 GHz Intel Core i7). A general trend can be observed: increased performance is achieved at the
cost of an increase in the number of parameters and execution time (the linear trend, in dashed line, is estimated with
Theil-Sen method).

with twice less parameters as in the original network, since the channel size has been halved due to the split of the
feature map. As for the “SwinT” branch, it implements the swin transformer block described in [81], in turn based on
the standard multi-head self-attention of the original Transformer layer [133]. Essentially, it consists in partitioning
the input feature map of sizeH×W ×C into multiple non-overlapping groups, or windows, of equal size (h×w)×c,
with h < H , w < W and c < C, and processing them independently by leveraging self-attention (see formula (16)),
with shared projection matrices across different windows. In the retained architecture, all windows are of equal size
(8× 8)× 32, involving self-attention matrices of size 64× 64. Finally, in order to enable cross-window connections,
regular and shifted window (swin) partitioning are used alternately [88], where shifted window partitioning means
shifting the feature map by (⌊h

2 ⌋, ⌊w
2 ⌋) pixels before partitioning. In the end, the outputs of the two branches “RConv”

and “SwinT” are concatenated channel-wisely and then passed through a 1×1 convolution to produce the final residual
of the input.

Although the number of parameters of SCUNet is approximately reduced by half compared to DRUNet [145], since
the number of parameters of “SwinT” blocks is negligible in relation to “RConv” blocks, the complexity is slightly
increased, though contained. Training basically follows the instructions of DRUNet [145]. Unlike DRUNet, SCUNet
was not trained as a ”non-blind” denoiser (i.e. with an additional noise level map as input), and requires instead a
specific set of parameters for each noise level in the case of AWGN.

In summary, within a decade of research in supervised image denoising, the quality has been considerably enhanced,
but at the price of an increased number of parameters and increased execution time (see Fig. 6). Nonetheless, the very
best methods [144, 145] are now capable of recovering details barely perceptible to the human eye.
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2.3 Parameter optimization

Once the class of parameterized functions (fθ) – that is the architecture of the neural network – has been chosen, it still
remains to select the best member of this class for the task of image denoising. As explained in the previous section,
a proven heuristic consists in finding the optimal parameters θ∗ that best minimize the empirical risk (6), for want
of knowing the true risk (3). In this section, we present the technique commonly adopted to solve this optimization
problem, which is essentially based on the gradient descent algorithm.

2.3.1 Back-propagation

In most of cases, the minimization of the empirical risk (6) cannot be performed analytically for the reason that the
chosen class of parameterized functions is in general very complex. Indeed, the resulting optimization problem (5)
is usually highly non-convex and the only fast and efficient algorithms that remain at our disposal to solve it are
first-order gradient-based optimization algorithms. Calculating the gradient ∇θRemp(fθ) then becomes essential.

The practical computation of the gradient of any weakly differentiable function at a given point θ has recently been
considerably facilitated by the advent of modern machine learning libraries such as Pytorch [106]. Indeed, these novel
frameworks are equipped with an automatic differentiation engine that powers the computation of partial derivatives.
Automatic differentiation exploits the fact that the computation of a scalar value (e.g., the empirical risk 6) executes
a sequence of elementary arithmetic operations (addition, multiplication, etc) and elementary functions (exp, square,
etc). By keeping a record of data and all executed operations, partial derivatives can be computed automatically,
accurately to working precision, by applying the chain rule repeatedly to these operations.

2.3.2 Stochastic gradient descent

Provided with the gradient of the empirical risk with respect to the parameters ∇θRemp(fθ), the most basic first-
order gradient-based optimization algorithm to solve (5) is the gradient descent algorithm. However, it is in practice
computationally very expensive, especially for large training sets. An alternative method for more frequent updating
is the stochastic gradient descent (SGD) [113]. Its principle is simple: an approximation of the gradient is computed
using a different random subset (mini-batch) of the entire training set at each step. With the same notations as (6),
Remp(fθ) can be approximated by:

RB
emp(fθ) =

1

|B|
∑
s∈B

∥fθ(ys)− xs∥ , (17)

where B denotes a random subset of {1, . . . , S}, so that ∇θRB
emp(fθ) ≈ ∇θRemp(fθ). Then, ∇θRB

emp(fθ) can be
viewed as a noisy version of the true gradient ∇θRemp(fθ). Note that, computing the gradient over a single pair of
clean/noisy images (xs, ys), can still be computationally expensive when dealing with high resolution images. This is
why, RB

emp(fθ) is usually further approximated by replacing the image pairs (xs, ys) in (17) by pairs of small image
patches, typically of size 128 × 128, randomly cropped from the same images. The procedure is summarized in
Algorithm 1.

Algorithm 1 Stochastic Gradient Descent (SGD) algorithm
Require: Initial parameters θ0, learning rate α, batch size b, number of iterations T .
Ensure: Updated parameters θT

for t = 1, . . . , T do
Select a random subset B ⊂ {1, . . . , S} of size b.
Compute gradient at point θt−1: gt ← ∇θRB

emp(fθt−1).
Update parameters: θt ← θt−1 − αgt.

end for

2.3.3 Adam optimization algorithm

Adam [69] (Adaptive Moment Estimation) is a popular extension of the stochastic gradient descent algorithm [113],
widely used in the field of image denoising [146, 145, 144, 148, 107, 84] for its computational efficiency and little
memory requirements. Adam combines the concepts of adaptive learning rates and momentum to provide faster
convergence compared to traditional gradient descent methods, while making it less sensitive to the choice of initial
learning rate. To do so, the algorithm keeps track of statistics of the first and second moment vectors, that is the
gradient and its per-element square, via an exponentially decaying average. The first order moment incorporates
the momentum and helps in maintaining the direction of the gradients, while the second order moment captures the
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magnitudes of the gradients for better adjusting the learning rates. The algorithm 2 provides an update rule similar to
SGD [113].

Algorithm 2 Adam algorithm
Require: Initial parameters θ0, learning rate α, batch size b, number of iterations T , running average parameters (β1, β2) =

(0.9, 0.999), additional term for numerical stability ε = 10−8.
Ensure: Updated parameters θT

Initialize first and second moment vectors: m0 ← 0 and v0 ← 0.
for t = 1, . . . , T do

Select a random subset B ⊂ {1, . . . , S} of size b.
Compute gradient at point θt−1: gt ← ∇θRB

emp(fθt−1).
Update running averages: mt ← β1mt−1 + (1− β1)gt and vt ← β2vt−1 + (1− β2)g

⊙2
t .

Compute bias-corrected moments: m̂t ← mt/(1− βt
1) and v̂t ← vt/(1− βt

2).
Update parameters: θt ← θt−1 − αm̂t/(

√
v̂t + ε)

end for

Unfortunately, the best neural network architecture for image denoising, combined with the best optimization proce-
dure, is powerless if high-quality clean/noisy image pairs are lacking for learning in some respects. A recent line of
research tries to relax the need for clean images by adopting a so-called weakly supervised learning approach.

2.4 Weakly supervised learning

In numerous contexts, the availability of sufficiently many noise-free images is not guaranteed and supervised learning
cannot be applied effectively. To circumvent this problem, attempts have been made recently to adapt empirical risk
minimization (6) with neural networks without ground truth. Note that, in the following, we make the arbitrary
distinction between a supervised approach – for which the training set consists in a subset of X × Y , designating all
possible pairs of clean/noisy images, whether it is physically acquired or synthetically generated (approximated) – and
a weakly supervised approach, for which the training set present solely representative images from Y .

2.4.1 Learning from noisy image pairs

A pioneer work in this spirit is Noise2Noise [77] that assumes that, for the same underlying ground truth image xs, two
independent noisy observations ys and ȳs are available. It was observed that replacing the clean/noisy pairs (xs, ys)
by the noisy/noisy ones (ȳs, ys) in the empirical quadratic risk (6) enables comparable performance to be achieved
without the need for ground truths, provided that the noise is zero-mean.

A typical use case is for example fluorescence microscopy where biological cells can be fixed using a fixative agent
which causes cell death, while maintaining cellular structure. By taking two successive shots of the same scene, as-
suming that the noise realizations are independent between them and zero-mean, it is possible to constitute a dataset
composed of noisy/noisy pairs (ȳs, ys) to train a neural network fθ. Once optimized for specifically denoising fluores-
cence microscopy images, the network can be deployed in a complete image processing pipeline, where noisy image
pairs are no longer required (in particular, cells no longer need to be fixed).

Formally, let fθ be a parameterized function, x following the distribution of natural images, and y and ȳ two inde-
pendent random vectors following the same noise distribution from x (for instance y ∼ N (x, σ2In) or y ∼ P(x)).
Assuming that Ey|x(y) = Eȳ|x(ȳ) = x, we have, by developing the squared ℓ2 norm:

∥fθ(y)−ȳ∥22 = ∥(fθ(y)−x)− (ȳ−x)∥22
= ∥fθ(y)−x∥22 + ∥ȳ−x∥22−2⟨fθ(y)−x, ȳ−x⟩.

Therefore, by taking the expected value over x, y and ȳ:

N2N(fθ) := Ey,ȳ∥fθ(y)− ȳ∥22
= Ex,y∥fθ(y)− x∥22 + Ex,ȳ∥ȳ − x∥22

− 2Ex(Ey,ȳ|x⟨fθ(y)− x, ȳ − x⟩)
= R(fθ) + const ,

(18)

where R(fθ) := Ex,y∥fθ(y) − x∥22 is the quadratic risk already defined in (3). Note that the expected value of the
dot product cancels out since the components of y and ȳ are independent, and the noise is assumed to be zero-mean.
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In the end, minimizing the risk R(fθ) amounts to minimizing the surrogate N2N(fθ) insofar as they differ by a con-
stant value. The advantage of using N2N(fθ) is that this expression depends only on the observations (y, ȳ) and
does not involve the clean images x anymore. Consequently, minimizing the Noise2Noise loss is formally equiva-
lent to minimizing the usual supervised quadratic risk. For a given neural network fθ, assuming ideal optimization,
the Noise2Noise approach leads to the exact same weights θ∗ as the supervised approach and so yields exact same
performances even if it is trained without ground truth.

However, the above reasoning assumes that an infinite amount of noisy training data is provided. In practice, for want
of knowing the true risk (3), the empirical risk (6) is minimized instead, and the equality (18) does not hold for finite
samples. Indeed, the average of dot product in (18) is as close to zero as the number of noisy data increases. Conse-
quently, the performance of Noise2Noise drops when the amount of training data is reduced, limiting its capability in
practical scenarios. In order to get the best out of Noise2Noise potential with limited noisy data, A. F. Calvarons [18]
recently proposed to exploit the duplicity of information in the noisy pairs to generate some sort of data augmentation.

2.4.2 Learning from single noisy images

In certain denoising tasks, however, the acquisition of two or more noisy copies per image can be very expensive
or impractical, in particular in medical imaging where patients are moving during the acquisition, or in videos with
moving objects, etc. An even more remarkable line of research focuses on the possibility to train neural networks on
datasets composed only of single noisy observations ys.

SURE Assuming an additive white Gaussian noise model of variance σ2, a classical result from estimation theory –
Stein’s unbiased risk estimate (SURE) [129] – was investigated for training neural networks on datasets composed only
of single noisy observations (ys) [125]. Formally, let x follow the distribution of natural images and y ∼ N (x, σ2In).
According to [129], we have:

SURE(fθ) :=Ey∥fθ(y)− y∥22 + 2σ2 div(fθ)(y)− nσ2

= Ex,y∥fθ(y)− x∥22 = R(fθ) ,
(19)

where n is the dimension of images y (i.e. number of pixels). The advantage of using SURE is that the risk is expressed
in such a way that it depends only on the observations y. Nevertheless, the SURE loss requires the computation of
the divergence of fθ at points y which is cumbersome. To overcome this difficulty, the use of a fast Monte-Carlo
approximation to compute the divergence term defined in [112] is leveraged in [125]:

div(fθ)(y) ≈ ε⊤
fθ(y + hε)− fθ(y)

h
, (20)

where ε is one single realization of the standard normal distribution N (0, In) and h is a fixed small positive value.

As in the case of the N2N loss (18), minimizing the SURE loss is strictly equivalent to minimizing the usual supervised
quadratic risk only if an infinite amount of training data is provided, which in practice does not happen. Indeed, the
equality (19) does not hold for finite samples for similar reasons. For a sufficiently large number of data samples
however, it is possible to obtain performances close to those of networks trained with ground truths.

Blind-spot networks A radical way to get rid of the divergence term is to force fθ to be divergence-free, i.e
div(fθ)(y) = 0 for all y. To that end, Noise2Self [6] introduces the concept of J -invariance. Namely, a function
fθ is said to be J -invariant if for each subset of pixels J ∈ J , the pixel values of fθ(y) at J are computed such that
they do not depend on the values of y at J . Note that such functions are in particular divergence-free since ∂fi

θ

∂yi
(y) = 0

for all y, where f iθ denotes the ith component of fθ. In the literature, divergence-free networks are more often referred
to as blind-spot networks [70], as they are constrained to estimate the pixel value based on the neighboring pixels only.

Contrary to SURE loss which is limited to additive white Gaussian noise, blind-spot networks can be leveraged in a
more general context. Indeed, provided that the noise is independent between pixels and is zero-mean, the minimizer
the so-called self-supervised loss N2S(fθ) := Ey∥fθ(y) − y∥22 is exactly the minimizer of the quadratic risk (3)
[6]. Formally, let x follow the distribution of natural images and let y follow a noise distribution from x which is
independent between pixels (for example y ∼ N (x, σ2In) or y ∼ P(x)). Assuming that Ey|x(y) = x, we have, by
developing the squared ℓ2 norm:

∥fθ(y)−y∥22 = ∥fθ(y)−x∥22 + ∥y−x∥22 − 2⟨fθ(y)−x, y−x⟩ .
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Therefore, by taking the expected value over x and y:

N2S(fθ) := Ey∥fθ(y)− y∥22
= Ex,y∥fθ(y)− x∥22 + Ex,y∥y − x∥22

− 2Ex(Ey|x⟨fθ(y)− x, y − x⟩)
= R(fθ) + const ,

(21)

where R(fθ) := Ex,y∥fθ(y) − x∥22 is the quadratic risk already defined in (3). Note that the expected value of the
dot product cancels out since fθ is blind-spot, the components of y are independent between pixels, and the noise is
assumed to be zero-mean. Therefore, minimizing the risk R(fθ) amounts to minimizing the surrogate N2S(fθ) insofar
as they differ by a constant value. An ingenious example of a divergence-free network is proposed by Noise2Kernel
[76] that exploits donut kernels for the first layer and dilated convolutional kernels for the next layers. Finally, note that
Noise2Void [70] proposed before Noise2Self [6] the idea of using the self-supervised loss with a blind-spot network,
although the theoretical justification provided was not as strong as that of [6].

Nevertheless, the performance of divergence-free functions is considerably limited by the constraint of not voluntarily
using the information of key pixels. Indeed, except from the parts of the signal that are easily predictable (for example
uniform regions), counting exclusively on the information provided by the neighborhood to denoise the pixels is an
inefficient strategy. Think for example of the extreme case of a uniform black image with a single white pixel on its
center. With a blind-spot network, the central white pixel will be lost and wrongly replaced by a black one.

Probabilistic blind-spot networks To improve the performance of blind-spot networks, several authors [71, 72,
110] propose to refine the predictions during inference when the noise model is known. For this purpose, they adopt
a Bayesian point of view, different from the risk minimization point of view (3), used until now. Following this
paradigm, a network fθ is trained so that, given exclusively the noisy surroundings Ωy of a noisy pixel y (the central
noisy pixel y is excluded), it outputs a (parameterized) probability distribution pθ(x|Ωy) of the central clean pixel.
In other words, fθ is such that fθ(Ωy) predicts a learned prior probability distribution of the expected central clean
value, instead of just predicting a value without taking uncertainty into account, as in the risk minimization paradigm.
Equipped with such a function fθ, Bayes’ rule can be applied to update the prior with new information of the noisy
central pixel y, provided that the noise model is known, to obtain the posterior distribution:

p(x|y,Ωy)︸ ︷︷ ︸
posterior

∝ p(y|x,Ωy)︸ ︷︷ ︸
likelihood

p(x|Ωy)︸ ︷︷ ︸
prior

≈ p(y|x)︸ ︷︷ ︸
noise
model

pθ(x|Ωy)︸ ︷︷ ︸
learned
prior

. (22)

From the posterior, the Minimum Mean Squared Error (MMSE) estimate (i.e. the conditional expectation) or the
Maximum A Posteriori (MAP) is produced, which can be considered as an improved version of the prediction given
by Noise2Self [6], since it is refined with the information of the central pixel. Note that the adopted Bayesian point of
view enables to efficiently combine the knowledge learned on an external dataset composed of noisy images and the
information of the input noisy image, which would not have been possible with a risk minimization paradigm.

The remaining questions are now how to construct fθ and how to train it. First of all, an arbitrary parametric model for
the prior pθ(x|Ωy) needs to be chosen. In [71], fθ is built in such a way that fθ(Ωy) outputs a vector of the size of the
number of different intensities of the image (a 256-dimensional vector when images are coded on 8 bits for example)
where all entries are non-negative and sum to one, interpreted as the histogram of a discrete probability distribution.
In [72], fθ(Ωy) is constrained to follow a Gaussian model and so the output simply consists in a two-dimensional
vector, encoding the mean fθ(Ωy)1 and standard deviation fθ(Ωy)2 of a Gaussian distribution. As for training, they
both use the method of Maximum Likelihood Estimation (MLE). For a data sample {ys}s∈{1,...,S} of S noisy central
pixels surrounded by neighborhoods {Ωys

}s∈{1,...,S}, the log-likelihood function reads (using the formula of total
probability):

lnL(θ; {ys}) =
S∑

s=1

ln

∫ +∞

−∞
p(ys|x)pθ(x|Ωys

)︸ ︷︷ ︸
pθ(ys|Ωys )

dx. (23)

In the case of an additive white Gaussian noise model of variance σ2 and when fθ(Ωy) is constrained to output a
Gaussian model [72], we have: p(ys|x) = N (ys;x, σ

2) and pθ(x|Ωys) = N (x; fθ(Ωys)1, fθ(Ωys)
2
2). It follows that

pθ(ys|Ωys
) =

∫ +∞

−∞
p(ys|x)pθ(x|Ωys

)dx

= N (ys; fθ(Ωys)1, σ
2 + fθ(Ωys)

2
2) .

(24)
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Finally, the solution θ∗ ∈ argmaxθ lnL(θ; {ys}) is as follows:

θ∗=argmin
θ

S∑
s=1

ln(σ2+fθ(Ωys
)22) +

(ys−fθ(Ωys)1)
2

σ2+fθ(Ωys
)22

, (25)

which is solved using Adam algorithm [69].

Experiments on artificially noisy images [72] but also on real-world noisy images [71] tend to show that weakly
supervised probabilistic approaches are almost on par with their supervised counterparts.

Noisier2Noise An ingenious way of dispensing with the probabilistic approach, while making full use of the central
pixel, was proposed by Noisier2Noise [103] and Recorrupted-to-Recorrupted [105]. Their approach is based on adding
more noise to single noisy images in the dataset, although this may seem counter-intuitive. The idea of Noisier2Noise
[103] is to train a network fθ that maps the original noisy images y from noisier versions z synthetically generated
by adding extra noise. The authors argue that, with this strategy, the network is encouraged to predict E(y|z); and
E(x|z) can be estimated thereafter during the inference step via a linear combination of E(y|z) ≈ fθ∗(z) and z. For
example, in the most simple case where y = x + ε with ε ∼ N (0, σ2In) and z = y + ε′ with ε′ ∼ N (0, σ2In) with
ε′ independent from ε , we have, by linearity of expectation and by noticing that E(ε|z) = E(ε′|z):

2E(y|z) = E(x|z) + (E(x|z) + E(ε|z) + E(ε′|z))
= E(x|z) + E(z|z) = E(x|z) + z ,

hence E(x|z) = 2E(y|z)−z. Therefore, at inference, for a noisy observation y, the denoised image is finally estimated
by 2fθ∗(y + ε′)− (y + ε′) where ε′ is a realization of N (0, σ2In).

More recently, still in the setting of additive white Gaussian noise (AWGN) of variance σ2, i.e. y ∼ N (x, σ2In),
Recorrupted-to-recorrupted [105] showed that it is possible, from a noisy image y, to construct an artificial pair of
independent noisier images (z, z̄), centered in x, that can be exploited to train a neural network, just like in [77] (see
equation (18)). In the end, a Noise2Noise-like equality holds:

R2R(fθ) := Ez,z̄∥fθ(z)− z̄∥22 = Ex,z∥fθ(z)− x∥22 + const , (26)

where Ex,z∥fθ(z) − x∥22 is a “noisier” risk close to the target risk R(fθ) defined in (3). Minimizing the R2R loss is
then equivalent to minimizing the “noisier” risk. To denoise an input noisy image y at inference, it is first renoised
according to the recorruption model z to get the final estimate fθ∗(z). Provided that the artificial z is not much noisier
than y, this strategy achieves performances close to those of networks trained with ground truths.

Interestingly, among the different possible recorruption models, there is the straightforward setting z = y + αε and
z̄ = y − ε/α, with ε ∼ N (0, σ2In) and α ∈ R∗. According to the property of affine transformation of Gaussian
vectors, we have: (

z
z̄

)
∼ N

((
x
x

)
,

(
(1 + α2)σ2In0 0n×n

0n×n (1 + 1/α2)σ2In

))
, (27)

meaning that z and z̄ are independent from each other. In practice, α = 0.5 is recommended for training to balance
the noise of z and z̄ [105].

Noise2Score Finally, another original and versatile method for learning without ground truths was proposed by
Noise2Score [68]. In this novel approach, the conditional mean of the posterior distribution E(x|y) (posterior ex-
pectation of x given noisy observation y) is calculated leveraging a classical result from Bayesian statistics, namely
Tweedie’s formula [37], which involves the so-called score function. Formally, assuming that the likelihood p(y|x)
can written under the form p(y|x) = a(x)b(y) exp(x⊤T (y)) with a : Rn 7→ R, b : Rn 7→ R and T : Rn 7→ Rn

(subset of the exponential family which covers a large class of important distributions such as the Gaussian, binomial,
multinomial, Poisson, gamma, and beta distributions, as well as many others), then the following equality holds:

JT (y)
⊤E(x|y) = ∇y ln(p(y))−∇y ln(b(y)) , (28)

where JT denotes the Jacobian matrix of function T . In particular, when T has the simple form T (y) = cy, with
c ∈ R∗, JT (y)⊤ = cIn and finally the conditional mean of the posterior distribution is:

E(x|y) = (∇y ln(p(y))−∇y ln(b(y))) /c , (29)

where ∇y ln(p(y)) is referred to as the score (gradient of the marginal distribution of y).
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As it stands, the formula (29) is purely theoretical since the distribution of natural noisy images p(y) is at least as
difficult to know as the distribution of natural images p(x). However, capitalizing on the recent finding that the score
function can be stably estimated from the noisy images [83], Noise2Score [68] suggests to use a residual denoising
autoencoder fθ for approximating the score:

∇y ln(p(y)) ≈ fθ∗(y),

θ∗ ∈ argmin E
y∼p(y),ε∼N (0,1)

α∼N (0,δ2)

∥fθ(y + αε) + ε/α∥22 (30)

with δ → 0 (note the similarity with Recorrupted-to-recorrupted [105] for recorrupted images y+αε). The advantage
of Noise2Score [68] is that, provided that the noise model belongs to the exponential family distribution, the problem
comes down to estimating the score function always approximated by the same universal training (30).

In the case of an additive white Gaussian noise model of variance σ2, we have:

p(y|x) = a(x)b(y) exp(x⊤T (y)) , (31)

with a(x) =
(
σ
√
2π

)−n
exp

(
− 1

2σ2 ∥x∥22
)
, b(y) = exp

(
− 1

2σ2 ∥y∥22
)

and T (y) = y/σ2. As ∇y ln(b(y)) = −y/σ2,
Tweedie’s formula then reads:

E(x|y) = y + σ2∇y ln(p(y)) ≈ y + σ2fθ∗(y) . (32)

2.5 Discussion and conclusion

In spite of their great theoretical interest, weakly supervised approaches for image denoising, which are designed
to learn without ground truths, are unfortunately of limited practical value. Indeed, if collecting a dataset of noisy
image pairs is assumed to be possible as in Noise2Noise [77], why not collect several n-tuples of noisy images instead
which, once averaged, would constitute ground truth images for use in a supervised framework (approach retained for
the datasets of [110] for example). As for learning from datasets of single noisy images, the proposed approaches are
either disappointing in terms of performance [6, 70] due to strong architectural constraints, or, require the noise model
to be known [125, 71, 72, 103, 105, 68] in order to achieve performance comparable to that of supervised models. As a
consequence, weakly supervised learning is far from being the preferred strategy for tackling challenging benchmarks
such as the Darmstadt Noise Dataset [108] where only single real-world noisy images are available, for which the
real noise can only be roughly approximated mathematically by a mixed Poisson-Gaussian model. Instead, the best-
performing methods [11, 143, 17, 144] simulate a large amount of realistic noisy images from clean ones by carefully
considering the noise properties of image sensors, on which any denoising neural network can be trained on. The
same observation can be made in fluorescence microscopy, where the most popular denoising neural network [137]
was trained in a supervised way, whether on physically acquired or synthetic training data.

3 Unsupervised denoising methods

Both supervised and weakly supervised learning strategies are extremely dependent on data quality (although they
do not rely on the same type of image pairs), which is a well-established weakness. In some situations, it may be
challenging to gather a large enough dataset for learning. Only unsupervised methods - in which only the noisy input
image is used for training - are operationally available. Historically, these methods were studied before their super-
vised counterparts, partly due to the computational limitations of the time that made resource-intensive supervised
learning unthinkable. In this chapter, we present a non-exhaustive list of well-known unsupervised algorithms, classi-
fied according to four different main principles. As we shall see, the best unsupervised denoisers share key elements,
in particular the property of self-similarity observed in images, whatever their category.

3.1 Weighted averaging methods

The most basic unsupervised methods for image denoising are without a doubt the smoothing filters, among which
we can mention the averaging filter or the Gaussian filter for the linear filters and the median filter for the nonlinear
ones. Interestingly, the linear smoothing filters can actually be viewed formally as elementary convolutional neural
networks fΘ(y) = y ⊗ Θ already defined in Section II with no bias, no hidden layer and no activation function, and
with unique convolutional kernel Θ. In contrast to supervised CNNs, the kernel is non-trainable. Note that symmetric
padding is applied on the noisy image y beforehand to ensure size preservation.

In practice, the smoothing filters act by replacing each intensity value of noisy pixels with a convex combination of
those of its neighboring noisy pixels. Denoising is made possible, at the cost of edge blur, by reducing the variation
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in intensity between neighboring pixels. Although these filters are extremely rudimentary, they are sometimes used as
pre-processing steps in some popular algorithms where performance is not at stake such as the Canny edge detector
[19] due to their unbeatable speed. Building on the idea of convex combinations of noisy pixels, numerous extensions
were proposed by better adapting to the local structure of the images [131, 13, 61, 122, 101, 121]. In what follows, we
review three major unsupervised denoisers [131, 13, 61] processing images via convex combinations of noisy pixels.

Formally, we denote by y a vectorized noisy image patch of size n whose central pixel is yc (the value of index c is
⌈n/2⌉). Each method of this subsection implements a denoising function of the form fθ(y) = y⊤θ aimed at estimating
the noise-free central pixel xc, and where the weights θ ∈ Rn are patch-dependent and are such that 1⊤

n θ = 1 and
θ ⪰ 0.

as the bilateral filter [131] that evaluates the intensity similarity between two neighboring pixels, the seminal work
from A. Buades et al. [13] adopts a more robust approach by exploiting the similarity of patches instead. For each
pixel, an average of the neighboring noisy pixels, weighted by the degree of similarity of patches they belong to, is
leveraged for edge-preserving denoising. The convex weights of the N(on)-L(ocal) Means can be defined as:

θi = Ks
iK

r(∥p(yi)− p(yc)∥)/
n∑

j=1

Ks
jK

r(∥p(yj)− p(yc)∥) (33)

where p(yi) represents the vectorized patch centered at yi (whose size can be different from the size of the image
patch y), and where Ks ∈ Rn

+ is a spatial kernel used to give more weight to pixels closer to the central pixel and
Kr : u 7→ exp(−u2/h2), where h is the range smoothing hyperparameter. As h increases, Kr approaches the
constant function and the filter has a behavior close to a Gaussian smoothing filter. On the contrary, as h decreases,
Kr reinforces the weighting of pixels with high patch similarity and the resulting filter becomes nonlinear and more
edge-preserving.

The resulting N(on)-L(ocal) Means [13] algorithm has had a tremendous influence on the denoising field and above
for the reason that it is capable of effectively process redundant information in images with the help of patches. The
central idea is that, in a natural image, a patch rarely appears alone and that almost perfect copies can be found in
its surroundings [150]. NL Means has paved the way for a brand new class of denoising algorithms that exploits the
self-similarity assumption [30, 67, 73, 48, 93, 33, 34, 58, 65, 31]. Nevertheless, determining the optimal weights θ
of convex combinations for image denoising still remained an open question, although patch self-similarity appears
to be a key element for obtaining competitive results. In [61], Jin et al. addressed this question starting from [13, 65,
66]. They achieved state-of-the-art performances among methods restricted to convex combinations of pixels via the
establishment of an upper bound for the optimal weights θ. Adopting a risk minimization approach and constraining
the weights θ to encode a convex combination of pixels, the optimal weights in the case of Gaussian noise (i.e.,
y ∼ N (x, σ2In)) and in the ℓ2 sense, are:

θ∗ = arg min
θ∈Rn

R(fθ) s.t. 1⊤
n θ = 1 and θ ⪰ 0 , (34)

where R(fθ) := Ey((fθ(y)− xc)
2) is the quadratic risk. By leveraging a bias–variance decomposition, the statistical

risk R(fθ) = (Ey(fθ(y)− xc))
2
+ Vy(fθ(y) − xc), under convex constraints, has a closed-form expression which

can be upper bounded using the triangle inequality:

R(fθ) ≤ fθ(|x− xc|)2 + σ2∥θ∥22 = θ⊤Qθ , (35)

where the subtraction applies element-wise andQ := |x−xc||x−xc|⊤+σ2In is a symmetric positive definite matrix.
Finally, OWF [61] proposes to approximate the optimal weights θ∗ defined in (34) by the ones minimizing the upper
bound (35) under convex constraints. This amounts to solving a quadratic program and the resulting weights have a
closed-form expression [61].

3.2 Sparsity methods

Sparsity methods have emerged as powerful tools for image denoising, offering effective ways to restore images
corrupted by noise while preserving important structural information. These methods exploit the inherent sparsity of
natural images, which implies that most image patches can be efficiently represented by a small number of non-zero
coefficients in a suitable transform domain.

3.2.1 Sparsity in a fixed basis

Sparsity of patches in a fixed basis refers to the property that most image patches can be efficiently represented using
only a small number of non-zero coefficients in a predetermined basis. A basis is a set of linearly independent vectors,
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or patches, that spans the entire signal space. It should be distinguished from the term dictionary, for which the vectors
are not necessarily linearly independent.

Formally, we denote by x ∈ Rn a vectorized clean natural image patch of size n. According to the sparsity assumption,
there exists a fixed basis of vectors {bi}i∈{1,...,n}, where bi ∈ Rn, such that each clean patch x of a noise-free image
can be exactly represented by a linear combination involving only a few basis vectors. Adopting the matrix notation
where B ∈ Rn×n is the matrix formed by stacking the basis vectors {bi}i∈{1,...,n} along columns, the sparsity
assumption reads:

∀x ∈ Rn, x is a natural patch ⇔ ∥B−1x∥0 ≤ t0 , (36)

where ∥ ·∥0 is the ℓ0 pseudo norm counting the non-zero elements of a vector, t0 ≤ n is an hyperparameter controlling
the sparsity and the entries of vector B−1x are the unique coefficients of the linear combination which generate patch
x in basis B.

A general strategy for denoising a noisy patch y under the sparsity paradigm is then to find its closest sparse represen-
tation. The resulting optimization problem is as follows:

arg min
x∈Rn

∥y − x∥ s.t. ∥B−1x∥0 ≤ t0 , (37)

which is equivalent, thanks to the change of variable x = Bθ, to:

arg min
θ∈Rn

∥y −Bθ∥ s.t. ∥θ∥0 ≤ t0 . (38)

Note that denoising under the sparsity assumption involves several poorly defined quantities, namely the number of
non-zero coefficients t0 for being considered sparse, the norm ∥ · ∥ to choose for assessing the patch proximity and
especially the fixed basisB. Common choices for the basisB include the discrete cosine transform (DCT) or wavelets
[140, 27, 91] as discussed below.

Finally, note that solving (38) exactly in the general case where B is a dictionary can be done in a finite amount of
computation but this is a NP-hard problem. The algorithms designed to find an approximate solution of (38) are called
pursuit algorithms and include basis pursuit, FOCUSS, or matching pursuit methods [23, 47, 95].

TV denoising Total variation (TV) denoising [118] is finally one of the most famous image denoising algorithm,
appreciated for its edge-preserving properties. In its original form [118], a TV denoiser is defined as a function
f : Rn × R+

∗ 7→ Rn that solves the following equality-constrained problem:

fTV(y, σ) = argmin
x∈Rn

∥x∥TV s.t. ∥y − x∥22 = nσ2 (39)

where ∥x∥TV := ∥∇x∥2 is the total variation of x ∈ Rn.

DCT and DWT denoiser The discrete cosine transform (DCT) algorithm [140] is a simple and efficient sparsity-
based method for image denoising. The DCT is closely related to the discrete Fourier transform, but involves only
real numbers. This basis yields several pleasant mathematical properties; in particular it is orthogonal, meaning that
B−1 = B⊤, and there exists a fast algorithm [24] for computing the decomposition of any vector in this basis,
just like the FFT algorithm (Fast Fourier Transform). Secondly, the DCT basis is experimentally near optimal to
approximate natural patches in the sense that it ensures maximum energy compression of data in the first components.
In order quickly approach the solution of the sparsity optimization problem (38), a simple procedure [140] consists in
computing the DCT of the noisy patch, that is B−1y, and setting to zero all small coefficients (below 3σ in absolute
value for Gaussian noise). At the end, all denoised patches are repositioned at their initial locations and averaged to
produce the final denoised image. The discrete wavelet transform (DWT) is another example of set of orthogonal bases
B that has been successfully utilized for image denoising [27, 91, 109, 20]. Contrary to the DCT, these bases are itself
sparse, in the sense that a majority of coefficients of the basis vectors are zero. This property makes decomposition
calculations particularly fast. Interestingly, the DWT has the ability to decompose an image into different frequency
subbands at different scales. The high-frequency subbands capture the local details and fine structures, while the low-
frequency subbands represent the global structures and smooth regions. The Bayesian denoising method BLS-GSM
[109] achieved state-of-the-art performance at the time by carefully adapting noise processing to each scale.

BM3D BM3D (Block Matching 3D) [30] is a powerful and widely acclaimed algorithm that has achieved remarkable
success in image denoising. BM3D considerably improves the performance of pure sparsity methods such as [140,
27, 91] by adding another key element, namely the grouping technique, exploiting the redundancy present in natural
images. Figure 7 illustrates this popular technique in image denoising [30, 73, 48, 93, 33, 34, 58]. It basically consists

17



<latexit sha1_base64="8yMD1KIiPtSpeBudGQmJ+y26TT0=">AAAEz3iclVNNb9NAEJ0UAyV8tXDkYpEicYqcCgHHCi4cEGqlpi0KEbKdbVnV9lredVsrCuLKmSv8L/gH8C94M9kAoUoKtmzPvpn3vPN2NykzbV0UfWutXAouX7m6eq19/cbNW7fX1u/sWVNXqeqnJjPVQRJblelC9Z12mTooKxXnSab2k+PnnN8/UZXVpth1TamGeXxU6EOdxg7Q61dG2ybcaDbernWibiRXeD7o+aBD/to2662v9IZGZCilmnJSVJBDnFFMFveAehRRCWxIY2AVIi15RRNqg1ujSqEiBnqM9xFGA48WGLOmFXaKv2R4KjBDegCOQV2FmP8WSr4WZUYXaY9Fk+fW4Jt4rRyoo3dAL+LNKv+dZ1GRS+8NntF/MEdAD9EVezrPWuacA+epOKbBLAVhL1OvUcsasE/hHx46KJTAOB4hXyFOhTlb1VA4VpzmbmLJf5dKRnmc+tqafiztjN9GlJ348ru7Cjme92JuITtIeS8qjM6W7KWx+MUrbX7VFcBPBVeyn1hrQC/Fs2n1BNHuXH6CCus90bImw4VaY3Eqlxkyb6rJ6tuoMOK6hcpMiWe1bN9liIx0OpvdRdWl5Gp/Mg2+yv+ljTPe+/tEnw/2Nru9x91HO5udrWf+tK/SPbpPD3Gin9AWvUAvfWjn9Ik+05dgJzgN3gcfpqUrLc+5S3NX8PEnHr/34w==</latexit>

Noisy y <latexit sha1_base64="GTZijsgkwK6DKlpq8xLkiNo80Ns=">AAAE2niclVNNb9NAEJ0UAyV8peXIxSJF4hQ5VQUcK+DAgUORmrZSElW2s21Xtb3W7hoSWblwQ1w5c4WfBP8A/gVvJxsgVEnBlu3ZN/Oed97uJmUmjY2ib421K8HVa9fXbzRv3rp9525rY/PAqEqnopeqTOmjJDYik4XoWWkzcVRqEedJJg6T8+cuf/hGaCNVsW8npRjm8WkhT2QaW0DHrc0XolDSiFG4NTiLbT2ebh232lEn4iu8GHR90CZ/7amNxlca0IgUpVRRToIKsogzisng7lOXIiqBDakGphFJzguaUhPcClUCFTHQc7xPMep7tMDYaRpmp/hLhkeDGdJDcBTqNGL3t5DzFSs7dJl2zZpubhN8E6+VA7V0BvQy3rzy33kGFTn3PsEz+g/mCOgJunKeLrJWOWfBecqOSTBLRpyXqdeoeA2cT+EfHloolMBcPEJeI06ZOV/VkDmGnXbdxJz/zpUOdePU11b0Y2Vn7q1Y2bIvv7vTyLl5L+cWvIOE90JjNF6xl2r2y620+lVXAH/LuOD95LT69Io9m1VPEe0v5KeoMN4TyWsyXKpVs1M5z9DxZppOfQ8Vil03UJkruVmt2ncZIsWdzmd3WXXJucqfTIWv8H9p4ox3/z7RF4OD7U73cWfn9XZ795k/7et0nx7QI5zoJ7RLL9FLD9pj+kSf6UswCN4F74MPs9K1hufco4Ur+PgTkNL8Fw==</latexit>

Denoised x̂
<latexit sha1_base64="PB9Nhh37j3vFG1+QLfeUQltqkvs=">AAAEzniclVNNb9NAEJ0UQ0v4auHIxSJF4hQ5VQUcK7hw4BCkpo2URsh2tsWq7bV21ylRFHHlzBV+GPwD+Be8mWyAUCUFW7Zn38x73nm7m1R5Zl0UfWtsXAuu39jcutm8dfvO3XvbO/ePrK5NqnqpzrXpJ7FVeVaqnstcrvqVUXGR5Oo4OX/J+eOxMjbT5aGbVGpYxGdldpqlsQPU3z0Zj7Szu2+3W1E7kiu8HHR80CJ/dfVO4yud0Ig0pVRTQYpKcohzisniHlCHIqqADWkKzCDKJK9oRk1wa1QpVMRAz/E+w2jg0RJj1rTCTvGXHI8BM6TH4GjUGcT8t1DytSgzukp7Kpo8twm+idcqgDp6B/Qq3qLy33kWFYX0PsEz+g/mCOgpumJPl1nrnHPgPBfHMjArQdjL1GvUsgbsU/iHhw4KFTCOR8gbxKkwF6saCseK09xNLPnvUskoj1NfW9OPtZ3xW4uyE19+d2eQ43mv5payg5T3wmD0fs1emopfvNL6V10J/EJwJfuJtQb0WjybV88QHS7lZ6iw3pNM1mS4UmsqThUyQ+bNNVm9iwotrluoLJR4Vuv2XY5IS6eL2V1VXUmu9idT46v8X5o4452/T/Tl4Giv3Xna3n+z1zp44U/7Fj2kR/QEJ/oZHdAr9NKTk/yJPtOXoBuMg1nwYV660fCcB7R0BR9/AmtZ97o=</latexit>...

<latexit sha1_base64="PB9Nhh37j3vFG1+QLfeUQltqkvs=">AAAEzniclVNNb9NAEJ0UQ0v4auHIxSJF4hQ5VQUcK7hw4BCkpo2URsh2tsWq7bV21ylRFHHlzBV+GPwD+Be8mWyAUCUFW7Zn38x73nm7m1R5Zl0UfWtsXAuu39jcutm8dfvO3XvbO/ePrK5NqnqpzrXpJ7FVeVaqnstcrvqVUXGR5Oo4OX/J+eOxMjbT5aGbVGpYxGdldpqlsQPU3z0Zj7Szu2+3W1E7kiu8HHR80CJ/dfVO4yud0Ig0pVRTQYpKcohzisniHlCHIqqADWkKzCDKJK9oRk1wa1QpVMRAz/E+w2jg0RJj1rTCTvGXHI8BM6TH4GjUGcT8t1DytSgzukp7Kpo8twm+idcqgDp6B/Qq3qLy33kWFYX0PsEz+g/mCOgpumJPl1nrnHPgPBfHMjArQdjL1GvUsgbsU/iHhw4KFTCOR8gbxKkwF6saCseK09xNLPnvUskoj1NfW9OPtZ3xW4uyE19+d2eQ43mv5payg5T3wmD0fs1emopfvNL6V10J/EJwJfuJtQb0WjybV88QHS7lZ6iw3pNM1mS4UmsqThUyQ+bNNVm9iwotrluoLJR4Vuv2XY5IS6eL2V1VXUmu9idT46v8X5o4452/T/Tl4Giv3Xna3n+z1zp44U/7Fj2kR/QEJ/oZHdAr9NKTk/yJPtOXoBuMg1nwYV660fCcB7R0BR9/AmtZ97o=</latexit>...

<latexit sha1_base64="kpREcfXsQCoHJH84DoZSU9tGCqM=">AAAE6HiclVNNb9NAEJ0UA8V8pXDkYhEhcYqcChWOFRzgwKFITVspiSp7sw2mttfaXbeNolw5c0NcOXOF3wL/AP4FbycbIFRJwZbt2Tfznnfe7qZVnhkbx98aa5eCy1eurl8Lr9+4eet2c+POnlG1FrIrVK70QZoYmWel7NrM5vKg0jIp0lzup8fPXH7/RGqTqXLXjis5KJJRmR1lIrGADptRX8jSSp2Vo/C5VnUV9fuhPLM6Ea4gig6brbgd8xWdDzo+aJG/dtRG4yv1aUiKBNVUkKSSLOKcEjK4e9ShmCpgA5oA04gyzkuaUghujSqJigToMd4jjHoeLTF2mobZAn/J8WgwI3oAjkKdRuz+FnG+ZmWHLtOesKab2xjf1GsVQC29BnoRb1757zyDioJ7H+MZ/gdzCPQIXTlPF1mrnLPgPGHHMjArRpyXwmvUvAbOp+gPDy0UKmAuHiKvEQtmzlc1Yo5hp103Cee/c6VD3Vj42pp+rOzMvRUrW/bld3caOTfv5dySd5D0XmiMzlbspQn75VZa/aorgZ8yLnk/Oa0evWTPZtVTRLsL+SkqjPck4zUZLNWasFMFz9DxZppOfQcVil03UJkruVmt2nc5IsWdzmd3UXXFudqfTIWv9H8JccY7f5/o88HeZruz1X70arO1/dSf9nW6R/fpIU70Y9qmF+ilC+239Ik+05fgTfAueB98mJWuNTznLi1cwcefFR4Bqw==</latexit>

Group
extraction

<latexit sha1_base64="7FtQ6f27dbP33E/b+EbaKKdMBjA=">AAAE3niclVNNb9NAEJ0UAyV8tSBx4WIRIXGKnAoBxwIXDhyK1LSV0ghsZ2tWtXet3TUQhVy5Ia6cucIPgn8A/4K3kw0QqqRgy/bsm3nPO293s7qU1iXJt9bamejsufPrF9oXL12+cnVj89qe1Y3JRT/XpTYHWWpFKZXoO+lKcVAbkVZZKfaz48c+v/9KGCu12nXjWgyrtFDySOapA/R848ZhLpQTRqqi/bAojChCopN0E77ik0EvBB0K147ebH2lQxqRppwaqkiQIoe4pJQs7gH1KKEa2JAmwAwiyXlBU2qD26BKoCIFeox3gdEgoApjr2mZneMvJR4DZky3wdGoM4j932LON6zs0WXaE9b0cxvjmwWtCqijl0BP480r/51nUVFx72M8o/9gjoAeoSvv6SJrlXMOnAfsmASzZsR7mQeNhtfA+xT/4aGDQg3MxyPkDeKcmfNVjZlj2WnfTcr571zpUT/OQ21DP1Z25t+alR378rs7g5yf93Ku4h0kghcGozcr9tKE/fIrrX/VKeCvGRe8n7zWgJ6yZ7PqKaLdhfwUFTZ4InlNhku1JuxUxTP0vJmmV99BhWbXLVTmSn5Wq/ZdiUhzp/PZnVZdc64JJ1PjK8Jf2jjjvb9P9Mlgb6vbu9e9+2yrs/0onPZ1ukm36A5O9H3apifopQ/tt/SJPtOX6EX0LnoffZiVrrUC5zotXNHHn9Zd/jA=</latexit>

Aggregation

<latexit sha1_base64="rZdBkTVAF5CTy+f7jHm1bBYgpFg=">AAAEyXiclVNNb9NAEJ0UAyV8tXDkYpEicYrsqgKOFVyQ4FBE01YKEbKdbbBqe83uGhqinDhzhb8G/wD+BW8mGyBUScGW7dk385533u6mdZFbF0XfWmsXgouXLq9faV+9dv3GzY3NWwdWNyZTvUwX2hyliVVFXqmey12hjmqjkjIt1GF68oTzh++Usbmu9t24VoMyGVX5cZ4lDtDLrXjr9UYn6kZyhWeD2Acd8tee3mx9pVc0JE0ZNVSSoooc4oISsrj7FFNENbABTYAZRLnkFU2pDW6DKoWKBOgJ3iOM+h6tMGZNK+wMfynwGDBDugeORp1BzH8LJd+IMqPLtCeiyXMb45t6rRKoozdAz+PNK/+dZ1FRSu9jPMP/YA6BHqMr9nSRtco5B84jcSwHsxaEvcy8RiNrwD6Ff3jooFAD43iIvEGcCXO+qqFwrDjN3SSS/y6VjPI487UN/VjZGb+1KDvx5Xd3Bjme93JuJTtIeS8MRqcr9tJE/OKV1r/qKuDvBVeyn1irT8/Fs1n1FNH+Qn6KCus9yWVNBku1JuJUKTNk3kyT1fdQocV1C5W5Es9q1b4rEGnpdD6786pryTX+ZGp8lf9LG2c8/vtEnw0Otrvxg+7Oi+3O7mN/2tfpDt2l+zjRD2mXnqKXHrRH9Ik+05fgWfA2OA0+zErXWp5zmxau4ONPRVv1LQ==</latexit>

1

<latexit sha1_base64="vvq17NTNqJRgt4wKz4oecSyVHPc=">AAAEyXiclVNNb9NAEJ0UQ0v4auHIxSJF4hQ5lQo9VnBBgkMRTVspRMh2NsGq7TW7a2iIcuLMFf4a/AP4F7yZbIBQJQVbtmffzHveebubVHlmXRR9a6xdCi5fWd+42rx2/cbNW5tbt4+srk2quqnOtTlJYqvyrFRdl7lcnVRGxUWSq+Pk9Annj98pYzNdHrpxpfpFPCqzYZbGDtDL7eH2681W1I7kCs8HHR+0yF8HeqvxlV7RgDSlVFNBikpyiHOKyeLuUYciqoD1aQLMIMokr2hKTXBrVClUxEBP8R5h1PNoiTFrWmGn+EuOx4AZ0n1wNOoMYv5bKPlalBldpj0RTZ7bGN/EaxVAHb0BehFvXvnvPIuKQnof4xn8B3MAdIiu2NNF1irnHDh74lgGZiUIe5l6jVrWgH0K//DQQaECxvEAeYM4FeZ8VUPhWHGau4kl/10qGeVx6mtr+rGyM35rUXbiy+/uDHI87+XcUnaQ8l4YjM5W7KWJ+MUrrX/VlcDfC65kP7FWj56LZ7PqKaLDhfwUFdZ7ksma9JdqTcSpQmbIvJkmqx+gQovrFipzJZ7Vqn2XI9LS6Xx2F1VXkqv9ydT4Kv+XJs545+8TfT442ml3HrZ3X+y09h/7075Bd+kePcCJfkT79BS9dKE9ok/0mb4Ez4K3wVnwYVa61vCcO7RwBR9/Ai5w9WM=</latexit>

f

<latexit sha1_base64="i5nP1IRTV0MbtizPjkzV76zhj+k=">AAAE23iclVNNb9NAEJ0UAyV8pfTIxSJF4hQ5ISTlVsGFA4ciNW2lJKpsZ1us2F5rbQORlRM3xJUzV/hH8A/gX/BmsgFySAq2bM++mfe883Y3yOIoLzzve23rinP12vXtG/Wbt27fudvYuXec69KEahDqWJvTwM9VHKVqUERFrE4zo/wkiNVJMH3O+ZM3yuSRTo+KWabGiX+RRudR6BeAzhq7I9GojJrM90ZTP8v8vbNG02s93e91uj3Xa3lev91pc9Dpdx933TYQvppkr0O9U/tGI5qQppBKSkhRSgXimHzKcQ+pTR5lwMZUATOIIskrmlMd3BJVChU+0CneFxgNLZpizJq5sEP8JcZjwHTpITgadQYx/82VfCnKjK7TrkST5zbDN7BaCdCCXgO9jLes/HdejopEep/hmfwHcwL0HF2xp6usTc4V4OyLYxGYmSDsZWg1SlkD9sn9y8MCChkwjifIG8ShMJer6gonF6e5G1/yP6SSUR6Htraknxs747cW5UJ8+dOdQY7nvZ6byg5S1guD0bsNe6kSv3il9e+6FPhbwZXsJ9Ya0kvxbFE9R3S0kp+jIreeRLIm47ValTiVyAyZt9Bk9UNUaHE9h8pSiWe1ad/FiLR0upzdZdWZ5Ep7MjW+yv6ljjO+PMju+uC402r3Wk9edZoHz+xp36b79IAe4UT36YBeoJcBtGf0mb7QV2fsvHc+OB8XpVs1y9mllcv59As71f0n</latexit>

<latexit sha1_base64="H4XI9w3Pgz8i5u2ye7EuoZ46mkg=">AAAE6XiclVNNb9NAEJ0UAyV8pXDkYkiROEVJpUKPFVw4cCioaYuSENnONl3F9lredSGyfObMDXHlzBX+CvwD+Be8nWyAUCUFW7Zn38x73nm7G2ax1Kbd/lZbu+BdvHR5/Ur96rXrN242Nm4daFXkkehGKlb5URhoEctUdI00sTjKchEkYSwOw8kTmz88FbmWKt0300wMkmCcymMZBQbQsHF38+Vw7Pdl6veTwJyEYfmielViZGQitD+pNoeNZrvV5ss/G3Rc0CR37amN2lfq04gURVRQQoJSMohjCkjj7lGH2pQBG1AJLEckOS+oojq4BaoEKgKgE7zHGPUcmmJsNTWzI/wlxpOD6dN9cBTqcsT2bz7nC1a26DLtkjXt3Kb4hk4rAWroBOh5vHnlv/M0KhLufYpn9B/MEdBjdGU9XWStcs6As8OOSTAzRqyXkdMoeA2sT/4fHhooZMBsPEI+Rxwxc76qPnM0O227CTj/nSstaseRqy3ox8rO7FuxsmFffneXI2fnvZyb8g4Szoscozcr9lLJftmVVr/qUuCvGRe8n6xWj56xZ7PqCtH+Qr5ChXaeSF6TwVKtkp1KeIaWN9O06nuoUOy6hspcyc5q1b6LESnudD6786ozzhXuZCp8hftLHWe88/eJPhscbLU6D1vbz7eau4/daV+nO3SPHuBEP6JdeopeutB+S5/oM33xJt477733YVa6VnOc27RweR9/AnAMAfw=</latexit>

Yg 2 Rn⇥k
<latexit sha1_base64="VvlGCXDK4tU6g2WsdMy1E+zdw4A=">AAAE0XiclVNNb9NAEJ0UAyV8tXDkYpEicYqcSnwcK7hw4FBE00ZKo8pxtqlV22vtrlsiKxLiypkr/C34B/AveDPZAKFKCrZsz76Z97zzdndYZql1UfStsXYluHrt+vqN5s1bt+/c3di8t291ZRLVTXSmTW8YW5Wlheq61GWqVxoV58NMHQxPX3L+4EwZm+piz01KNcjjcZEep0nsAPW3Dk9iV/emR+Oto41W1I7kCi8GHR+0yF+7erPxlQ5pRJoSqignRQU5xBnFZHH3qUMRlcAGVAMziFLJK5pSE9wKVQoVMdBTvMcY9T1aYMyaVtgJ/pLhMWCG9AgcjTqDmP8WSr4SZUaXadeiyXOb4Dv0WjlQRydAL+PNK/+dZ1GRS+8TPKP/YI6AHqMr9nSRtco5B85zcSwFsxSEvUy8RiVrwD6Ff3jooFAC43iEvEGcCHO+qqFwrDjN3cSS/y6VjPI48bUV/VjZGb+1KDvx5Xd3Bjme93JuITtIeS8MRu9W7KVa/OKV1r/qCuDngivZT6zVp9fi2ax6imhvIT9FhfWepLImg6VatTiVywyZN9Nk9V1UaHHdQmWuxLNate8yRFo6nc/usupScpU/mRpf5f/SxBnv/H2iLwb72+3O0/aTN9utnRf+tK/TA3pIj3Gin9EOvUIvXdH+RJ/pS/A2mATvgw+z0rWG59ynhSv4+BPp9Pj8</latexit>

X̂g

<latexit sha1_base64="7Ym+kv4Nk4HxargMSFgePrdd1BU=">AAAE1HiclVNNb9NAEJ0UQ0v4auHIxSJF4hQ5lQocK7hw4FCkJq2UBuSPbVjV9lq760JkckJcOXOFXwX/AP4FbycbIFRJwZbt2Tfznnfe7iZVLo2Nom+ttUvB5SvrG1fb167fuHlrc+v2wKhap6KfqlzpoyQ2Ipel6Ftpc3FUaREXSS4Ok9OnLn94JrSRqjywk0qMinhcyhOZxhbQy2NWaLTIptvj7Vebnagb8RWeD3o+6JC/9tVW6ysdU0aKUqqpIEElWcQ5xWRwD6lHEVXARtQA04gk5wVNqQ1ujSqBihjoKd5jjIYeLTF2mobZKf6S49FghnQfHIU6jdj9LeR8zcoOXabdsKab2wTfxGsVQC29BnoRb1757zyDioJ7n+DJ/oOZAT1BV87TRdYq5yw4j9kxCWbFiPMy9Ro1r4HzKfzDQwuFCpiLM+Q14pSZ81UNmWPYaddNzPnvXOlQN059bU0/Vnbm3oqVLfvyuzuNnJv3cm7JO0h4LzRGb1fspYb9ciutftWVwN8wLng/Oa0hPWfPZtVTRAcL+SkqjPdE8pqMlmo17FTBM3S8maZT30eFYtcNVOZKblar9l2OSHGn89ldVF1xrvYnU+Er/F/aOOO9v0/0+WCw0+097O6+2OnsPfGnfYPu0j16gBP9iPboGXrpQ1vTJ/pMX4JB8C54H3yYla61POcOLVzBx5+WMPqA</latexit>g

<latexit sha1_base64="MwG40RBsI0akBKZ48myVImxJ9Zw=">AAAEy3iclVNNb9NAEJ0UQ0v4auHIxSJF4kJkV+LjWMGFA0hFatpKIUK2sw1Wba+1uy6EkCNnrvDP4B/Av+DNZAOEKinYsj37Zt7zztvdtC5y66LoW2vtQnDx0vrG5faVq9eu39jcunlgdWMy1ct0oc1RmlhV5JXqudwV6qg2KinTQh2mJ085f3iqjM11te/GtRqUyajKj/MscYB626P78fbrzU7UjeQKzwaxDzrkrz291fpKr2hImjJqqCRFFTnEBSVkcfcppohqYAOaADOIcskrmlIb3AZVChUJ0BO8Rxj1PVphzJpW2Bn+UuAxYIZ0FxyNOoOY/xZKvhFlRpdpT0ST5zbGN/VaJVBHb4Cex5tX/jvPoqKU3sd4hv/BHAI9Rlfs6SJrlXMOnMfiWA5mLQh7mXmNRtaAfQr/8NBBoQbG8RB5gzgT5nxVQ+FYcZq7SST/XSoZ5XHmaxv6sbIzfmtRduLL7+4Mcjzv5dxKdpDyXhiM3q3YSxPxi1da/6qrgL8VXMl+Yq0+PRfPZtVTRPsL+SkqrPcklzUZLNWaiFOlzJB5M01W30OFFtctVOZKPKtV+65ApKXT+ezOq64l1/iTqfFV/i9tnPH47xN9NjjY6cYPuw9e7nR2n/jTvkG36Q7dw4l+RLv0DL30oJ3TJ/pMX4IXgQ3eBx9mpWstz7lFC1fw8ScgffXW</latexit>

g � 1

<latexit sha1_base64="ge5ECdCNMC+Eaj4wMxKE1Fm7Y08=">AAAEy3iclVNNb9NAEJ0UQ0v4auHIxSJFQkKK7Ep8HCu4cACpSE1bKUTIdrbBqu21dteFEHLkzBX+GfwD+Be8mWyAUCUFW7Zn38x73nm7m9ZFbl0UfWutXQguXlrfuNy+cvXa9RubWzcPrG5MpnqZLrQ5ShOrirxSPZe7Qh3VRiVlWqjD9OQp5w9PlbG5rvbduFaDMhlV+XGeJQ5Qb3t0P95+vdmJupFc4dkg9kGH/LWnt1pf6RUNSVNGDZWkqCKHuKCELO4+xRRRDWxAE2AGUS55RVNqg9ugSqEiAXqC9wijvkcrjFnTCjvDXwo8BsyQ7oKjUWcQ899CyTeizOgy7Ylo8tzG+KZeqwTq6A3Q83jzyn/nWVSU0vsYz/A/mEOgx+iKPV1krXLOgfNYHMvBrAVhLzOv0cgasE/hHx46KNTAOB4ibxBnwpyvaigcK05zN4nkv0slozzOfG1DP1Z2xm8tyk58+d2dQY7nvZxbyQ5S3guD0bsVe2kifvFK6191FfC3givZT6zVp+fi2ax6imh/IT9FhfWe5LImg6VaE3GqlBkyb6bJ6nuo0OK6hcpciWe1at8ViLR0Op/dedW15Bp/MjW+yv+ljTMe/32izwYHO934YffBy53O7hN/2jfoNt2hezjRj2iXnqGXHrRz+kSf6UvwIrDB++DDrHSt5Tm3aOEKPv4EF7P11A==</latexit>

g + 1

<latexit sha1_base64="QB3pcnqQEmUf0JnlDfKpoaNxz2E=">AAAEyXiclVNNb9NAEJ0UAyV8teXIxSJF4hQ5lfg4VnAoEhyKaNpKaYRsZxus2l6zu4aGKCfOXOGvwT+Af8GbyQYIVVJqy/bsm3nPO293kyrPrIui742VS8HlK1dXrzWv37h56/ba+sa+1bVJVTfVuTaHSWxVnpWq6zKXq8PKqLhIcnWQnDzj/MF7ZWymyz03qlS/iIdldpylsQP0enNn881aK2pHcoVng44PWuSvXb3e+EZHNCBNKdVUkKKSHOKcYrK4e9ShiCpgfRoDM4gyySuaUBPcGlUKFTHQE7yHGPU8WmLMmlbYKf6S4zFghnQfHI06g5j/Fkq+FmVGF2mPRZPnNsI38VoFUEdvgZ7Hm1X+P8+iopDeR3gGF2AOgB6jK/Z0nrXMOQfOE3EsA7MShL1MvUYta8A+hX956KBQAeN4gLxBnApztqqhcKw4zd3Ekv8hlYzyOPW1Nf1c2hm/tSg78eVPdwY5nvdibik7SHkvDEanS/bSWPzilda/60rgHwRXsp9Yq0cvxbNp9QTR3lx+ggrrPclkTfoLtcbiVCEzZN5Uk9V3UaHFdQuVmRLPatm+yxFp6XQ2u/OqK8nV/mRqfJX/SxNnvPPviT4b7G+1O4/aD19ttbaf+tO+SnfpHj3AiX5M2/QcvXShPaTP9IW+Bi+Cd8Fp8HFautLwnDs0dwWffgGmRfVE</latexit>

G

Figure 7: Illustration of the grouping technique for image denoising.

in grouping image patches based on patch resemblance into 3D blocks, also referred to as similarity matrices, in
order to perform collaborative filtering. During the first stage of BM3D, the denoising of the independent 3D blocks
is performed by assuming a local sparse representation in a transform domain. Essentially, BM3D solves the same
optimization problem as (38) with the only difference that it involves groups of patches instead of processing each
patch separately. Among the possible bases of decomposition for processing the groups, 3D-DCT is frequently used
and the same fast procedure as [140] that consists in canceling all coefficients below a given threshold is adopted
for fast resolution. As for the second stage, Wiener filtering is leveraged for collaborative denoising. Overall, the
remarkable denoising performance of BM3D algorithm has made it a widely adopted and benchmark denoising method
in applications.

3.2.2 Sparsity on a learned dictionary

The use of a fixed basis such as the DCT or the DWT for sparsity-based image denoising has the advantage of being
both general and fast. However, it is not easy to know in advance which basis to choose for achieving the best denoising
results on a given image, although some attempts have been made in this direction [90, 8]. A more flexible approach
is to directly adapt the decomposition to the input image by unsupervised learning.

KSVD KSVD [38] is a popular unsupervised learning algorithm for creating an adaptive dictionary for sparse rep-
resentations. Formally, let Y ∈ Rn×N be the matrix gathering all the N overlapping vectorized patches of size n of a
noisy image, D ∈ Rn×d an overcomplete dictionary (a set of d ≥ n patches, also referred to as atoms, spanning the
entire signal space), and Θ ∈ Rd×N the sparse coefficients of the linear combinations. The optimization problem at
the heart of KSVD [38] is the following:

argmin
D,Θ

∥Y −DΘ∥2F s.t. ∥Θ·,j∥0 ≤ t0,∀j ∈ {1, . . . , N}, (40)

where t0 ≤ n is an hyperparameter controlling the sparsity of the linear combinations. Note that this objective is
very similar with (38), with the difference that the dictionary D is no longer fixed but fully integrated to the learning
process. The resolution of (40) is achieved via an alternating optimization algorithm by iteratively fixing dictionary D
and coefficients Θ as follows:

SPARSE CODING: For a dictionary D fixed, solving (40) amounts to solving N independent subproblems for which
any pursuit algorithm [23, 47, 95] can be leveraged for resolution. Indeed, we have:

∥Y −DΘ∥2F =

N∑
j=1

∥Y·,j −DΘ·,j∥22 . (41)

DICTIONARY UPDATING: Assuming that both D and Θ are fixed, except one column in the dictionary D·,k (atom k)
and its corresponding coefficients Θk,·, (41) can be rewritten as:

∥Y −DΘ∥2F = ∥Y −
d∑

j=1

D·,jΘj,·∥2F = ∥Ek−D·,kΘk,·∥2F , (42)
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Figure 8: Example of the learned dictionary by KSVD algorithm [38] (left), the overcomplete separable Haar dictio-
nary (middle) and the overcomplete DCT dictionary (right). Source: [4].

where Ek := Y −∑
j ̸=kD·,jΘj,·. In other words, it amounts to finding a matrix of rank 1 minimizing the ℓ2 distance

with Ek. The solution can be computed using the singular value decomposition (SVD) according to Eckart-Young
theorem [36]. Formally, let u, v and s be the first left-singular vector, right-singular vector and singular value of Ek,
respectively. Then, its closest matrix of rank 1, in the ℓ2 sense, is simply suv⊤. However, it is very likely that the
first right-singular value of Ek is not sparse; therefore, it cannot be used to update coefficients Θj,·. The trick of
KSVD [38] consists in modifying only the nonzero entries of Θj,·, thus ensuring that it stays sparse. Mathematically,
it comes down to computing the SVD of Ek for which the columns corresponding to a zero coefficient in Θj,· have
been deleted.

Following this alternating optimization procedure, KSVD [38] converges after a few iterations. At the end, all denoised
patches are repositioned at their initial locations and averaged to produce the final denoised image. Interestingly,
the dictionary learned in an unsupervised fashion can be displayed (see Fig. 8). In spite of its great theoretical
interest, KSVD [38] is unfortunately little used in practice, due to its tedious optimization procedure, its difficult-to-
set hyperparameters and its limited performance compared to BM3D [30].

Simultaneous sparse coding (SSC) from a low-rank view point While KSVD [38] tries to learn a general over-
complete dictionary, for which every patch of the input image can be reconstructed using only a few atoms, some
authors argue that the dictionary should be adaptive to groups of similar patches to improve the performance of sparse
representation models [93, 33, 48, 58]. Indeed, a major drawback of (40) is the assumption about the independence
between sparsely-coded patches. In order to better exploit the self-similarity of patches in an image, a refinement con-
sists in constraining the similar patches to share the same atoms in their sparse coding.To that end, the optimization
problem (40) can be slightly adapted to groups of similar patches, making it even more restricted:

argmin
D,Θ

∥Y −DΘ∥2F s.t. ∥Θ∥0 ≤ t0 , (43)

where Y ∈ Rn×k is a similarity matrix, D ∈ Rn×d a dictionary, Θ ∈ Rd×k the sparse coding, and where the matrix
pseudo ℓ0 norm counts the number of non-zero rows. Note in particular that, subject to dimensional compatibility, any
admissible point Θ for (43) is also admissible for (40). Moreover, it is worth noting that the dictionary becomes strictly
local under the group sparse representation contrary to (40). As a matter of fact, solving (43) amounts to solving a
low-rank approximation of Y if we denote X = DΘ:

argmin
X

∥Y −X∥2F s.t. rank(X) ≤ t0 , (44)

for which the solution is expressed with the help of the singular value decompostion (SVD) of Y according to Eckart-
Young theorem [36]. In particular, considering the Lagrangian unconstrained formulation of (44) with hyperparameter
γ ≥ 0, we have (see proof in [56, 58]):

Uφhard,
√
γ(S)V

⊤ = argmin
X

∥Y −X∥2F + γ rank(X) , (45)

where Y = USV ⊤ is the SVD of Y and φhard,γ denotes the hard shrinkage operator that applies element-wise
φhard,γ(x) = x1R\[−γ,γ](x). Equation (45) is at the core of PLR algorithm [58] where the value of γ = 2.25 k σ2

is recommended experimentally for denoising Y when it is corrupted by additive white Gaussian noise (AWGN) of
variance σ2.

A relaxation of (43) is proposed by LSSC [93] through a so-called grouped-sparsity regularizer to encourage the
alignment of sparse coefficients along the row direction, without imposing it as a hard constraint. Interestingly, this
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relaxation has also a low-rank interpretation from a variance estimation perspective [33]. Specifically, it amounts to
solving a nuclear norm minimization problem (NNM) which has a closed-form solution [16]:

Uφsoft,γ(S)V
⊤ = argmin

X

1

2
∥Y −X∥2F + γ∥X∥∗ , (46)

where ∥X∥∗ denotes nuclear norm (sum of the singular values) and φsoft,γ denotes the soft shrinkage operator that
applies element-wise φsoft,γ(x) = sign(x) ·max(|x| − γ, 0). More recently, WNNM [48] refines the NNM problem
(46) by assigning different weights to the singular values. Combined with iterative regularization technique [104] and
multiple passes of denoising, WNNM achieves state-of-the-art performances.

3.3 Bayesian methods coupled with a Gaussian model

Bayesian methods coupled with a Gaussian model form a powerful framework for probabilistic modeling in image
denoising [2, 151, 73, 85, 141, 74]. The Gaussian model (or a mixture of Gaussians) is widely used due to its simplicity
and flexibility in capturing a wide range of continuous data, signal being no exception. In this section, we review two
algorithms [151, 73] that are major representatives of Bayesian modeling under Gaussian prior.

EPLL Based on the observation that learning good image priors over whole images is challenging, EPLL [151]
proposes to transpose the modeling of an image prior back to the prior modeling of small image patches, which is
assumed to be an easier task. Specifically, in the case of additive white Gaussian noise (AWGN) of variance σ2, the
maximum a posteriori (MAP) of the clean patch xi given its noisy patch yi ∼ N (x, σ2In) and an arbitrary image
patch prior p leads to the minimization of an energy (via Bayes’ rule):

Ei(xi, yi) :=
1

2σ2
∥xi − yi∥22 − log p(xi) . (47)

In order to extend this energy to the whole image, EPLL [59] defines the global energy of a full image x, given y, by
the average energy of energies all its N overlapping patches:

E(x, y) :=
1

N

N∑
i=1

Ei(xi, yi) ≈
n

2σ2N
∥x− y∥22 − EPLLp(x) , (48)

where EPLLp(x) :=
∑

i log p(xi)/N is the expected patch log likelihood (EPLL). Note that the approximation is
legitimate because a noisy pixel belongs to exactly n overlapping patches, with the exception of pixels located close
to the borders, which are neglected for the sake of simplicity. Searching for the image x with smallest global energy,
the resulting optimization problem finally reads [151]:

argmin
x

n

2Nσ2
∥x− y∥22 − EPLLp(x) . (49)

Thus, the expected patch log likelihood (EPLL) acts as a regularization term in (49). Direct optimization of the cost
function (49) may be very hard, depending on the prior used. That is why, half quadratic splitting [46] is leveraged for
efficient resolution by introducing auxiliary variables. Note that this iterative optimization method shares close links
with the alternating direction method of multipliers (ADMM) [10].

Although this framework allows the use of patch priors p of any sort, the authors [151] propose to leverage a surpris-
ingly simple Gaussian mixture model: p(x) =

∑K
k=1 πkN (x;µk,Σk), where πk are the mixing weights for each of

the mixture component and the µk and Σk are the corresponding mean and covariance matrix. In the original paper
[151], the parameters πk, µk and Σk for K = 200 components are estimated in a supervised fashion by maximum
likelihood estimation (MLE) over a set of two millions clean patches collected from BSD dataset [99] using the ex-
pectation–maximization (EM) algorithm for optimization. However, a recent work [85] shows that Gaussian mixture
parameters can also be estimated unsupervisedly directly from the noisy input image itself, resulting in even better
image denoising performance than its supervised counterpart.

Despite their significant theoretical relevance, EPLL [151] and its variants [85, 32] have not gained much popularity
in practical applications primarily due to their cumbersome optimization procedures when compared to the well-
established BM3D [30] algorithm. Finally, note that the EPLL approach [151] shares some similarities with the
Field-of-Experts framework [117] designed previously where the parameterized density function, namely the Gaus-
sian mixture model, is replaced by a Product-of-Experts [55] that exploits non-linear functions of many linear filter
responses and where optimization is essentially performed through gradient ascent.
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NL-Bayes: The N(on)-L(ocal) Bayes [73] algorithm combines the concepts of Bayesian modeling and self-similarity
[150] which appears to be key element for achieving state-of-the-art results. Formally, let y ∼ N (x, σ2In) be a noisy
image patch corrupted by Gaussian noise of variance σ2. Arbitrarily setting a multivariate Gaussian prior on the clean
patch x, i.e. p(x) = N (x;µ,Σ), where the mean µ and covariance matrix Σ are to be estimated, the maximum a
posteriori (MAP), computed using Bayes’ rule, is the solution of the following optimization problem:

x̂MAP = argmax
x

1

2σ2
∥x− y∥22 +

1

2
(x− µ)⊤Σ−1(x− µ)

= µ+Σ
(
Σ+ σ2In

)−1
(y − µ) .

(50)

NL-Bayes [73] proposes to construct the prior p(x) from the group of image patches similar to x. Specifically, let
X ∈ Rn×k be the similarity matrix of x. Then, µ is estimated by the average patch and Σ is estimated by the empirical
covariance matrix of the group, that is:

µX :=
1

k
X1k and ΣX :=

1

k
(X − µX1⊤

k )(X − µX1⊤
k )

⊤. (51)

But of course, the true similarity matrix X is unknown and can only be deduced from its noisy version Y . To that
end, unbiased estimates are leveraged as a first approximation, namely µY = 1

kY 1k and ΣY = 1
k (Y − µY 1

⊤
k )(Y −

µY 1
⊤
k )

⊤−σ2In. Using equation (50) and the two estimates µY and ΣY , each noisy patch of a given similarity matrix
can then be denoised. Viewing this denoising step as a function f that processes similarity matrices, NL-Bayes falls
into the category of non-local denoisers (see Fig. 7).

After reprojection and aggregation by average of all patch estimates, a first denoised image is built which is exploited to
refine the priors p(x) for each group of similar patches. Actually, using the equation (51) with approximate similarity
matrices gives better results in practice than with the unbiased estimates of the first step. Repeating this second stage
again and again, taking advantage of the availability of a supposedly better image estimate than in the previous step,
does not bring experimentally any improvements unfortunately. That is why, the algorithm stops after two steps.

NL-Bayes [73] compares favorably with BM3D [30] and is as competitive as in terms of speed which makes it an
interesting alternative for practical image denoising [74].

3.4 Deep learning-based methods

In recent years, attempts have been made to reconcile unsupervised learning and deep neural networks in image
denoising [111, 78, 6]. Major representatives are Deep Image Prior (DIP) [78] and Self2self [111].

Deep Image Prior Deep Image Prior [78] adopts a non-intuitive strategy which consists in training a convolutional
neural network with U-net architecture fθ to predict the input noisy image y ∈ Rn from a single realization of pure
uniform noise u ∼ U([0, 1]n×C), where C denotes the number of feature maps (e.g. C = 32):

argmin
θ

∥fθ(u)− y∥22 . (52)

By early stopping the optimization process based on gradient descent in order to avoid perfect reconstruction of the
noisy image y, it is observed that fθ(u) may be surprisingly very close to the true image x in practice. According
to the authors [78], this intriguing phenomenon is an evidence that realistic images are naturally promoted by certain
types of neural networks. Indeed, equation (52) is only composed of the data-fidelity term without any regularizer,
which suggests that network architectures actually encode an implicit image prior.

Some refinements of (52) were proposed afterwards to enhance the performance of DIP [78] by adding nevertheless
an explicit prior. For example, combining DIP [78] with the traditional TV regularization [118] was investigated in
[86] with relative quality improvement, at the price of an extra hyperparameter balancing the data-fidelity term and the
regularization term. Another interesting alternative [100] consists in explicitly regularizing DIP [78] using an existing
unsupervised denoising algorithm such as BM3D [30]. The concept of regularization by denoising (RED) [114] is
indeed an alternative to Plug-and-Play Prior [135] which enables to harness the implicit prior learned by a denoiser
to any data-fidelity term, while avoiding the need to differentiate the chosen denoiser. Other variants of DIP [78] for
improved performance include [40, 62, 26, 120].

Self2Self More recently, Self2Self [111] considers the pretext task of inpainting to tackle image denoising, namely:

θ∗ = argmin
θ

Eb∥(1− b)⊙ (fθ(b⊙ y)− y)∥22 , (53)
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where ⊙ denotes the Hadamard product and b ∈ {0, 1}n is a random vector whose components follow independent
Bernoulli distributions with probability p ∈ (0, 1). This time, droupout [126] and sampling are exploited as regular-
ization techniques for avoiding the convergence to the constant function fθ(.) = y. During the inference step, about a
hundred of artificially simulated samples fθ∗(b⊙y) are averaged for final estimation. Note that Self2Self [111] shares
some similarities with Noise2Self [6] as fθ is learned following the blind-spot strategy. To our knowledge, Self2Self
[111] is the current state-of-the-art unsupervised deep learning-based denoiser.

Although promising, the aforementioned deep unsupervised learning methods are still limited in terms of performance
and especially in terms of computational cost compared to the patch-based and non-local methods [30, 73, 52, 48, 33,
34, 64, 61]. Indeed, deep learning-based methods use the time-consuming gradient descent algorithm for optimization,
whereas traditional ones have in general closed-form solutions, which speeds up learning.

4 Normalization-equivariance property of denoising methods

In many information processing systems, it may be desirable to ensure that any change of the input, whether by shifting
or scaling, results in a corresponding change in the system response. While deep neural networks are gradually replac-
ing all traditional automatic processing methods, they surprisingly do not guarantee such normalization-equivariance
(scale and shift) property, which can be detrimental in many applications.

Sometimes wrongly confused with the invariance property which designates the characteristic of a function f not to
be affected by a specific transformation T applied beforehand, the equivariance property, on the other hand, means
that f reacts in accordance with T . Formally, invariance is f ◦ T = f whereas equivariance reads f ◦ T = T ◦ f ,
where ◦ denotes the function composition operator. Both invariance and equivariance play a crucial role in many
areas of study, including computer vision and signal processing and have recently been studied in various settings for
deep-learning-based models [28, 63, 123, 7, 98, 138, 134, 49, 130, 43, 15, 44, 75].

In this section, we focus on the equivariance of superivised and unsupervised image denoising methods fθ to a specific
transformation T , namely normalization.

4.1 Normalization-equivariance of conventional denoisers

We start with formal definitions of the different types of equivariances studied in this chapter. Please note that our
definition of “scale” and “shift” may differ from the definition given by some authors in the image processing literature.
Definition 1. A function f : Rn 7→ Rm is said to be:

• T -equivariant if f ◦ T = T ◦ f,
• scale-equivariant if ∀x ∈ Rn,∀a ∈ R+

∗ , f(ax) = af(x),

• shift-equivariant if ∀x ∈ Rn,∀b ∈ R, f(x+ b) = f(x) + b,

• normalization-equivariant if it is both scale-equivariant and shift-equivariant:

∀x ∈ Rn,∀a ∈ R+
∗ ,∀b ∈ R, f(ax+ b) = af(x) + b,

where addition with the scalar shift b is applied element-wise.

Note that the scale-equivariance property is more often referred to as positive homogeneity in pure mathematics. S.
Mohan et al. [102] revealed that scale-equivariant neural networks could simply be built by removing the additive
constant (”bias”) terms in CNNs with ReLU activation functions without affecting performance. Moreover, they
showed that a much better generalization at noise levels outside the training range was ensured by these networks as a
spectacular outcome.

A (“blind”) denoiser is basically a function f : Rn 7→ Rn which, given a noisy image y ∈ Rn, tries to map the
corresponding noise-free image x ∈ Rn. Since scaling up an image by a positive factor a or adding it up a constant
shift b does not change its contents, it is natural to expect scale and shift equivariance, i.e. normalization equivariance,
from the denoising procedure emulated by f .

The most basic methods for image denoising are the smoothing filters (see Section III.A). It turns out that these “blind”
denoisers process images by convex combinations of pixels and therefore all implement a normalization-equivariant
function. More generally, one can prove that a linear filter is normalization-equivariant if and only if its coefficients
add up to 1. In others words, normalization-equivariant linear filters process images by affine combinations of pixels.
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Table 1: Equivariance properties of several image denoisers (left: traditional, right: deep learning-based)

Traditional
TV NLM NL-Ridge LIChI DCT BM3D WNNM

Scale-eq ✓ ✓ ✓ ✓ ✓ ✓ ✓
Shift-eq ✓ ✓ ✓ ✓ ✗ ✗ ✗

Deep-learning
DnCNN NLRN SCUNet Restormer DCT2net DRUNet

Scale-eq ✗ ✗ ✗ ✗ ✓ ✓
Shift-eq ✗ ✗ ✗ ✗ ✗ ✗

Figure 9: Impact of normalization for deep-learning-based denoising (DnCNN). All four intervals are subsets of the
interval [0, 1]. Source: [54].

As such, fNLM = y⊤θ (with the weights θ given in (33)) is a normalization-equivariant function. More recently,
NL-Ridge [52] and LIChI [53] propose to process images by linear combinations of similar patches and achieves state-
of-the-art performance in unsupervised denoising. When restricting the coefficients of the combinations to sum to 1,
that is imposing affine combination constraints, the resulting algorithms encode normalization-equivariant functions
as well.

4.2 The case of neural networks

Deep learning hides a subtlety about normalization equivariance that deserves to be highlighted. Usually, the weights
of neural networks are learned on a training set containing data all normalized to the same arbitrary interval [s0, t0].
At inference, unseen data are processed within the interval [s0, t0] via a s-t linear normalization with s0 ≤ s < t ≤ t0
denoted Ts,t and defined by:

Ts,t : y 7→ (t− s)
y −min(y)

max(y)−min(y)
+ s . (54)

Note that this transform is actually the unique linear one with positive slope that exactly bounds the output to [s, t].
The data is then passed to the trained network and its response is finally returned to the original range via the inverse
operator T −1

s,t . This proven pipeline is actually relevant in light of the following proposition.

Proposition 1. ∀ s < t ∈ R,∀ f : Rn 7→ Rm, T −1
s,t ◦ f ◦ Ts,t is a normalization-equivariant function.

Thus, if f is not normalization-equivariant, T −1
s,t ◦ f ◦ Ts,t is guaranteed to be. While normalization-equivariance

appears to be solved, a question is still remaining: how to choose the hyperparameters s and t for a given function
f ? Obviously, a natural choice for neural networks is to take the same parameters s and t as in the learning phase
whatever the input image is, i.e. s = s0 and t = t0, but are they really optimal ? The answer to this question is
generally negative. It is particularly true in image denoising when the noise level at inference differs from the noise
level on which the neural network was trained on. Indeed, as showed by [136], careful choices on parameters s > s0
and t < t0 can strongly mitigate the effect of the distribution gap (see Figure 9 and Figure 5 in [54]). This suggests that
there are always inherent performance leaks for deep neural networks due to the two degrees of freedom induced by the
normalization (i.e., choice of s and choice of t). In addition, this poor conditioning can be a source of misinterpretation
in critical applications.
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Figure 10: Illustration of the alternative for replacing the traditional scheme “convolution + element-wise activation
function” in CNNs: affine convolutions supersede ordinary ones by restricting the coefficients of each kernel to sum
to one and the proposed sort pooling patterns introduce nonlinearities by sorting two by two the pre-activated neurons
along the channels. Source: [54].

4.3 Categorizing image denoisers

Table 1 summarizes the equivariance properties of several popular denoisers, either conventional [118, 13, 52, 53,
140, 30, 48] or deep-learning-based [146, 145, 84, 81]. Interestingly, if scale-equivariance is generally guaranteed for
traditional denoisers, not all of them are equivariant to shifts. In particular, the widely used algorithms DCT [140] and
BM3D [30] are sensitive to offsets, mainly because the hard thresholding function at their core is not shift-equivariant.

Regarding the deep-learning-based networks, only DRUNet [145] is insensitive to scale because it is a bias-free
convolutional neural network with only ReLU activation functions [102]. In particular, all transformer models
[142, 107, 84, 81, 22, 144], even bias-free, are not scale-equivariant due to their inherent attention-based modules.
To solve this issue, an approach was proposed in [54] to adapt the architecture of existing neural networks so that
normalization equivariance holds by design. The authors argue that the classical pattern ”conv+ReLU” can be fa-
vorably replaced affine convolutions that ensure that all coefficients of the convolutional kernels sum to one in one
hand, and the other hand, channel-wise sort pooling nonlinearities as a substitute for all activation functions that apply
element-wise, including ReLU or sigmoid functions (see Fig. 10). These two architectural modifications do preserve
normalization-equivariance without loss of performance, and provide much better generalization across noise levels in
practice because they can naturally adapt to the best-performing interval [54] (see Figure 9 and Figure 5 in [54]).

5 Conclusion

In this paper, we have surveyed supervised and unsupervised image denoising methods, categorized the methods based
on their equivariance properties, and summarized quantitatively their performances assessed on popular benchmarks,
such as Set12 and BSD68. It is clearly established that the traditional unsupervised methods [30, 73, 48, 53] out-
perform the deep-learning counterparts, so far. They are particularly recommended when it is not possible to collect
enough high-quality dataset for training denoising models or too much time consuming. In return, it is also clear
that supervised methods based on CNNs boosted with attention modules [144] surpass top-rank traditional methods
[48, 53] (see Fig. 1), capable of recovering details barely perceptible by an human. The question is which architecture
will prevail over the next ten years. Transformer-based methods show great promise for image denoising and are likely
to play an important role in the future. Meanwhile, let us not bury too quickly the other architectures as comebacks are
still possible [89, 132]. The potential of all these frameworks has not yet been fully explored and open challenges and
promising research directions for image denoising in the coming years. Neverthelss, in view of the recent spectacular
results, it is legitimate to wonder whether we are approaching the theoretical limit of denoising performance, which
could reopen the debate on whether image denoising is close to death [21, 79, 80]
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