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Abstract

Machine Translation (MT) technologies have improved in many ways and generate usable outputs for a growing number of domains and language pairs. Yet, most sentence-based MT systems struggle with contextual dependencies, processing small chunks of texts, typically sentences, in isolation from their textual context. This is likely to cause systematic errors or inconsistencies when processing long documents. While various attempts are made to handle extended contexts in translation, the relevance of these contextual cues, especially those related to the structural organization, and the extent to which they affect translation quality remains an underexplored area. In this work, we explore ways to take these structural aspects into account, by integrating document structure as an extra conditioning context. Our experiments on biomedical abstracts, which are usually structured in a rigid way, suggest that this type of structural information can be useful for MT and document structure prediction. We also present in detail the impact of structural information on MT output and assess the degree to which structural information can be learned from the data.
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1. Introduction

Neural Machine Translation (NMT) systems have progressed remarkably well in the last decade with some claims of reaching human parity [1, 2] but much remains to be studied about the underlying learning of NMT systems. While substantial developments have been made towards integrating a document-level context [3, 4, 5, 6], the exploration of these contextual cues and the extent to which they affect translation quality remains an underexplored area [7]. Translation depends upon multiple sources of dependencies between sentences in a document, that may be due to semantic, stylistic, discursive or pragmatic issues. Moreover, complex documents are also structured in parts, subparts and sections, and depending on their position within this global structure, sentences may convey varying pragmatic functions. Titles, introductory or conclusion statements, for instance, are typically thought to be playing a distinguished role and to contain the most important elements of content [8].

Sections in a document often follow distinct writing styles and lexical preferences. For instance, an analysis of 50 most frequent words from the medical abstracts used in our experiments (see Section 4.1) showed that Titles had the most domain-specific content words; the word "however" was in the most frequent words for Introduction and Conclusion only; Abstract, Results and Conclusion had the most overlap of lexical space. Grammatically, sentences in the Results and Materials and Methods sections were majorly in past tense, whereas Conclusion sentences were in present continuous as well as past tense. Objectives are mostly written in present tense with a few sentences in past tense and so on. As sections in a document have their own grammatical and lexical blueprints, which must be reflected in their textual content, we hypothesize that informing MT systems about sentences’ placement in a document may help improve the overall performance.

For a translation system, the capacity to model the context may notably improve certain translation decisions, e.g. a better or most consistent lexical choice [9], or a better translation of anaphoric pronouns [3, 5]. The research
efforts to augment NMT models with contextual or document-level information may be broadly categorized as data- vs model-centric approaches, where data-centric approaches focus on increasing the scope of the input to include more source and/or target texts \[10, 11, 12, 13\], while model-centric approaches aim to adjust the training architecture and objective \[14, 15, 16\]. Recent surveys of this subdomain of NMT are in \[6, 17\].

In this work, we study whether also incorporating structural information can help improve the MT choices and thus positively impact translation quality. Note that the structural information considered here is related to the pragmatic organization of the documents, where sectioning helps to organize the discourse into coherent subparts, each aiming to fulfill a specific goal. This is in contrast with other attempts to translate structured documents \[18, 19\] which focus on integrating syntactic markers of the structure or \[20\], where structural organization identifies thematic changes. In our data-centric approach, contextual and structural information are injected for each sentence based on a hierarchy of special tokens and does not require any change in the model. While simple, this technique allows us to study whether learning coherent, section-specific, translation styles can contribute to improving the overall performance.

As tags can be used in multiple ways, we further explore the differences in tagging the source or the target side, which also allows us to evaluate how reliably the structure information can be learned automatically from the data. We systematically study the impact of each tag on metric score and the translation output in conjunction with human analysis of section wise lexical preferences versus the MT models section prediction capabilities.

Our experiments focus on abstracts of scientific texts in the bio-medical domain \[21, 22\], where document structure information is often available. For this target genre, texts are expected to follow a standardized structure comprising typical subsections of one to five lines, known as the IMRaD structure (for Introduction, Method, Results, and, Discussion) \[23\]. As we discuss in Section 3.1 preparing the data for these experiments has been challenging and a significant outcome of our work will be a new dataset annotated with document
structure, that we will release to the community.

In summary, the main research questions that we address in this work are:

1. [RQ1] Does incorporating document structure information in text help improve machine translation performance?
2. [RQ2] What is the most effective way to incorporate this auxiliary information?
3. [RQ3] When the structure is not observed, how well can it be automatically predicted? What will be the effect of prediction errors?

This paper is organized as follows: we start with a brief overview of Neural Machine Translation models (section 2), followed by an elaboration of our approach and architecture in sections 3 and 4. Results based on automatic metric scores are detailed in sections 5 and 6, whereas the analysis of a human evaluation is presented in 6.3. The paper concludes with an overview of related works (Section 7) and a general discussion in Section 8.

2. Neural Machine Translation

2.1. Probabilistic encoder-decoder models

In this section, we briefly introduce the main concepts of neural machine translation (NMT), with an emphasis on concepts whose understanding is important for accurately describing methods that handle context. A much more complete presentation of NMT is in [24, 25].

The general principle of all MT architectures is to generate the best possible target translation $e^* = e_1 \ldots e_T$ of the input source sentence $f = f_1 \ldots f_S$, according to a probabilistic decision rule:

$$e^* = \arg\max_{e} p_{\theta}(e|f), \quad (1)$$

where the model parameters $\theta$ are estimated from sentence-aligned parallel corpora. Learning such a distribution is unrealistic if one considers complete
sentences as the random variable in the model. However, neural implementations of this probabilistic model enable to directly factorize this distribution as:

\[ p_{\theta}(e|f) = \prod_{t=1}^{T} p_{\theta}(e_t|e_{<t}, f), \]  

(2)

without having to resort to conditional independence hypotheses (e.g., Markovian dependencies).

Equation (2) simply states that the probability of each target word is generated conditioned on the current prefix of the target sentence \((e_{<t} = e_1 \ldots e_{t-1})\) and on the entire source sentence \((f)\). The manipulation of such distributions is made possible by transforming discrete contexts \((e_{<t}, f)\) and words \(e_t\) in the vocabulary into continuous representation spaces. This means that each word \(f_t\) (and accordingly each context or each substring) is associated with a large numerical vector representing the useful information about that word or context.

Factorization (2) suggests that the program (1) can be solved approximately by generating words from left to right according to the following greedy procedure:

\[ p_{\theta}(e_t|f) = \text{argmax} \prod_{t=1}^{T} p_{\theta}(e_t|e_{<t}, f). \]  

(3)

More effective search procedures can also be entertained (see [26] for a review).

The estimation of \(\theta\) is performed by maximizing the conditional log-likelihood (or cross-entropy) \(\sum_{t=1}^{T} \log p_{\theta}(e_t|e_{<t}, f)\) accumulated over a large set of sentences, resulting in a complex optimization program that is typically solved in an approximate manner by generic numerical optimization algorithms.

The main neural architectures are mainly distinguished according to the way the conditioning context is encoded. The Transformer architecture [27] replaces the recurrent component (in the source and target) introduced in [28] by generalized attentional modules, while retaining the source-target cross-attention component of early RNN-based architectures. This change makes all previous positions \(t-1, t-2 \ldots 1\) equally important in the selection of the current word (and likewise for source representations). It also enables to process all the target tokens in parallel during training, causing vast decrease in training time.
Decoding must still be carried out from left to right, since each word already generated conditions the generation of future words.

2.2. Monolingual and Bilingual Attention Modules

In a nutshell, the Transformer architecture transforms a structured context (a sequence of tokens, but this can also be a tree or a graph) into a single numerical vector. The core operation in this transformation is the iterative computation of each individual token’s representation based on their similarity to other tokens in the context. Denoting $H^{l-1} = [h^1, \ldots, h^T]$ the $(T \times d)$ matrix representing a context of length $T$ at the input of layer $l$, the representation $\hat{h}^{kl}_i$ for token $i$ is computed by attention head $kl$ as:

$$
\hat{h}^{kl}_i = \text{softmax} \left( \frac{h^{l-1}_i Q^{kl} [H^{l-1} K^{kl}]^T}{\sqrt{d_k}} \right) H^{l-1} V^{kl},
$$

with $Q^{kl}, K^{kl}, V^{kl}$ the parameter matrices associated to this head and layer, $d$ the model dimension, and $d_k$ the size of each of the $K$ heads ($d_k = d/K$). In this model, $H_0$ contains the lexical and positional embeddings. The output of these $k$ computations are then concatenated and passed through a feed-forward (FFN) layer with ReLU activation; each of these steps also includes a summation with $H^{l-1}$ and a layer normalization. In equations:

$$
\hat{H}^{kl} = \text{Attn}(H^{l-1} Q, H^{l-1} K^{kl}, H^{l-1} V^{kl})
$$

$$
H^{l} = \text{LayerNorm}(H^{l-1} + [\hat{H}^{1l}, \ldots, \hat{H}^{Kl}])
$$

$$
H^{l} = \text{LayerNorm}(H^{l} + \text{FFN}(H^{l})),
$$

where Attn denotes the computation expressed by equation (4).

When used for MT, the self-attention mechanism is computed on the source side on the full observed sentence. On the target side, the self-attention is restricted to the previous words; an additional cross-attention module combines at each layer the decoder-side representations with the encoder representations output by the top layer $H^K$: this way, information may flow from source to target, but not in the reverse direction.

We propose to introduce document structure information at the level of each sentence through a system of hierarchical tags. Tags have been widely used in NMT to incorporate additional discrete conditioning factors in [1], often for issues quite distinct from those caused by long-range dependency, e.g. to control the output language, the domain, or the level of formality and politeness [29, 30, 31]. Tags also provide us with a simple and effective way to take structure into account.

3.1. Tagging sections within documents

3.1.1. The IMRaD scheme

Our starting point is that scientific documents in our target domain often follow a rigid structure, known as the IMRaD structure [23]. This means that most abstracts will comprise one or several lines for the following sections: 

Introduction, Method, Results, and Discussion (see example in Figure [1]), where we also consider the title line to be part of the structure.

Note that this structure can be overt and introduced by appropriate headings, or remain covert. In the latter case, the document structure cannot be immediately recovered from the text. Also note that variations in the organization and in the heading labels can be observed depending on the subdomains and publication venues.

Our main hypothesis is that each of these sections can be characterized with specific terms and phraseological patterns: in our experiments, we thus explore how to use this information in NMT and measure the correlated impact. We notably expect that by informing the system with sub-document information, it will better translate the typical style and phraseology of sentences occurring in each part.

For this purpose, we identified in our data all the abstracts that were conforming to this basic structure and worked to make this structure as explicit and standardized as possible. This notably implied to normalize the main headings,
Title: Comparison of two azithromycin distribution strategies for controlling trachoma in Nepal.

OBJECTIVE: The study compares the effectiveness of two strategies for distributing azithromycin in an area with mild-to-moderate active trachoma in Nepal.

METHODS: The two strategies investigated were the use of azithromycin for 1) mass treatment of all children, or 2) targeted treatment of only those children who were found to be clinically active, as well as all members of their household.

FINDINGS: Mass treatment of children was slightly more effective in terms of decreasing the prevalence of clinically active trachoma (estimated by clinical examination) and of chlamydial infection (estimated by DNA amplification tests), although neither result was statistically significant.

CONCLUSION: Both strategies appeared to be effective in reducing the prevalence of clinically active trachoma and infection six months after the treatment. Antibiotic treatment reduced the prevalence of chlamydial infection more than it did the level of clinically active trachoma.

Figure 1: A structured abstract with an overt organization, extracted from Scielo (fr-en) test set, a bio-medical corpus. In this example, the Introduction is missing, and an Objective part is present; the Result part is labeled 'FINDINGS'.

as there was a large degree of variance in subheadings and structures across corpora (see § 4.1.3). To incorporate the standard IMRaD format, we thus mapped each subheading to the corresponding IMRaD label using a system of tags displayed in Table 1. For instance, Subjects and Methods was mapped onto Material and Methods (<MaM>), Pedagogical objectives may be replaced with Objectives (<OBJ>), Novel finding with Results (<RES>), and so on. We also found it appropriate to merge some sections, such as Discussion, which was merged with Conclusion.

Document level corpora (see § 4.1.3) were first retrieved in XML format and structured into sub-sections based on subheading information. Each section was split into sentences and sentence aligned using Microsoft bilingual aligner [32].

https://github.com/berkmancenter/mediacloud-sentence-splitter
The identification and standardization of the subheading information was a tedious process, involving a lot of rule-based processing and human intervention to take the variability of sub-headings into account. In order to reconstruct the fully parallel versions with subheadings, we also had to reinsert explicit headings in the source or target files when they were missing. Also, note that this information was not available for all biomedical abstracts. In this case, we tagged every line but the title with a generic tag (<ABS>).

### 3.2. A hierarchy of tags

Building state-of-the-art NMT systems for abstracts in the biomedical domain requires to consider multiple sources of parallel data, opportunistically collecting texts from a variety of genres and domains \[33\]. Our own training data, presented in Section 4.1 is accordingly very diverse, comprising in-domain parallel and out-of-domain parallel corpora, texts automatically retrieved parallel collections, as well in-domain monolingual data that is automatically back-translated. Some are made of lists of isolated sentences, while others retain the document information. Even within the in-domain data, some texts precisely match the genre of the test set (scientific abstracts), whereas others can be quite remote (eg. regulatory documents from the EMA\[^3\]). This means that for most of our training data, the document structure will often be either unknown, or will not correspond to the scientific genre and will not obey the IMRaD pattern.

In order to reflect this diversity and provide tags for all parallel sentences in our corpus, we extended our tagging scheme with two additional levels of tagging.

| Table 1: Standardized section heading and the corresponding tags |
|---------------------|------------------|
| Title               | <H1>             |
| Introduction        | <INT>            |
| Objectives          | <OBJ>            |
| Material and Methods| <MaM>            |
| Results             | <RES>            |
| Conclusion          | <CON>            |

\[^3\] European Medicines Agency, formerly known as EMEA.
Comparison of two azithromycin distribution strategies for controlling trachoma in Nepal.

OBJECTIVE

The study compares the effectiveness of two strategies for distributing azithromycin in an area with (…)

The two strategies investigated were the use of azithromycin for 1) mass treatment of all children, or 2) (…)

FINDINGS

Mass treatment of children was slightly more effective in terms of decreasing the prevalence of clinically (…)

CONCLUSION

Both strategies appeared to be effective in reducing the prevalence of clinically active trachoma and (…)

Antibiotic treatment reduced the prevalence of chlamydial infection more than it did the level of clinically (…)

Figure 2: Examples of fully tagged sentences from Scielo, a bio-medical corpus. Tags appear as prefixes in the source sentence.
3.3. Using tags in MT

Having defined a tagging scheme, the next question concerns its use in machine translation. A first alternative is to use tags as words and insert them as prefix on the source side. This assumes that tags are always known prior to translation, and will have the effect to differentiate the contextual representations of source words, enabling the system to disambiguate the translation of polysemous words, whenever this is beneficial for the training loss. The same effect will be observed on the target side, thanks to the cross-lingual attention mechanism alluded to above. It is further possible to explicitly amplify this effect by injecting the tag information into the input representation of every token (e.g., \([30, 36]\) for domain information, or \([37]\) for language information).

The alternative is to inject the tags as a prefix of the target sentence. If we assume that tags are always observed, the expected effect is roughly similar to having tags on the source side. The main difference is that source token representations no longer depend on the tag value. We have not studied this approach, but have instead resorted to another way to use target side tags: to process them as if they were regular target words. The system will then be trained to predict their correct values using only the source side information (and the previous tag(s)). In this setting, source side representations will be adjusted to correctly generate tags and to extract features that are useful for this prediction \([38]\). With forced decoding \([39]\), this approach can still be used when tags are observed. In addition, it can also be used to generate tag-dependent translations, for unstructured abstracts, with unobserved tags. These two schemes are considered in our experiments and help to better analyse the usefulness of the structural tags. Similar analyses, for a variety of tags, are in \([40, 41, 42]\). They suggest that when tags are observed, having them on the source side yields better results. Note that these studies only consider one level of tagging, where we consider three.

To sum up, three scenarios will be contrasted below: (i) observed source side tags, (ii) observed target side tags (forced decoding), (iii) predicted target side tags: (i) and (ii)-(iii) differ in the training scheme, while (ii) and (iii) only differ
in the way inference is performed.

4. Experimental Setup

4.1. Corpora and Pre-processing

We train our baseline systems on a collection of in-domain biomedical texts as well as out-of-domain parallel corpus, and use standard benchmarks from past studies for development and tests. Details are in Table 2.

4.1.1. Parallel corpora

We gathered parallel and monolingual corpora available for English-French in the biomedical domain. The former included the biomedical texts provided by the WMT’20 organizers: Edp, Medline abstracts and titles [43], Scielo [44] and the Ufal Medical corpus [4] consisting of Cesta, Ecdc, Emea (OpenSubtitles), PatTR Medical and Subtitles. Other sources of in-domain data are the

Table 2: Data sources used in our study. Test sets of both directions with only document information were combined.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Wrds (M)</th>
<th>Corpus</th>
<th>Wrds (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>In Domain</strong></td>
<td></td>
<td><strong>Monolingual</strong></td>
<td></td>
</tr>
<tr>
<td>Edp</td>
<td>0.04</td>
<td>Medline</td>
<td>0.04</td>
</tr>
<tr>
<td>Medline titles</td>
<td>5.97</td>
<td>Medline abstracts</td>
<td>1.34</td>
</tr>
<tr>
<td>Medline abstracts</td>
<td>1.23</td>
<td>Scielo</td>
<td>0.17</td>
</tr>
<tr>
<td>Scielo</td>
<td>0.17</td>
<td>Cochrane-Reference</td>
<td>2.23</td>
</tr>
<tr>
<td>Cochrane-PE</td>
<td>0.43</td>
<td>Cochrane-PE</td>
<td>0.43</td>
</tr>
<tr>
<td>Cochrane-GooglePE</td>
<td>0.63</td>
<td>Total</td>
<td>0.87</td>
</tr>
<tr>
<td>Total &lt;Section&gt;</td>
<td></td>
<td>Test</td>
<td>89.5</td>
</tr>
<tr>
<td>Ufal</td>
<td>100.3</td>
<td>Scielo (wmt16)</td>
<td>0.14</td>
</tr>
<tr>
<td>Taus</td>
<td>23.2</td>
<td>Medline 20</td>
<td>0.08</td>
</tr>
<tr>
<td>Mlia</td>
<td>23.0</td>
<td>Newtest</td>
<td>9.0</td>
</tr>
<tr>
<td>IR Retrieved</td>
<td>13.2</td>
<td>Out-domain</td>
<td>3.6</td>
</tr>
<tr>
<td>Total-in-dom&lt;US&gt;</td>
<td>8.2</td>
<td>Out-domain&lt;US&gt;</td>
<td>1139</td>
</tr>
</tbody>
</table>

*https://ufal.mff.cuni.cz/ufal_medical_corpus*
Cochrane bilingual parallel corpus\footnote{https://github.com/fyvo/CochraneTranslations/}, the Taus Corona Crisis corpus\footnote{https://md.taus.net/corona} and the Mlia Covid corpus\footnote{http://eval.covid19-mlia.eu/task3/}. We also included additional in-domain data selected using Information Retrieval (IR) techniques from general domain corpora including News-Commentary, Books and Wikipedia corpus obtained from the Open Parallel Corpus (OPUS)\footnote{https://github.com/fyvo/WMT-Biomed-Test}. These were selected using the data selection scheme described in\cite{DBLP:conf/coling/YarowskyL13}. Medline titles were used as queries to find relevant sentences. We included the 2\textsuperscript{nd} best sentences returned from the IR pipeline into our additional corpus\footnote{These test sets were sentence-aligned with in-house tools and can be retrieved from https://github.com/fyvo/WMT-Biomed-Test}.

Our out-of-domain corpora include the parallel data provided by the WMT’14 campaign for French-English: Gigafr-en, Common Crawl, Europarl, News Commentary and the UN corpora.

For development purposes, we used Medline testsets for WMT’18\footnote{https://github.com/fyvo/WMT-Biomed-Test} and 19\footnote{https://github.com/fyvo/WMT-Biomed-Test} bio-medical MT task, while Medline 20, Scielo (WMT’16) and Edp (WMT’17) were used as internal test data\footnote{These test sets were sentence-aligned with in-house tools and can be retrieved from https://github.com/fyvo/WMT-Biomed-Test}. Test sets for both directions were combined to get larger test sets and are used to evaluate systems in both directions. We only used the parts with document structure, i.e. sentences with \texttt{<ABS>} were not included. The combined test set for Scielo and Medline had 8,805 and 1315 sentences each, after removing the abstract sentences we get the test sets with 6475 and 997 sentences for Scielo and Medline20 respectively.

\subsection{Monolingual sources}

The backtranslation of monolingual sources has often been effectively used to cater for parallel corpus shortage in the bio-medical domain\footnote{https://github.com/fyvo/CochraneTranslations/}\footnote{https://md.taus.net/corona}. We also augment our training data with backtranslations using both French and English in-domain monolingual corpora.

Supplementary French data from three monolingual sources were collected

\end{document}
from public archives: 1) abstracts of medical papers published by Elsevier from the Lissa portal\footnote{https://www.lissa.fr/dc/#env=lissa} 2) abstracts from the national ISTEX archive\footnote{https://www.istex.fr/} 3) a collection of research articles collected from various sources\footnote{https://crtt.univ-lyon2.fr/les-corpus-medicaux-du-crtt-613310.kjsp} henceforth referred to as Med\_Fr. These documents were automatically translated into English with an NMT system trained only on bio-medical corpora, with a reported BLEU score of 33.6 on Medline20 testset.

The English side of the Medline German and Spanish corpora distributed for WMT/Biomed 2021\footnote{http://statmt.org/2021} is used as supplementary English data for backtranslation. Duplicate documents were removed based on the document id information. For these abstracts, the internal structure of documents is often available and has been tagged as for the parallel data. These texts were then split into sentences\footnote{https://pypi.org/project/sentence-splitter/} and translated into French using an NMT system trained on all bio-medical corpora with a BLEU score of 36.4 on Medline20 testset.

\subsection*{4.1.3. Structured sources}

The document structure is only available for a subset of the training data corresponding to the following sources:

1. \textit{Medline and Scielo}: These included both abstracts with and without subheadings, sometimes also missing a title line. There were a total of 189 subheadings in these corpora, including variations in case, word order and morphology. Examples of subheadings include: \textit{Presenting Concerns of the Patient, Sources of Information, Novel finding, Study Selection, PURPOSE OF REVIEW, Purpose of Review, Purpose of review} etc.

2. \textit{Edp}: These documents included abstracts with and without subheadings, with a majority having titles. Total 45 subheadings with variations in case and word order were identified such as: \textit{Case report, Observation, Subjects and Methods, Commentary, Pedagogical objectives}, etc.
3. **Cochrane**: This corpus contains very structured summaries with 10 distinct subheadings according to the Cochrane nomenclature. These included: *abs selection criteria, abs search strategy, abs data collection, summary title* etc.  

For the test and development corpora, when the structure was available, a manual alignment was performed based on the sentence alignment file provided by WMT organizers. Alignment operations involved inserting an empty line after each subsection, deleting unaligned sentences and merging sentences as per alignment information. Statistics regarding the numbers of structured documents in the train, test and development corpora are in Table 2.  

4.2. **Translation systems**

Our translation systems mostly use the basic Transformer architecture [27]. They all rely on Meta’s seq-2-seq library (fairseq) [53] with parameter settings borrowed from the transformer_wmt_de_en recipe [19]. The ReLU activation function was used in all encoder and decoder layers. We optimize with Adam [54], set up with a maximum learning rate of 0.0005 and an inverse square root decay schedule, as well as 4000 warmup updates. All corpora are segmented into subword units using Sentence Piece [55] with a vocabulary of 32K units. These units were learned on the union of all in-domain corpora. We share the decoder input and output embedding matrices.

Models are trained with mixed precision and a batch size of 4096 tokens on 4 V100 GPUs for 300k updates until convergence, where convergence is measured on the development set BLEU score. Final parameters are chosen based on the best score on the development set (Medline18, 19) and the corresponding scores for that checkpoint are reported on Medline20 test set. Translations were generated using a beam size of 4. For Trgtag systems tags were removed before...
automatic evaluation. Evaluation was performed using SacreBleu [56] using BLEU [57], TER [58] and chrF [59] metrics.

For fine-tuned systems, the process starts with models converged systems. Training then resumes using a selected portion of the train data, with the same meta parameters and objective as for the base systems. In our results, names of fine-tuned systems are post-fixed with *-ft.

5. Document Structure Information and MT performance

To evaluate the impact of document structure information on NMT, we built systems with tags either on the source or target sides and compared them with baseline NMT systems. Scores show that incorporating tags substantially improves machine translation performance; this improvement is more prominent when tags are used on the source side to initialize the encoder input stream. These results are tabulated in Table 3 on two bio-medical test sets, Medline20 and Scielo for standard MT systems (All), source-tagged systems (Srctag) and destination-tagged systems (Trgtag). Baseline systems use all general domain and biomedical corpora totalling 41.7M sentences for EN-FR and 40.9M sentences for FR-EN. Each of these systems is then further fine-tuned on biomedical corpora (5.7M sentences for EN-FR, and 4.9M sentences for FR-EN).

We use three MT metrics to evaluate the systems in this section. These include BLEU which uses n-gram precision and Brevity penalty, TER which gives scores based on edit operations and chrF which uses F-score statistic for character n-gram matches that a hypothesis requires to match the reference translation. Since TER is an error rate, a decrease in score signifies improvement, while for BLEU and chrF increase denotes improvement. We see that on average the three metrics agree with each other in the general trends exhibited by the systems, but BLEU is more prominent, thus we will present further analysis based on BLEU scores.

A general trend is that systems with extra document information perform substantially better than vanilla NMT systems. We find that it seems better to
Table 3: BLEU, TER and chrF scores computed on Medline20 and Scielo test sets with and without tags, where we contrast tags in source (Srctag), reference target tags (Trgtag with forced decoding) and predicted target tags (Trgtag). +ft identifies the corresponding fine-tuned systems. Note that for TER, a decrease in score signifies improvement, while for BLEU and chrF increase denotes improvement. The best result in each column is in bold and best score for predicted vs. reference tags are italicized.

<table>
<thead>
<tr>
<th></th>
<th>Medline20</th>
<th>Scielo</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EN-FR</td>
<td>FR-EN</td>
</tr>
<tr>
<td>All</td>
<td>39.3</td>
<td>50.2</td>
</tr>
<tr>
<td></td>
<td>40.5</td>
<td>49.0</td>
</tr>
<tr>
<td>+ft</td>
<td>40.3</td>
<td>48.9</td>
</tr>
<tr>
<td></td>
<td>46.3</td>
<td>46.5</td>
</tr>
<tr>
<td></td>
<td>36.0</td>
<td>52.0</td>
</tr>
<tr>
<td></td>
<td>52.6</td>
<td>66.0</td>
</tr>
<tr>
<td>Srctag</td>
<td>40.2</td>
<td>49.0</td>
</tr>
<tr>
<td></td>
<td>40.6</td>
<td>48.7</td>
</tr>
<tr>
<td>+ft</td>
<td>41.5</td>
<td>48.4</td>
</tr>
<tr>
<td></td>
<td>45.3</td>
<td>69.0</td>
</tr>
<tr>
<td></td>
<td>63.8</td>
<td>38.6</td>
</tr>
<tr>
<td>Trgtag</td>
<td>Reference</td>
<td>40.1</td>
</tr>
<tr>
<td></td>
<td>40.1</td>
<td>49.9</td>
</tr>
<tr>
<td>+ft</td>
<td>41.0</td>
<td>48.7</td>
</tr>
<tr>
<td></td>
<td>46.9</td>
<td>68.8</td>
</tr>
<tr>
<td></td>
<td>63.9</td>
<td>37.7</td>
</tr>
<tr>
<td>Predicted</td>
<td>39.6</td>
<td>55.2</td>
</tr>
<tr>
<td></td>
<td>40.0</td>
<td>56.1</td>
</tr>
<tr>
<td>+ft</td>
<td>40.3</td>
<td>49.2</td>
</tr>
<tr>
<td></td>
<td>46.9</td>
<td>68.6</td>
</tr>
<tr>
<td></td>
<td>63.2</td>
<td>35.9</td>
</tr>
</tbody>
</table>

introduce the tags on the source than on the target side, similar to [40, 41, 42]. We see an average improvement of 0.92 and 0.46 BLEU points on the source and target side tags respectively. Further, in Trgtag setting, using reference tags is consistently better than predicting them, with more than 1 BLEU point difference between these settings for Scielo. These observations carry over for fine-tuned systems. We also see that the effect of fine-tuning is generally positive, with the exception for Scielo systems with Trgtag for EN-FR.

5.1. Ablation Experiment

An ablation experiment was conducted in the Srctag setting for French-English direction to isolate the impact of document structure information. For this, we trained two models with one tag each: the first model with only domain tags, the second with only document structure (section) tags. This is in contrast to our experiments with the hierarchical tagging scheme where 3 dimensions of information are used to condition the translation output. The rationale behind this ablation experiment is to isolate the effect of other dimensions. The section and domain tagged systems had a BLEU score of 36.7 and
1 - src Compte tenu du manque de renseignements concernant ce modèle modifié, nous avons procédé à une étude pour en déterminer la survie et le rendement à court et à moyen terme.

Given the lack of information about this modified model, we conducted a study to determine short- and medium-term survival and performance.

2 - src S’il existe de nombreuses approches chiropratiques, deux types de chiropracteurs peuvent être identifiés; ceux s’intéressant aux troubles musculo-squelettiques et ceux souhaitant prendre en charge aussi des troubles non musculo-squelettiques.

While there are many chiropractor approaches, two types of chiropractors may be identified; those interested in musculoskeletal disorders and those wishing to also manage non-mechanical disorders.

3 - src Il est préoccupant de constater que les étudiants qui adhèrent au modèle de la subluxation soient prêts à intégrer ces opinions dans leurs futures prises en charge; souhaitant proposer des ajustements chiropratiques aux patients asymptomatiques.

Concerningly, students who adhere to the subluxation model are prepared to integrate these views into their future care; wishing to propose chiropractical adjustments to asymptomatic patients.

4 - src Les symptômes courants sont des maux de tête, des troubles de la vue, des acouphènes pulsatiles et un œdème papillaire.

Common symptoms are headaches, visual disorders, perfumant psychosis, and hematomary edema.

Table 4: Ablation experiment: Output from model trained with only document structure tags (a) and only domain tags (b).
Section tagging gave an improvement of 0.5 BLEU points. We observe the impact on output in Table 4 where sentences 1-2 display a common pattern: the difference in grammatical preference between models trained with only section information vs only domain information. Sentences 3-4 highlight variance in lexical choice for the two models. The difference in average sentence length of the output of the two systems was negligible (0.26 words). From these results, we conclude that compounded effect of hierarchical tagging is more pronounced as compared to using only one level of tagging.

6. Joint Prediction and Translation

In this section, we evaluate TrgTag systems in detail. Recall that for each sentence the model has to successively predict three tags, corresponding respectively to the domain, corpus and the section, before generating the output translation. We thus systematically evaluate and contrast (i) the accuracy of the prediction of each tag, and (ii) the impact of having a correct vs. incorrect prediction on the BLEU score. To do so, we use the systems trained with target side tags as prefix of the reference translation. This setting allows us to study how well tags can be automatically predicted from the source sentence and the resulting impact on the final translation.

For this, we force decode each test sentence four times with four prefixes of increasing size: pre0 is the empty prefix condition, where all tags are automatically generated, while pre3 initializes the decoder with the three reference tags; pre1 and pre2 denote the two intermediary settings, respectively with one and two correct tags. The former two conditions respectively correspond to decoding with predicted or reference tags in Table 3, the latter two are novel.

6.1. Using reference vs. predicted tags

In our results, we bin the sentences based on tag predictions. Bin 000 contains sentences for which that all three tags are wrongly predicted; similarly
### Table 5: Evaluating the difference in translation quality of sentences with correctly predicted sections vs. wrongly predicted sections (Domain, Corpus, Section).

#### All EN-FR: BLEU Scores (Percentage of sentences)

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Testsets</th>
<th>Global</th>
<th>000</th>
<th>001</th>
<th>100</th>
<th>101</th>
<th>110</th>
<th>111</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre0</td>
<td>36.8</td>
<td>31.0 (1.5%)</td>
<td>36.7 (66.5%)</td>
<td>38.1 (21%)</td>
<td>29.2 (0.3%)</td>
<td>37.6 (11%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre1</td>
<td>scielo</td>
<td>36.8</td>
<td>-</td>
<td>36.6 (68%)</td>
<td>37.9 (21%)</td>
<td>29.2 (0.3%)</td>
<td>37.6 (11%)</td>
<td></td>
</tr>
<tr>
<td>Pre2</td>
<td>(6475)</td>
<td><strong>37.5</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>35.8 (39%)</td>
<td>39.6 (61%)</td>
<td></td>
</tr>
<tr>
<td>Pre3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>37.5</strong> (100%)</td>
<td></td>
</tr>
<tr>
<td>Pre0</td>
<td>41.0</td>
<td>44.7 (1.1%)</td>
<td>-</td>
<td>39.9 (59.5%)</td>
<td>44.5 (15.2%)</td>
<td>39.8 (7.7%)</td>
<td>47.2 (16.5%)</td>
<td></td>
</tr>
<tr>
<td>Pre1</td>
<td>medline20</td>
<td>41.0</td>
<td>-</td>
<td>-</td>
<td>39.8 (60%)</td>
<td>44.4 (15.5%)</td>
<td>39.8 (7.7%)</td>
<td>48.7 (17%)</td>
</tr>
<tr>
<td>Pre2</td>
<td>(997)</td>
<td><strong>41.4</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>38.2 (55%)</td>
<td>46.0 (45%)</td>
<td></td>
</tr>
<tr>
<td>Pre3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>41.0</strong> (100%)</td>
<td></td>
</tr>
</tbody>
</table>

#### +fine tuning on Biomed

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Testsets</th>
<th>Global</th>
<th>000</th>
<th>001</th>
<th>100</th>
<th>101</th>
<th>110</th>
<th>111</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre0</td>
<td>36.5</td>
<td>-</td>
<td>35.7 (49%)</td>
<td>38.5 (48%)</td>
<td>29.0 (0.5%)</td>
<td>39.4 (2.4%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre1</td>
<td>scielo</td>
<td>36.5</td>
<td>-</td>
<td>35.7 (49%)</td>
<td>38.5 (48%)</td>
<td>29.0 (0.5%)</td>
<td>39.4 (2.4%)</td>
<td></td>
</tr>
<tr>
<td>Pre2</td>
<td>(6475)</td>
<td><strong>37.7</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>35.3 (24.5%)</td>
<td>39.1 (75.5%)</td>
<td></td>
</tr>
<tr>
<td>Pre3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>37.6</strong> (100%)</td>
<td></td>
</tr>
<tr>
<td>Pre0</td>
<td>42.0</td>
<td>-</td>
<td>40.2 (45%)</td>
<td>45.8 (15%)</td>
<td>39.8 (10%)</td>
<td>46.2 (30%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre1</td>
<td>medline20</td>
<td>42.0</td>
<td>-</td>
<td>-</td>
<td>40.2 (45%)</td>
<td>45.8 (15%)</td>
<td>39.8 (10%)</td>
<td>46.2 (30%)</td>
</tr>
<tr>
<td>Pre2</td>
<td>(997)</td>
<td><strong>42.4</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>39.6 (49%)</td>
<td>45.6 (51%)</td>
<td></td>
</tr>
<tr>
<td>Pre3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>41.9</strong> (100%)</td>
<td></td>
</tr>
</tbody>
</table>

#### All FR-EN: BLEU Scores (Percentage of sentences)

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Testsets</th>
<th>Global</th>
<th>000</th>
<th>001</th>
<th>100</th>
<th>101</th>
<th>110</th>
<th>111</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre0</td>
<td>35.5</td>
<td>45.8 (0.2%)</td>
<td>-</td>
<td>35.6 (89.8%)</td>
<td>34.5 (10%)</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Pre1</td>
<td>scielo</td>
<td>35.5</td>
<td>-</td>
<td>35.6 (89.8%)</td>
<td>34.5 (10%)</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Pre2</td>
<td>(6475)</td>
<td><strong>36.8</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>33.2(39%)</td>
<td>39.5(61%)</td>
<td></td>
</tr>
<tr>
<td>Pre3</td>
<td><strong>36.8</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>36.8</strong> (100%)</td>
<td></td>
</tr>
<tr>
<td>Pre0</td>
<td>40.5</td>
<td>46.8 (0.4%)</td>
<td>-</td>
<td>40.4 (80%)</td>
<td>55.1 (2.6%)</td>
<td>31.5 (13%)</td>
<td>44.2 (4%)</td>
<td></td>
</tr>
<tr>
<td>Pre1</td>
<td>medline20</td>
<td>40.5</td>
<td>-</td>
<td>-</td>
<td>40.5(80%)</td>
<td>55.1 (2.6%)</td>
<td>31.5 (13%)</td>
<td>44.2 (4%)</td>
</tr>
<tr>
<td>Pre2</td>
<td>(997)</td>
<td><strong>40.7</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>36.6 (60%)</td>
<td>47.0 (40%)</td>
<td></td>
</tr>
<tr>
<td>Pre3</td>
<td><strong>40.7</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>40.7</strong> (100%)</td>
<td></td>
</tr>
</tbody>
</table>

#### +fine tuning on Biomed

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Testsets</th>
<th>Global</th>
<th>000</th>
<th>001</th>
<th>100</th>
<th>101</th>
<th>110</th>
<th>111</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre0</td>
<td>36.6</td>
<td>-</td>
<td>37.0 (88.6%)</td>
<td>32.5 (10%)</td>
<td>36.4 (0.3%)</td>
<td>38.0 (1.5%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre1</td>
<td>scielo</td>
<td>36.6</td>
<td>-</td>
<td>37.0 (88.6%)</td>
<td>32.5 (10%)</td>
<td>36.4 (0.3%)</td>
<td>38.0 (1.5%)</td>
<td></td>
</tr>
<tr>
<td>Pre2</td>
<td>(6475)</td>
<td><strong>38.8</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>34.9 (23%)</td>
<td>40.6 (77%)</td>
<td></td>
</tr>
<tr>
<td>Pre3</td>
<td><strong>38.8</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>38.8</strong> (100%)</td>
<td></td>
</tr>
<tr>
<td>Pre0</td>
<td>43.6</td>
<td>-</td>
<td>42.6 (71.5%)</td>
<td>59.1 (4%)</td>
<td>35.4 (15%)</td>
<td>48.6 (9.5%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre1</td>
<td>medline20</td>
<td>43.6</td>
<td>-</td>
<td>-</td>
<td>42.6 (71.5%)</td>
<td>59.1 (4%)</td>
<td>35.4 (15%)</td>
<td>48.6 (9.5%)</td>
</tr>
<tr>
<td>Pre2</td>
<td>(997)</td>
<td><strong>44.3</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>39.1 (46%)</td>
<td>49.8 (54%)</td>
<td></td>
</tr>
<tr>
<td>Pre3</td>
<td><strong>44.3</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td><strong>44.3</strong> (100%)</td>
<td></td>
</tr>
</tbody>
</table>
bin 111 contains sentences with three correct predictions, 101 those with a correct prediction for the first and third tags and so on. To measure the translation quality, BLEU scores are computed for each subset of sentences, excluding as before tags in the score computation. Condition \texttt{pre0} is when we predict all three tags, while \texttt{pre3}, \texttt{pre2} and \texttt{pre1} involve some reference tag(s). Table 5 reports the BLEU scores and percentage of sentences in each bin.

We can make the following observations that apply for the two language directions. First, it turns out that predicting the first tag (domain) is easy which also explains the small gap in BLEU scores between \texttt{pre0} and \texttt{pre1}. Having the second tag (corpus) right is the most challenging part, with an error rate higher than 75\% for the non fine-tuned systems. This is because some of our in domain corpora are very close (eg. Cochrane and Medline). It remains difficult even after fine-tuning, with an error rate way above 60\%. The third tag (section headings), is much easier — assuming the other tags are correct, we achieve accuracy higher than 50\% (without fine-tuning) and higher than 60\% with fine-tuning. When we get the corpus tag wrong, we are likely to fail for section prediction (see 100 vs. 101), i.e. if the system errs on corpus it is likely to err also on the section tag. The main reason for this is data imbalance with just 8.7\% in-domain sentences having document structure information (see Table 2).

BLEU-wise, we see overall a general improvement when we move from predicted tags (\texttt{pre0}) to correct tags (\texttt{pre3}); when the corpus is known, section prediction is relatively easy explaining why \texttt{pre2} and \texttt{pre3} are always very close, and in some cases it even seems slightly better to let the system use predicted sections headings than use the correct ones.

\textit{Structure vs No structure tags.} As \texttt{pre2} and \texttt{pre3} scores are always very close, to better evaluate the impact of using reference section tags, we design another contrast and force decode all the test-sets with a 'generic' section tag instead of the actual IMRaD code. Results are in Table 6 and again contrast the effect of using source vs. target tags.
Having structure tags in source slightly improves BLEU for the fine-tuned systems on Medline (+0.6 and +0.7 respectively for EN-FR and FR-EN). All other comparisons show little, insignificant variations. The same small variations are observed for TrgTag systems, where we even observe that the generic tag yields a tiny improvement over the other condition. These small differences may be due to the training data distribution, as 75% and 48% sentences of Medline and Scielo respectively had <ABS> as the section tag. Overall, these results do hint at a slight improvement in BLEU when the more specific section is known, but given the small difference and the data imbalance, we abstain to make any conclusive statement.

### 6.2. Predicting Subsection Tags

For this analysis, we report results on the Scielo testset, which among all the biomedical testsets, has the largest number of documents annotated with structure information (cf. Section 4.1.3). Confusion matrices for EN-FR are shown in Figure 3 and the corresponding metric scores and FR-EN confusion matrices are given in Appendix A.

Section prediction results as shown in Table 7 resonate with our human analysis of lexical and grammar usage in different sections shown in Table 8. We analysed 50 most frequent words per section along with their POS tags (using nltk). Some words are shown in Table 8 to demonstrate that the word itself is an indicator of its’ most probable section and their usage is enriched in particular sections, e.g. the words like however and may exhibit higher probability to be
phrased in *Introduction* and *Conclusion* sections, whereas the illustrative and concrete diction exhibited by the words like *evidence* and *outcomes* have been mostly used in {*Conclusion, Results*} and {*Objectives, Material and Methods, Conclusion*} sections respectively. Interestingly the use of comparative words like *but* and *difference* was mostly in *Results* section. Words like *conclusion* and *controlled* have exhibited the highest probability of usage only in *Conclusion* and *Material and Methods* sections respectively. The confusion matrices and prediction scores show appreciable capability of the model for predicting the sections. We see that *Title* (*<H1>* ) was predicted with the highest precision as titles are mostly content words. *Introduction* (*<INT>* ) was the most difficult to predict as it typically presents the broader picture and has high lexical variation. {*Objectives, Material and Methods, Conclusion*} were predicted with precision above 88.
Table 7: Precision, Recall and F1 Score on Scielo baseline and fine-tuned systems for systems for section prediction (pre2).

<table>
<thead>
<tr>
<th>Section</th>
<th>Baseline</th>
<th>Fine-tuned</th>
<th>Baseline</th>
<th>Fine-tuned</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
</tr>
<tr>
<td>&lt;H1&gt;</td>
<td>1.00</td>
<td>0.55</td>
<td>0.71</td>
<td>1.00</td>
</tr>
<tr>
<td>&lt;OBJ&gt;</td>
<td>1.00</td>
<td>0.71</td>
<td>0.83</td>
<td>0.99</td>
</tr>
<tr>
<td>&lt;INT&gt;</td>
<td>0.33</td>
<td>0.12</td>
<td>0.18</td>
<td>1.00</td>
</tr>
<tr>
<td>&lt;MaM&gt;</td>
<td>0.93</td>
<td>0.65</td>
<td>0.77</td>
<td>0.89</td>
</tr>
<tr>
<td>&lt;CON&gt;</td>
<td>0.96</td>
<td>0.34</td>
<td>0.51</td>
<td>0.88</td>
</tr>
<tr>
<td>&lt;RES&gt;</td>
<td>0.81</td>
<td>0.75</td>
<td>0.78</td>
<td>0.85</td>
</tr>
</tbody>
</table>

|         | accuracy |          |          |          |          |          |          |          |          |          |          |          |
|         |          | 0.72      | 0.45     | 0.54     | 0.80     | 0.55     | 0.62     | 0.70   | 0.45       | 0.53       | 0.73       | 0.57       | 0.63       |
|         | macro avg| 0.52      | 0.45     | 0.54     | 0.80     | 0.55     | 0.62     | 0.70   | 0.45       | 0.53       | 0.73       | 0.57       | 0.63       |
|         | weighted avg| 0.52    | 0.45     | 0.54     | 0.80     | 0.55     | 0.62     | 0.70   | 0.45       | 0.53       | 0.73       | 0.57       | 0.63       |

Table 8: Word occurrence in sections from 50 most frequent words only. POS tags were generated using nltk pos tagger.

<table>
<thead>
<tr>
<th>Word</th>
<th>Occurrence in Sections</th>
</tr>
</thead>
<tbody>
<tr>
<td>conclusion_NNS</td>
<td>CON</td>
</tr>
<tr>
<td>controlled_JJ</td>
<td>MAM</td>
</tr>
<tr>
<td>but_CC</td>
<td>RES</td>
</tr>
<tr>
<td>difference_NN</td>
<td>RES</td>
</tr>
<tr>
<td>however_RB</td>
<td>INT</td>
</tr>
<tr>
<td>may_MD</td>
<td>INT</td>
</tr>
<tr>
<td>trial_NNS</td>
<td>MAM</td>
</tr>
<tr>
<td>evidence_NN</td>
<td>RES</td>
</tr>
<tr>
<td>people_NNS</td>
<td>H1</td>
</tr>
<tr>
<td>outcomes_NNS</td>
<td>OBJ</td>
</tr>
<tr>
<td>studies_NNS</td>
<td>MAM</td>
</tr>
<tr>
<td>quality_NN</td>
<td>MAM</td>
</tr>
</tbody>
</table>

When we predict all tags (pre0), systems have precision above 0.95 for Conclusion, Title, Material and Methods, Objectives and 0.85 for Results. In terms of accuracy, we see an improvement from 0.32 to 0.50 for EN-FR after fine-tuning and a slight improvement for FR-EN. As seen earlier, section prediction is better when the first two tags are known, i.e pre2, however title prediction remains good in FR-EN direction even for pre0 and pre1. Introduction remains the most difficult section to predict but pre2 systems learn to predict well. Accuracy for the baseline systems is 0.61, which increases for fine tuned systems to 0.75 and 0.77 for EN-FR and FR-EN respectively.

6.3. Qualitative Analysis: Tag conditioned translation variants

In this section, we study how tags affect the lexical and grammatical choice in automatic translations. For this analysis, we analysed the 1167 translations of all the titles (<H1> tags) in the Scielo corpus and compared two cases: (a)
when the correct tag \(<\text{H1}\)> is used in source (b) when the generic tag (\(<\text{ABS}\>)

is used instead. Titles are interesting because they tend to be more compact in their wording than regular sentences and also differ in their syntactic structure as they mostly consist in long nominal phrases devoid of verbs (some illustrations in Table 9). As discussed above, titles can be predicted with some confidence (in pre2 conditions).

Overall, we observed that the two outputs were very comparable and hardly distinguishable in their BLEU scores (40.6 vs 40.9). In the majority of cases (931 titles), the two output translations are entirely identical. Out of the remaining cases, the differences are always small, yet we can identify interesting differences which illustrate the effect of these subsection tags. The first is that when using the \(<\text{H1}\)> tag, target titles are actually slightly shorter than in the other condition: the average length difference between the two outputs is 1.06 chars, with 77 cases of (a) being longer, and 131 cases where (b) is longer - these two situations are illustrated in the first two examples of Table 9. There are various causes for these length differences, which are sometimes as subtle as a change in a determiner, see example 3 where translation (a) contains a collective use for the singular determiner, which is very appropriate in scientific texts; and example 4 where (a) uses a noun group while (b) uses a verbal form. One syntactic pattern however emerges from this analysis: outputs (a) tend to favour adjectives over prepositional groups (see examples 5 and 6).

More examples of variations obtained with different tags are in appendix A.

7. Related Work

Document-level MT. (DLMT) is loosely defined by contrast to "sentence-level" MT (SLMT) and includes any technique aiming to handle translation phenomena requiring a context extending beyond isolated sentences. The targeted phenomena

\[\text{17}\] Indeed the BLEU scores between these condition is mostly due to a lower brevity penalty when using \(<\text{H1}\>).
Table 9: Translation of Scielo test sets produced with fine-tuned systems from English into French. For each example, we display the source sentence, then the translations obtained respectively with the tags <H1> (a) and <ABS> (b). Note that for all these examples, the two French outputs are equally fluent and adequate. They illustrate small variations in wordings reflecting the style differences in titles vs. regular texts.

are quite heterogeneous in nature, but notably encompass coreference issues, coherence issues, and discourse-level issues [4]. Coreference issues are mostly related to the consistency of pronoun use across languages, where the choice of a morphological variant for a pronoun (e.g., in gender or number) may be conditioned by its referent from previous sentence(s). Coherence corresponds to longer range phenomena that ensure that a translated text can be read as a whole, implying a consistent choice of terms, tense, style, and references throughout the text. Finally, DLMT also includes the generation of texts that correctly reproduce the argumentative structure of the source input. In the realm of neural architectures, DLMT has been mostly approached as "MT with long-range dependencies", fostering multiple approaches to integrate large spans of text in the translation context. These approaches range from simple extensions of SLMT where multiple sentences are translated as one unit [60, 61, 62], to more sophisticated proposals combining a short-term context (at the sentence
level) with a long-range context. This can be achieved with dual encoders [63], hierarchical architectures [64, 65, 66], or cache-based methods [12]. Widening the notion of context, topic models or even domain adaptation techniques can also be used to represent large documents [9]. A conclusion of several comparative studies [67, 15, 62] is that simple techniques (no context, or basic concatenation) are difficult to outperform. A review of DLMT is in [6]; more recent approaches based on large language models are documented in [68].

**Tags.** have been widely used in NMT to incorporate additional discrete conditioning factors in [1], and control the output language, the domain, or the level of formality and politeness [29, 30, 31], mitigate gender bias issues [69], and provide us with a simple and effective way to take structure in account.

Notably, [30, 40] use tags in multi-domain systems, an approach extended in [70] with multi-level; tags in [71, 72, 73, 31] inform systems about the level of formality or politeness of a sentence; finally, multilingual MT [74, 29, 75] use tags to select the desired target language. In the same line of studies, [76] use numerical tag values corresponding to length constraints, while [40] use a tag to enforce the decoding direction of a bidirectional system, in [35, 77] tags inform back-translated data, [78] use tags to control the readability level of NMT output, [42, 79] demonstrate zero-shot NMT capability using tags.

Tags have also proven useful for grammatical error correction using NMT [80] where tags are used with each word to indicate the operation e.g. keep, delete, replace etc. [81] use tags to enforce the decoder towards natural MT output, [82] used tags for named entity recognition, whereas tags have been used in [83] for entity projection for cross-lingual NER.

To our knowledge, there exists no prior work on using tags to represent the document structure in NMT other than [77], which only use tags on the source side. Closer to our work, one-level document structure-tags have been used for document quality prediction by [84], which reports a strong correlation with text classification. They used three tags (Title, Abstract and BodyText) and reported performance reduction when using smaller structure-tag set on all three
domains that they worked on.

In the context of Multilingual NMT, [42] shows language tags to significantly impact zero-shot translation quality. They report best scores by placing the target language tags on the encoder side which helps alleviate the off-target issue for such models. Similar analyses, for a variety of tags, are in [40, 41], and suggest that when tags are observed, having them on the source side yields better results. Our results also show better results with tags on the source side.

It is further possible to explicitly amplify this effect by injecting the tag information into the input representation of every token (eg. [30, 36] for domain information, or [37] for language information).

8. Conclusion and Discussion

Sentences in a document generally follow a typical style, for example the introductory sentences are clearly distinguishable from concluding sentences based on the lexical choice and sentence style etc. Whether or not can an MT system be trained to learn and use these sentence specific styles is the question that we have studied in this article.

We have tried to take advantage of the rigid structure of abstracts in the biomedical domain to assess the effect of structure on the translation quality. For this, we have carefully annotated a large subset of our training data with structural information, and trained models that were able to take this structure into account thanks to a hierarchical tag system that introduces an extra non-local context during translation. In addition to the elaboration of a new annotated resource, that will be useful for further works, our study has shown that (a) predicting the structural labels was possible from the sole source text, at least for fine tune systems exposed to structured documents; (b) based on this complex of tags, it was actually possible to improve our automatic evaluation scores, even though the actual effect of the sole structural tags on BLEU scores was found to be fairly limited in our test conditions. This highlights one clear limitation of our results, which mostly rely on automatic metrics such as BLEU or TER. It is
likely that such scores may not fully capture the fine-grained stylistic variations
that are implied by the use of document structure information.

In our future work, we would like to generalize this approach to other
structural labels that may be available for other documents and domains,
as well as to combine this information with other, more fine grain, additional
contextual information that may be useful for document-level MT. Another
perspective is to explore how structural information is handled in NMT systems
based on large language models, which represent a competitive alternative to
the encoder-decoder models used in this study.
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Appendix A. Precision and Recall scores for Confusion matrices

Figure A.4: FR-EN: from left to right pre0, pre1 and pre2. First row baseline, Second row fine-tuned systems

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Section</th>
<th>EN-FR</th>
<th>Baseline</th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>Fine-tuned</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt;CON&gt;</td>
<td></td>
<td>0.99</td>
<td>0.32</td>
<td>0.32</td>
<td>0.48</td>
<td>0.95</td>
<td>0.35</td>
<td>0.35</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>&lt;H1&gt;</td>
<td></td>
<td>1.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>1.00</td>
<td>0.51</td>
<td>0.51</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>&lt;INT&gt;</td>
<td></td>
<td>0.14</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>&lt;MaM&gt;</td>
<td></td>
<td>0.98</td>
<td>0.39</td>
<td>0.39</td>
<td>0.56</td>
<td>0.97</td>
<td>0.55</td>
<td>0.55</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>&lt;OBJ&gt;</td>
<td></td>
<td>1.00</td>
<td>0.53</td>
<td>0.53</td>
<td>0.69</td>
<td>1.00</td>
<td>0.68</td>
<td>0.68</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>&lt;RES&gt;</td>
<td></td>
<td>0.85</td>
<td>0.38</td>
<td>0.38</td>
<td>0.52</td>
<td>0.80</td>
<td>0.47</td>
<td>0.47</td>
<td>0.61</td>
</tr>
<tr>
<td>accuracy</td>
<td></td>
<td></td>
<td>0.62</td>
<td>0.23</td>
<td>0.23</td>
<td>0.30</td>
<td>0.62</td>
<td>0.24</td>
<td>0.24</td>
<td>0.43</td>
</tr>
<tr>
<td>weighted avg</td>
<td></td>
<td>0.95</td>
<td>0.32</td>
<td>0.32</td>
<td>0.45</td>
<td>0.95</td>
<td>0.50</td>
<td>0.50</td>
<td>0.65</td>
<td></td>
</tr>
</tbody>
</table>

Table A.10: Precision, Recall and F1 Score on Scielo baseline and fine-tuned systems without abstract in reference
Table A.11: Precision, Recall and F1 Score on Scielo baseline and fine-tuned systems for systems with and without abstract in reference comparison

Appendix B. Examples of variations incurred by tag differences

For this analysis, we generated translations of random documents using all possible tag combinations in source and target sides. A large set of these combinations were human analysed, some sample outputs for three tag combinations are in Table B.12 for Srctag vs Trgtag with the corresponding BLEU, TER and chrF scores.

We observe variation in lexical choice as well as grammatical sentence formation, due to using Srctag vs Trgtag. We see the preference of all Srctag combinations for certain lexical choices, e.g. Srctag system outputs always start with the article the. Similarly, several phrase constructions appear to have been learned from out-of-domain data as these majorly appear in Srctag sentences having any tag from \{<G> <WMT> <US> \}[^18] For instance, “death registration” and “has been” in second and third examples.

[^18]: This tag combination is used for all out-of-domain sentences in the training corpus.
Training community-based health workers, physicians and coders were successful approaches to improve death registration completeness and availability of cause-of-death data.

Source: La formation d’agents sanitaires de proximité, de médecins et de codeurs s’est révélée pour améliorer l’enregistrement des décès et accroître la disponibilité de données sur les causes de décès.

Reference: Training community-based health workers, physicians and coders were successful approaches to improve death registration completeness and availability of cause-of-death data.

Srctag: the training of community health workers, physicians and coders has proven to be effective in improving the registration of deaths and increasing the availability of data on causes of death.

Trgtag reference: Training of outreach health workers, physicians and coders has proven to be effective in improving the registration of deaths and increasing the availability of data on causes of death. (BLEU:38.2 TER: 50.0 chrF:67.0)

Trgtag predicted: Training of nearby health workers, doctors and coders has proven to be effective in improving the registration of deaths and increasing the availability of data on causes of death. (BLEU:36.9 TER: 50.4 chrF:66.5)

Srctag: The training of community health workers, physicians and coders has been effective in improving death registration and increasing the availability of data on causes of death.

Trgtag reference: Training of nearby health workers, physicians and coders has proven to be effective in improving the registration of deaths and increasing the availability of data on causes of death. (BLEU:37.4 TER: 51.1 chrF:66.7)

Trgtag predicted: Training of nearby health workers, doctors and coders has proven to be effective in improving the registration of deaths and increasing the availability of data on causes of death. (BLEU:36.9 TER: 50.4 chrF:66.5)

Srctag: the formation of nearby health workers, physicians and encoders has been effective in improving death registration and increasing the availability of data on causes of death.

Trgtag reference: Training of outreach health workers, physicians and coders has proven to be effective in improving the registration of deaths and increasing the availability of data on causes of death.

Trgtag predicted: Training of nearby health workers, doctors and coders has proven to be effective in improving the registration of deaths and increasing the availability of data on causes of death.

Table B.12: Example outputs with varying tag combinations. Lexical differences are marked in blue whereas grammatical changes are given in orange. Invalid tags in a particular combination are marked in red. BLEU, TER and chrF scores are computed for whole test-set.

An interesting example is the <G> <PATR> <ABS> combination (last row in Table B.12), where two tags are wrong and the Srctag system used the word “formation”, “nearby” and “encoders” instead respectively of “training”, “outreach” and “coders” which are generated with the reference tags.

PATR is a subpart of the Ufal corpus amounting to around 22% of bio-medical data without substructure information, was thus tagged with <M> <PATR> <US>.
### Appendix C. Number Similar and Different sentences selected in each decoding setting

<table>
<thead>
<tr>
<th>Direction Models</th>
<th>Testsets</th>
<th>Pre0-Pre1</th>
<th>Pre0-Pre2</th>
<th>Pre1-Pre2</th>
<th>Pre0-Pre3</th>
<th>Pre1-Pre3</th>
<th>Pre2-Pre3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Similar</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>en-fr</td>
<td>tagall</td>
<td>60.00%</td>
<td>40.00%</td>
<td>60.00%</td>
<td>40.00%</td>
<td>30.80%</td>
<td>69.20%</td>
</tr>
<tr>
<td></td>
<td>scielo</td>
<td>56.93%</td>
<td>43.07%</td>
<td>57.09%</td>
<td>42.91%</td>
<td>38.99%</td>
<td>61.01%</td>
</tr>
<tr>
<td></td>
<td>edp</td>
<td>40.03%</td>
<td>59.97%</td>
<td>40.19%</td>
<td>59.81%</td>
<td>31.27%</td>
<td>68.73%</td>
</tr>
<tr>
<td></td>
<td>tagall-ftbiomed</td>
<td>53.69%</td>
<td>46.31%</td>
<td>53.69%</td>
<td>46.31%</td>
<td>50.04%</td>
<td>49.96%</td>
</tr>
<tr>
<td><strong>Different</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>en-fr</td>
<td>tagall</td>
<td>0.84%</td>
<td>1.25%</td>
<td>0.77%</td>
<td>1.25%</td>
<td>0.84%</td>
<td>1.25%</td>
</tr>
<tr>
<td></td>
<td>scielo</td>
<td>0.84%</td>
<td>1.25%</td>
<td>0.77%</td>
<td>1.25%</td>
<td>0.84%</td>
<td>1.25%</td>
</tr>
<tr>
<td></td>
<td>edp</td>
<td>0.84%</td>
<td>1.25%</td>
<td>0.77%</td>
<td>1.25%</td>
<td>0.84%</td>
<td>1.25%</td>
</tr>
<tr>
<td></td>
<td>tagall-ftbiomed</td>
<td>0.84%</td>
<td>1.25%</td>
<td>0.77%</td>
<td>1.25%</td>
<td>0.84%</td>
<td>1.25%</td>
</tr>
</tbody>
</table>

Table C.13: Sentence Comparison, Percentage and BLEU scores