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BM hybrid study

We use a 2.5D hybrid simulation to study the breathing mode (BM) dynamics in Hall

thrusters (HTs). This involves a 1D Euler fluid simulation for neutral dynamics in the

axial direction, coupled with a 2D axial-azimuthal Particle-in-Cell (PIC) simulation for

charged species. The simulation also includes an out-of-plane virtual dimension for wall

losses. This setup allows us to replicate the BM’s macroscopic features observed in ex-

periments. A comprehensive analysis of plasma parameters in BM’s phases divides it into

two growth and two decay sub-phases. Examining 1D axial profiles of electron tempera-

ture, gas and plasma densities, and particle creation rate shows that an increase in electron

temperature alone cannot sustain ionization. Ionization seems influenced by the spatial

correlation between electron and gas densities and ionization rate coefficient. Investigating

ion back-flow reveals its impact on modulating neutral flux entering the ionization region.

The hybrid simulation’s outcomes let us assess the usual 0D predator-prey model’s validity

and identify its limitations. The ionization and ion convection term approximations hold,

but the gas convective term approximation does not. Introducing an alternative gas con-

vective term approximation involving constant density ejection from the ionization region

constructs an unstable BM model consistent with simulation results. In addition, this paper

explores how varying the imposed voltage and mass flow rate impacts the BM. The BM

frequency increases with imposed voltage, aligning with theoretical predictions. The mass

flow rate variation has a limited effect on BM frequency, following the theoretical model’s

trend.
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BM hybrid study

I. INTRODUCTION

The development of Hall Thrusters (HTs) has undergone a great rise in recent years, following

the renewed interest in space-based technologies1. The HTs use an E × B configuration to ionize

a neutral gas and to accelerate outwards the created ions, so as to produce the thrust. These

devices are formed by an annular channel, opened at one end. At the other end, which is closed

by the high-voltage anode, the neutral gas is injected. The electrons that sustain the ionization are

produced by a cathode which is usually at the channel exit. The E × B configuration makes the

electrons drift azimuthally in the channel. The presence of this electron drift is at the origin of

the growth of numerous instabilities2,3. In recent years, a large number of studies have dealt with

the development and consequences of these instabilities4–8. However, the largest scale instability

of HTs is not directly related to the E × B electron drift: it is a long-period (i. e., some tens of

microseconds) ionization instability which is known as the breathing mode (BM)9. The BM leads

to strong variations in the discharge current value and in all the plasma properties. Such variations

clearly affect the overall performance of the thruster, by increasing the erosion at the walls and

modulating the power absorption. In the first phase of the BM, the plasma density experiences a

noticeable rise, to the detriment of the neutral gas density. This trend continues until the gas density

reaches a sufficiently low level, at which point the plasma density growth reaches an unsustainable

state. When this turning point is reached, the plasma density naturally subsides, allowing the

neutral gas to repopulate. This cyclic process then sets the stage for a restart. Despite having a

grasp of the fundamental BM concept, a precise and universally accepted explanation remains an

open question.

One of the first models was proposed by Fife et al.10, who considered a 0D predator-prey model

for neutral gas and charged species (with several strong assumptions about the system length and

boundary conditions). By linear perturbation analysis of the continuity equations of neutral gas and

ions, one obtains a harmonic oscillator response of the system. However, this simple model does

not predict the growth of the instability. Some other primary attempts to model the BM have been

discussed by Morozov and Savelyev11. Hara et al.12,13 have shown that, even if we consider a more

complex system of 2 equations, the growth rate of the oscillation remains negative. Analyzing a

system of 4 equations (the continuity for gas and ions, ions momentum conservation equation, and

electron energy conservation equation), Hara et al.12 found that if the electron energy is free to

vary, the ionization oscillation might be unstable. However, numerical experiments13 have shown
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that in such a 0D system, the oscillations are always stable, i. e., the growth rate is negative. More

recently, Lafleur and coworkers14 have shown (using both theoretical arguments and numerical

integration) that such 0D systems do not predict the growth of the BM, even when the temporal

variation of the electron temperature is accounted for.

Using some 1D quasi-neutral hybrid simulations (i. e. kinetic ions, fluid electrons and neutrals),

Boeuf and Garrigues9 described the BM mechanism as a spatial fluctuation of the neutrals in the

region next to the exhaust and showed that the BM frequency is related to the time needed from the

neutrals to fill the ionization region. Chable et al.15 found the origin of this mode in a Bunemans’

type instability related to the coupling between electric field and ion current. Barral et al.16,17

made several efforts to explain the origin of the BM, showing that this mode derives from the

competition between the ionization and the neutral gas advection. In particular, in Ref.16, Barral

and Ahedo reported that the BM can be reproduced by a fully fluid 1D model and that the current

and gas density define the plasma state. By some small perturbation analysis they also showed

that the linear modes linearly growing in simulations could be explained theoretically. However,

they highlighted the fact that non-linearities modify the frequency obtained with the perturbation

approach. In more recent years, Lafleur et al.14 proved with 1D fluid simulations that the primary

cause of the BM is related to the electron temperature and electron power absorption, while the

ion recombination at the anode has a negligible effect on the BM. Furthermore, Lafleur et al.14

showed that anomalous mobility does not appear to be the primary trigger of the BM. Chapurin et

al.18,19 suggested that the characteristics of the BM depend on the thickness of the ion back-flow

(towards the anode) region. Furthermore, they studied the sensibility of the BM on the chosen

magnetic field and anomalous mobility profile. The results clarified that, for the neutral dynamics,

the continuity and momentum equations (with constant temperature20) are sufficient to reproduce

the BM mechanism. In a recent publication21, the authors investigated the development of the

BM utilizing a hybrid axial-radial code. They underscored the standing-wave nature of density

oscillations and discussed the progressive wave structure concerning electron temperature. The

BM was also studied in several experimental papers22–25. A review work on the BM was presented

by Li-Qiu et al.26.

Despite the great efforts and useful models that have been proposed throughout the years, a detailed

analysis of the evolution of the parameters during a BM using a Particle-in-Cell (PIC) simulation is

still missing. In particular, a PIC simulation allows us to capture detailed kinetic effects (i. e. that

may not be as accurately represented in other simulation approaches) on the different quantities
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having an impact on the BM. In this paper, we used a 2.5D hybrid code, LPPic, which uses a PIC

description of the charged species, while solving the 1D Euler equations for the neutral gas27. The

simulation of both the charged species dynamics and the gas dynamics allows us to reproduce the

BM oscillations. In previous models of axial-azimuthal simulations, usually, the voltage is kept

constant 28,29. In this work, the PIC code is coupled to an RLC circuit that mimics the actual filter

used by experimental devices7. This allows the anode voltage to vary and to reproduce the BM

oscillation in a more realistic way.

The primary goal of this paper is to understand the relations between the varying parameters

during a BM, taking advantage of the kinetic description of charged particles in our simulation.

These observations will help discern which fluid approximations are valid, and which have to

be improved. By rewriting the system of continuity equations for neutral gas and plasma under

various assumptions, we demonstrate that it is feasible to replicate the BM oscillations using a 0D

system that aligns with the findings of the hybrid simulation. The paper is organized as follows:

Section II presents the code used for the simulations. Then, in Section III we analyze a given

simulation in detail. First, we study the relations between the different parameters during a BM

cycle, and later we discuss which BM models are consistent with our results. In particular, we

challenge some of the models in the literature to determine to what extent their approximations

are confirmed by the simulation discussed in the present work. Subsequently, in Section IV we

analyze the limitations of the Fife’s 0D system and we propose an alternative to it, which takes

into account the results from the hybrid simulation. In Section V we present some results obtained

by varying the input parameters in the simulations. In particular, we study the effect on the BM of

variating the imposed voltage and neutral gas mass flow rate.

II. DESCRIPTION OF THE PIC SIMULATION

A. Simulation setup

The simulations are performed with a 2D-3V electrostatic, time-explicit hybrid code, LPPic,

which has been extensively used to simulate HTs. Moreover, LPPic has notably taken part in

two international benchmark studies involving radial-azimuthal30 and axial-azimuthal29 configu-

rations. A detailed discussion of the code has been given in Refs.7,27,31,32. In the following, we

sum up its main characteristics.

5

Th
is 

is 
the

 au
tho

r’s
 pe

er
 re

vie
we

d, 
ac

ce
pte

d m
an

us
cri

pt.
 H

ow
ev

er
, th

e o
nli

ne
 ve

rsi
on

 of
 re

co
rd

 w
ill 

be
 di

ffe
re

nt 
fro

m 
thi

s v
er

sio
n o

nc
e i

t h
as

 be
en

 co
py

ed
ite

d a
nd

 ty
pe

se
t.

PL
EA

SE
 C

IT
E 

TH
IS

 A
RT

IC
LE

 A
S 

DO
I: 

10
.10

63
/5.

01
88

85
9



BM hybrid study

FIG. 1: (a) Axial-azimuthal simulation domain used in hybrid simulations. (b) Scheme of the

electrical circuit modeled in the simulation.

In Figure 1 (a) we show a simplified scheme of the simulation domain. The spatial domain

consists of a Cartesian mesh, with periodic boundary conditions along the azimuthal (y) direction.

At the boundaries of the x direction, we find the anode and the cathode. The cathode is grounded.

At each time step, we inject a number of electrons to fulfill the quasi-neutrality conditions in the

last cell32. The anode is at high voltage, and the imposed voltage is controlled by an external

circuit, which is reported in Figure 1 (b). The circuit modeling is discussed in Ref.7. A magnetic

field in the out-of-plane direction is imposed, constant in time, so as to recreate the E × B drift of

electrons.

Collisions between charged species and neutrals are treated through a Monte Carlo collision

(MCC) model employing the null-collision frequency method established by Vahedi and Suren-

dra33. The MCC model self-consistently accounts for electron-impact ionization.

The neutral dynamics is solved with 1D Euler equations along the axial, or x, direction. The

Euler equations are solved with an HLLC solver34. A fixed neutral flux rate is imposed at the

anode, while open boundary conditions are imposed at the cathode boundary. The 1D Euler system
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solved in LPPic is ∂tρg +∂x(ρgug) = S1,

∂t(ρgug)+∂x(ρgu2
g) = −∂xPg +S2.

In the previous expressions, ρg is neutral density, ug is the neutral fluid velocity, S1 and S2 are

the collisional source terms and Pg is the neutral pressure. The neutral gas temperature is set to

640 K. More details about the solution of the neutral dynamics are given in Charoy et al.27. The

terms S1 and S2 are calculated by counting the number of collisions between electrons and neutrals

occurring in the MCC module.

A constant mass flow of neutral gas is injected at the anode. In addition to that, the anode

boundary condition also accounts for neutrals produced from ion recombination at the anode. The

set of equations described above deals with a flux Γg = ρgug, hence, to obtain the real mass flow

rate in the device we need to define the device area.

In real HTs devices, the presence of the radial dimension plays an important role in determining

the characteristics of the plasma. Inside the channel, a Bohm flux of particles leaves the simulation

domain at the grounded thruster walls. Outside the channel, the dynamics in the plume is charac-

terized by a high divergence angle35. However, since LPPic is a 2.5D code, the radial dynamics

cannot be followed self-consistently and the model of the virtual-r direction will be detailed in the

following section.

Finally, in order to relax the simulation numerical constraints36 we used a permittivity scaling

factor of 64, so that the time step and mesh size can be increased by a factor of 8. Even if the

permittivity scaling may affect the plasma dynamics, it seems not to play a fundamental role in the

BM development27,37. A comprehensive list of the simulation parameters, which draw inspiration

from those of the PPS1350 by Safran, is provided in Table I. The azimuthal length Ly is set to

4 cm to allow the full azimuthal development of the instabilities, as discussed in Ref.7. In the same

reference one can find the representation of the magnetic field profile.

B. The virtual-r model

To model the out-of-plane radial direction which is not self-consistently simulated, we rely on

basic plasma physics concepts. In a bounded plasma, a charged sheath forms at the plasma-wall

interface. The sheath is a spatially charged region, thus, an electric field directed towards the

wall forms. This field accelerates the ions towards the wall and repels the electrons, reducing

7
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the electron thermal flux that the walls absorb. In the case of dielectric walls, without secondary

electron emission (SEE), the ion flux towards each wall can be obtained from Bohm theory38 and

reads

Γi = hn

√
kBTe

mi
, (1)

where n is the plasma density in the center of the bulk and h is the ratio between the plasma density

at the sheath edge and the center39. The ion mass is denoted mi and the Boltzmann constant kB.

The electron flux is essentially a thermal flux, that can be expressed as

Γe =
nv̄
4

exp
(

eVf

kBTe

)
,

with v̄ the electron mean velocity of a Maxwellian distribution at the mean energy 3/2eTe and

Vf , that is negative, the potential difference between the wall and the bulk, named floating po-

tential. The potential difference between the wall and the bulk is not calculated self-consistently

in the simulations, thus, it is not possible to directly use this formula to extract the right num-

ber of electrons. Some previous works40,41 proposed to set a constant value for ∆Φ and absorb

all the electrons with an energy larger than the given value. Nonetheless, this strategy has some

drawbacks, as the potential difference between the wall and the bulk depends upon the plasma

characteristics, which exhibit significant variation across the thruster channel. Moreover, suppose

the absorption at the walls of electrons and ions follows two different mechanisms without any

feedback between them. In that case, it is difficult to conserve the overall charge neutrality, which

is mandatory in the case of dielectric walls. For this reason, we first calculate, and absorb radially,

an ionic Bohm flux and then assume that the number of ions and electrons absorbed at the walls is

the same. SEE can play a fundamental role in HT devices11, however, as a first step, we decided

to neglect the effect of SEE in our virtual radial direction. We leave the introduction of that effect

to future work. In order to calculate the number of exiting particles from the flux42, one needs to

define the out-of-plane thickness of the simulation domain, Lz. In this first simulation, we con-

sidered a value of Lz = 1.55cm, which corresponds to the real thickness of the thruster channel.

The value of h is set to h = 0.5, which is reasonable for this kind of plasmas30. All in all, since

our model of the virtual radial direction accounts for the energy and particle losses to the walls, it

truly improves the standard axial-azimuthal simulations in which the out-of-plane direction is not

modeled.
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FIG. 2: (a) Current and (b) anode potential evolution.

III. ANALYSIS OF THE BM DYNAMICS USING A PIC RUN

In this section, we analyze the BM dynamics using the axial-azimuthal PIC simulation with the

virtual-r described in Section II. The kinetic description of the charged species, coupled with the

fluid description of neutral gas, allows us to reproduce the ionization process at the base of the

breathing mode. In Figure 2 we report 300 µs of current evolution (a) and of the anode potential

evolution (b) from the simulation. The addition of the virtual-r decreases the average current value,

but it does not notably affect the relative amplitude of the BM oscillations37,42. The dynamics in

this figure show that the chosen time span allows the resolution of three full BM cycles. As one

can see, both the current and the anode potential oscillate significantly. The oscillation frequency

is around 12 kHz. In the following, we will study in detail the third current peak, between ≃

160µs and ≃ 250µs. The good and regular shape of the BM peaks, also observed in Refs.24,25,

make this simulation particularly suitable for a detailed analysis of the mechanism driving the BM

oscillation. The higher frequency oscillations visible in Figure 2 (a) are related to plasma resistive-

like instabilities43,44 in axial direction and are not the focus of this work. Some detailed discussion

about these instabilities can be found in Ref.8.
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FIG. 3: Spatiotemporal evolution of (a) normalized gas density ng, (b) gas speed vg, (c) electron

density production rate by ionization Siz, (d) electron density ne, (e) electron azimuthal speed ve,y,

(f) electron temperature Te, (g) ionization rate coefficient Kiz = Siz/ngne, and (h) axial electric

field Ex. The maps are obtained by averaging azimuthally at every time. The color scale is the

same for all the plots. In (i) we show the total current evolution. The vertical dashed lines allow

us to identify the four phases of the BM cycle.

A. Analysis of breathing mode

In Figure 3, we show the temporal evolution of the axial profiles of some important plasma

parameters averaged azimuthally: the normalized gas density ng (a), gas speed vg (b), electron

density production rate by ionization Siz (c), electron density ne (d), electron azimuthal speed ve,y

10
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(e), electron temperature Te (f), ionization rate coefficient Kiz = Siz/ngne and the axial electric

field Ex (g). The fluctuations of these quantities are crucial in the evolution of the BM, which is

an ionization instability. Therefore, understanding their variations is essential for explaining the

development of the BM. Each quantity is normalized by diving for its maximum in the simulation

domain and in the considered time-span.

The ionization rate coefficient Kiz(Te) depends on the electron temperature Te as

Kiz =
1
ne

∫
R3

σiz(v) fe(v)|⃗v|d⃗v, (2)

with viz the ionization threshold velocity (i. e., viz =
√

2eEiz/me, with Eiz the energy threshold

for ionization in eV, e the elementary charge and me the electron mass), σiz the ionization cross-

section, and fe(v) the electron velocity distribution function, which is correlated to Te. The ion-

ization rate coefficient and the densities contribute to the ionization. The ionization Siz, in the

following named more precisely the electron density production rate by ionization, is given by

Siz = ngnKiz(Te). (3)

The parameters, but Kiz, in Figure 3 are extracted directly from the code outputs. The values of Kiz

are calculated by reversing Eq. (3). We highlight that the parameters S1 and S2 of the neutral fluid

equations are such that that S1 = −Siz and S2 = −ugSiz.

We propose to divide the BM cycle into four phases, as shown in Figure 3 (i). The vertical

dashed lines separate the different phases. The first phase (A1) corresponds to the first part of the

growing BM phase, where the current grows significantly and has no high-frequency fluctuations.

This phase is followed by A2, which corresponds to the interval in which the current reaches

a plateau and only high-frequency fluctuations are present. Then, the decreasing BM phase is

divided into two parts: B1 and B2. In B1 the current suddenly drops, while in B2 the current is low,

and high-frequency fluctuations are present. The cycle observed in this simulation has a rather

slow dynamic: in several other cases the phases A2 and B2 are very short, or not even present. The

characteristics of the BM change considerably when certain parameters, such as voltage, mass

flow, etc., change.

In Figure 3 (a), we observe that the neutral density remains unperturbed during the BM cycle

near the anode or in the plume, while it strongly varies in the mid-channel region. In A1, where

the current is increasing, we observe that the neutral density starts to decrease, while most of the

neutral ionization occurs in A2. This is the reason why we included A2 in the BM growing phase:
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BM hybrid study

it is a phase of high neutral gas ionization, where Siz is maximal. Then, when the BM decreas-

ing phase starts in B1, the phenomenon of neutral depletion is reversed: the neutral gas starts to

repopulate. Most of the neutral repopulation occurs in B2. The plasma density in Figure 3 (d)

experiences a complementary behavior: the plasma starts from a low level at the beginning of A1,

then increases during A1 and A2, has a maximum in B1, and drops in B2.

A low number of electron-ion pairs are created during A1, as one can notice by looking at Siz

in Figure 3 (c). Most of the ionization events happen in A2, when the neutral density is already

decreasing. As a consequence, the plasma density peak is reached during B1. In B2 there is

almost no ionization, and the plasma density remains low. The electron temperature decreases

in A1 and is low in the first part of A2. Subsequently, in the second part of A2 and in B1, the

electron temperature starts to increase. In B2 the electron temperature is high, while the electron

density is low. Before the ionization ignites again, the electron temperature has already dropped.

So, the electron temperature corresponds to low ionization and vice versa (cf. Figure 3 (c) and

(f)). However, Te is related to other plasma parameters: the axial electric field Ex in Figure 3 (h)

consequently and the electron azimuthal speed ve,y in Figure 3 (e). Indeed, when the electric field

increases, the electron azimuthal drift (i. e., vE×B = E/B) does, and in turn, the averaged electron

energy also increases. The ionization rate coefficient Kiz in Figure 3 (g) is of course related to the

electron temperature via Eq. (2).

As one can observe, the evolution of the electron density production rate is in phase with the

evolution of the electron density amplitude. The electric field oscillation, in phase with the electron

temperature, appears delayed with respect to the electron density oscillation. This is different from

what was observed by Lafleur et al.14 in a fluid simulation, in which the electric field increase was

related to the electron density increase. During A1, the increase in the electron density is sustained

by the increase of the electron density production rate, and so on ne itself. The growth of Siz

cannot be explained by the increase of Kiz, which diminishes, as Te, in this phase. At the end of

A2, the neutral density is extremely low, which cancels out the electron density production rate Siz.

Nevertheless, for a short period, the charged species density growth is sustained by the increased

temperature, which increases the ionization rate coefficient. However, this does not last long: even

if Te remains high, in B2 the electron density production rate and the density experience a sharp

drop.

To better understand the ionization mechanism, we study the relationship between electron

temperature, plasma, and gas densities, Kiz, and Siz. We achieve this by examining how their ax-
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BM hybrid study

ial profiles evolve. Figure 4 is divided into columns, each showcasing axial profiles of relevant

plasma parameters during different times of the BM cycle. Each time instant, reported on top

of each column, corresponds to the center of the four phases identified in Section III A. The pri-

mary objective of this figure is to elucidate the connections between densities, temperature, and

ionization (including rate coefficient and density production).

Starting with the first row (Figure 4 (a-d)), we present axial profiles of electron temperature in

the three simulation directions, along with the total temperature. Notably, the temperature profiles

exhibit a consistent pattern across all three directions. They are relatively low near the anode and

cathode, while reaching a peak at the channel exit (between 1.5cm and 2.5cm). Moving on to

the second row (Figure 4 (e-h)), axial profiles of neutral gas density (depicted in brick color) and

electron density (in green) are displayed. As anticipated, the electron density profile undergoes

more pronounced changes over time compared to the neutral gas density. Continuing to the third

(Figure 4 (i-l)) and fourth row (Figure 4 (m-p)), we provide profiles for Kiz and Siz, respectively.

As one can observe in the second row of Figure 4, the gas density profile varies slowly through-

out a BM cycle. This behavior is better visualized in Figure 3 (a): the density remains high and

nearly constant close to the anode, while it remains almost constant and close to zero within the

plume. Meanwhile, in the ionization region located between these two extremes, the gas density

demonstrates significant oscillations. To comprehend the underlying physical mechanism of these

fluctuations, one should imagine the neutral gas mass oscillating back and forth around a fixed

position, see for example the iso-density white dashed line in Figure 3 (a). During A1 the neutral

density first increases a little, then it starts to decline. The decline continues during A2. During B1

this mechanism reverses and we observe a partial increase of the neutral density in the channel.

During B2 we have a substantial neutral gas repopulating of the thruster channel.

In contrast, the electron density experiences more pronounced fluctuations. Notably, the density

is low near the anode, progressively increases to reach its maximum within the thruster channel,

undergoes a steep decline thereafter, and gradually rises within the plume. In the plume, the density

exhibits minimal variation. In A1 the plasma density is low and its axial gradient is minimal.

During A2 the plasma density increases and attains its plume maximal value. The density gradient

at x ≃ 1.5cm also increases. In B1, corresponding to the BM decreasing phase, the density in the

plume region drops, while it remains elevated in the internal part of the channel. In the last phase

of the BM, B2, the overall density is very low. However, we notice that it remains larger in the

channel than in the plume.
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BM hybrid study

FIG. 4: Each column represents a time instant (indicated at the top of the first row). The first row

(a-d) shows the electron temperature profiles along the three directions, as well as the total

temperature. The second row (e-h) reports the gas density on the left axis, and electron density on

the right one (the dashed line reports the product neng in arbitrary units). The third row (i-l)

shows the ionization rate coefficient Kiz, and the fourth (m-p) the electron density production rate

Siz. These data are extracted directly from PIC outputs.

In the third row of Figure 4, we show the ionization rate coefficient Kiz profile evolution, which

follows the temperature at all times. The profile of the ionization, alias Siz, reported in the last row,

results in differences from both the electron temperature and the density profiles. The amplitude

of the ionization peak increases during the BM ascending phase, while diminishes greatly during

the descending one. Nevertheless, the shape of the Siz peak remains very regular (i. e., with a bell

form) during all phases of the BM.
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BM hybrid study

It is therefore difficult to identify a positive feedback14 between the electron density production

rate and the electron temperature: when the temperature increases, the ionization rate coefficient

Kiz does, but the electron density production rate Siz does not. Moreover, in Figure 4 we observe

that during A2 the value of Siz increases significantly, although the temperature (and Kiz) does

not rise. At the same time, the product ngne profiles in Figure 4 (e-h) are considerably different

from the ones of Siz. In the channel region at x ≃ 1cm, ngne is almost always maximal, but

the density production rate is not very important at this axial position. A minor mechanism of

positive feedback between the electron density production rate and the electron temperature could

be present between B2 and A1, with the temperature decreasing slightly but shifting to the left so

to increase the particle production. However, this mechanism is not sufficiently strong to be the

BM driver. We also highlight that the electron population in the plume, which can be significant,

does not contribute to the ionization. This is because the neutral gas is almost totally depleted in

this region. All in all, particle production depends on the complex dynamics of both the gas and

the plasma densities along with the ionization rate coefficient variations.

B. Ion back-flow to the anode

Some recent work by Chapurin et al.18 suggests that ion back-flow towards the anode is a

fundamental mechanism contributing to the growth of the BM. In this section, we examine the

evolution of the back-flow throughout the BM cycle in the previously presented simulation. Fig-

ure 5 (a) and (b) display the temporal changes in the ion velocity profile and selected profiles at

specific times, respectively.

In Figure 5 (a) we observe that the ion back-flow region changes moderately its size during

the different phases of a BM. The average dimension of this region is ≃ 1.05cm. During the BM

growing phase A1, this region reduces to ≃ 0.78cm, while it increases up to ≃ 1.3cm during A2.

Despite the variation in the size of the back-flow region, Figure 5 (b) reveals that the velocity of the

ions downstream seems to be significantly more influenced than the profile near the anode, which

remains relatively stable. During the BM growing phase, the ion speed growth at the channel

exit is relatively smooth. Subsequently, from A2 at x ≃ 2cm we observe a steep increase of the

maximal ion speed.

To compare the number of ions flowing towards the anode and outside, we report in Figure 6

the evolution of the ion flux Γi,x calculated at the anode x = 0cm and the ion flux in the plume
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BM hybrid study

FIG. 5: (a) Spatio-temporal evolution of the ion axial velocity. The hatched area represents the

part of the simulation in which the velocity is negative. (b) Four axial velocity profiles (calculated

at selected times in the middle of each BM phase and shown in the legend).

(at x = 3.5cm). We observe, as expected, that the outgoing flux is dominant all along the BM

cycle. During A1 the outgoing flux increases significantly, while the ingoing one is almost zero.

During A2 the outgoing flux starts to decrease, while oppositely the ingoing one increases. In B1

the ingoing flux is no longer negligible if compared to the outgoing one, however, the net flux

remains directed outwards. In B2, which corresponds to the time of lowest ionization, both fluxes

reduce significantly.

All in all, our simulation suggests that the advection of ions toward the anode is relatively

weak, consistently remaining significantly lower than the ion stream flowing out of the thruster.

Nonetheless, the ion recombination at the anode may indeed have a substantial impact on mod-

ulating the neutral flux entering the ionization region. This modulation, as we will delve into in

Section IV, could be one of the primary mechanisms driving the BM.

IV. THEORETICAL MODEL: PREDATOR-PREY 0D SYSTEM

Using a simple Lotka-Volterra scheme, Fife10 modeled the mechanism underlying the BM.

This model effectively describes the evolution of the main parameters of the BM. We discuss the

limit of validity of this approximation in the following.
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BM hybrid study

FIG. 6: Time evolution of the ion flux calculated at x = 0cm (red line) and at x = 3.5cm (yellow

line). The green line represents the net flux.

The 1D continuity equations for the neutrals and the charged species are given byṅg +∇ · (ngvg) = −nngKiz,

ṅ+∇ · (nvi) = +nngKiz.
(4)

These expressions consider a quasi-neutral plasma evolving along the thruster axis. The ion ve-

locity along x is vi, while the neutral velocity is vg. The density variation due to ionization is

expressed as a function of the ionization rate coefficient Kiz(Te), which varies along the thruster

axis. The mass conservation equation is exact in standard PIC and fluid simulations. However, in

the present case, it is interesting to study the effect of the azimuthal averaging and wall losses on

the validity of these equations. Some comments about that are reported in Appendix A.

The 1D system (4) can be integrated on the ionization region, to obtain a 0D system. We

assume that the neutral gas enters the ionization region, which has a thickness L, at a velocity v0
g,

which decreases to vL
g at the end of the region. The ions have low v0

i velocity at the beginning of

the ionization region and are accelerated to vL
i at the end of it. The integrated continuity equations

for neutrals and ions then read 
˙̄ng +

nL
gvL

g − n0
gv0

g

L
= −nngKiz,

˙̄n+
nLvL

i − n0v0
i

L
=+nngKiz.

(5)
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BM hybrid study

The averages over the ionization region of dimension L = L2 − L1 are expressed as

ᾱ =
∫ L2

L1

αdx.

In the previous expressions, n0
g, nL

g , n0, and nL are the neutral and plasma densities at the beginning

and at the end of the ionization region, respectively. One should notice that in these expressions

the superscript 0 corresponds to the position x = L1, while the superscript L corresponds to the

position x = L2. The ionization term is averaged over the ionization region and expressed as

nngKiz. The quantities n̄ and n̄g represent the average plasma and neutral gas densities over the

ionization region, respectively.

In this section, after having presented above the predator-prey 0D model, we compare the

approximations of Fife’s model with the results issued by the hybrid simulation. In particular, we

discuss how the ionization length L should be chosen. Subsequently, by analyzing the different

possible approximations of the neutral gas equation convection term, we propose an alternative

model that can better explain the dynamics of the BM.

A. Choice of the ionization length

In the process of integrating the continuity equations, it is crucial to precisely define the bound-

aries of the ionization region. To achieve this, we have plotted the time-averaged axial profile

of the ionization term, denoted as Siz, in Figure 7 (a) (corresponding to the time-average of Fig-

ure 3 (c).). Notably, ionization levels are relatively low near the anode and cathode, while they

peak in the middle of the channel. It is worth mentioning that fluctuations around the mean value

are substantial when ionization levels are high, particularly near the peak of the bell curve. Con-

versely, these fluctuations are relatively small when ionization is low, such as near the anode and

cathode.

An effective approach for delineating the ionization region is to create a plot that illustrates

the integral of ionization from x = 0 to any given x. As illustrated in Figure 7 (b), a significant

portion of the ionization primarily occurs in the central segment of the domain. By defining the

boundaries of the ionization region at the 5% and 95% points of the total integrated ionization

value, we establish a region with a length of 2.02cm. From now on, we will model the evolution

of the system within the region defined as x ∈ [0.78,2.80cm].
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BM hybrid study

FIG. 7: In (a) we show the time-averaged axial profile on the ionization term Siz. The shaded line

represents the standard deviation from the mean value. In (b) we show the integral of the

time-averaged axial profile of the ionization term Siz. The horizontal dashed lines represent the

5% and the 95% of the integral ionization value.

B. Discussion on the Fife model

The continuity equations system (5) cannot be solved analytically. Approximations are there-

fore necessary. As mentioned, the first attempt to simplify this model was made by Fife10, who

proposed an intuitive simplification of the ionization and convection terms. In both equations, the

Fife approach reduces the ionization as

nngKiz = n̄n̄gK̃iz, (6)

with K̃iz constant in time. To approximate the integral of the convective term, Fife considered

that the neutral flux leaving the ionization region is negligible if compared to the entering flux.

Similarly, he considered that the ion flux entering the ionization region is negligible if compared

to the flux leaving the region. Moreover, he supposed that the neutral density at the entrance of

the ionization region can be approximated by the average neutral density n̄g and the ionic density

leaving the ionization region can be approximated by the average ionic density n̄. Thus, he wrote

the convective terms as

nL
gvL

g − n0
gv0

g

L
≃ −

n̄gv0
g

L
, (7)
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BM hybrid study

for the neutrals, and
nLvL − n0v0

i
L

≃ n̄vL
i

L
, (8)

for the ions. By substituting these approximations in Eq. (5), we obtain the system of equations
˙̄ng −

n̄gvg

L
= −n̄n̄gK̃iz,

˙̄n+
n̄vL

i
L

=+n̄n̄gK̃iz.

(9)

If we consider small perturbations, the linearized system can be easily solved. We obtain the

equation of a harmonic oscillator with frequency

ω =

√vgvi,x

L
.

Even if the Fife model efficiently describes the evolution of the main BM parameters, the

limits of validity of the approximations have not been fully discussed. Below, we challenge the

approximations of the Fife model with some results issued from our simulation.

The approximation made to the ionization term can be studied by plotting the temporal evo-

lution of the full term S̄iz = nngKiz and of the approximated term n̄n̄gK̃iz. As before, terms n̄ and

n̄g are the spatially averaged densities and we can easily calculate their temporal evolution from

the hybrid simulation. The calculation of the constant ionization rate K̃iz, on the contrary, requires

further discussion. The first approach is to calculate it as the temporal average of the simulation

parameter Kiz(x, t) averaged over the ionization region, i. e., ⟨K̄iz⟩t . An alternative approach would

be to calculate it as the time average of the ratio of the spatially averaged ionization term and the

product of the spatially averaged densities, i. e., K̃iz = ⟨nngKiz/(n̄n̄g)⟩t
.
= K̂iz.

In Figure 8 we show the temporal evolution of the ionization term and of its two approxima-

tions. As can be observed, calculating the constant ionization term by taking the average of the

simulation parameter Kiz is not suitable; it leads to a significant overestimation of the value of

S̄iz. Conversely, determining the constant ionization term as the ratio of the spatially averaged

ionization term to the product of the spatially averaged densities is highly convenient. In this

case, the value of nngKiz closely aligns with the approximate term n̄n̄gK̂iz. The reason behind this

phenomenon can be understood by referring to the discussion in Section III A. It is evident that

the ionization rate profile does not align with the density profiles; a high ionization rate does not

necessarily correspond to a high particle production. It is interesting to note, however, that by

reducing the constant ionization rate by a factor of ⟨K̄iz⟩t/⟨Kiz⟩ = 2.225, we can obtain a good
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BM hybrid study

FIG. 8: Temporal evolution of the ionization term extracted by the PIC simulation and its

approximation as in Eq. (6). The constant term ⟨K̄iz⟩t is calculated as the time average of the

spatially averaged Kiz in the ionization region. The term K̂iz is calculated as the time average of

the ratio of the spatially averaged ionization term and the product of the spatially averaged

densities, e. g., ⟨nngKiz/(n̄n̄g)⟩t . Here we have: ⟨K̄iz⟩t/K̂iz = 2.225.

approximation of the time evolution of the ionization term, as demonstrated by the green line in

Figure 8.

Hence, we can deduce that Fife’s proposed approximation of the ionization term is suitable for

describing the ionization term across all time intervals. However, it is essential to note that the

term K̃iz should not be regarded as the temporal and spatial average of the effective ionization rate

derived from the simulation.

The approximation of the convective term can be examined by analyzing the temporal evolu-

tion of fluxes, densities, and velocities at various axial positions. Figure 9 illustrates how these

parameters evolve at different axial positions for both the neutral gas (left column) and ions (right

column). In Figure 9 (c), we can observe that the incoming neutral flux into the ionization re-

gion is significantly greater than the flux exiting it. However, it is worth noting that the incoming

flux does not appear to be constant, while the flux leaving the ionization region exhibits a much

smaller modulation. This behavior aligns with the modulation of neutral density at the entrance

to the ionization region, as depicted in Figure 9 (a). The neutrals enter the ionization region with
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BM hybrid study

FIG. 9: For a fixed axial position (indicated in the legend on the right), we present the temporal

evolution of various parameters as computed in the simulation. Specifically, we depict the

temporal profiles of the (a) neutral density, (b) plasma density, (c) neutral flux, (d) and plasma

flux. In these plots, the blue line represents the values calculated using the Fife approximation.

The green lines, on the other hand, illustrate the actual integrated convective flux, denoted as

∆Γg(t) = Γg(x = 0.78, t)− Γg(x = 2.80, t) for the neutral gas in plot (c), and

∆Γi(t) = Γi(x = 2.80, t)− Γi(x = 0.78, t) for the ions in plot (d).

nearly constant velocity, undergo acceleration within the ionization region, and leave the region

with a speed that varies with time.

Figure 9 (c) compares the Fife approximation of the neutral convective term detailed in Eq. (7)

with the simulation integrated convective flux, denoted as ∆Γg(t) = Γg(x = 0.78, t) − Γg(x =

2.80, t). This figure demonstrates a notable disparity between the actual neutral convective term

and its approximation. In this figure, the constant velocity utilized in the Fife approximation is

determined as v0
g = ⟨∆Γg/ng⟩t . Similarly, in Figure 9 (a), one can observe that the average density

significantly differs when compared to the density at the entrance of the ionization region. Conse-

quently, these results suggest that the Fife approximation should be improved to better characterize

the neutral convective term.
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BM hybrid study

FIG. 10: The neutral gas density profile in the ionization region.

Conversely, in Figure 9 (d), it is visible that the Fife approximation, as described in Eq. (8),

closely aligns with the actual ion convective term. Moreover, we observe a significant ion back-

flow at the entrance of the ionization region, which could be responsible for the modulation of the

ion flux and density at the anode. In this figure, the constant velocity used in the Fife approximation

is determined as vL
i = ⟨∆Γi/n⟩t . In Figure 9 (b), we observe that the spatially-averaged density is

close to the density at the exit of the ionization region. As a result, the Fife approximation proves to

be appropriate for characterizing the ion convective term. In light of the discussion in Appendix A,

it is important to consider the impact of the wall losses term in our analysis. Incorporating this

term into the model is a relatively straightforward process. Given that both the convective term

and the average losses are proportional to the average plasma density n̄, integrating the wall losses

term can be achieved by introducing an effective constant velocity ṽL
i = vL

i +αwL. Consequently,

considering this term does not alter the structure of the ion continuity equation approximation.

C. Alternative approximation of the predator-prey system

As demonstrated in the preceding section, the Fife approximation fails to accurately represent

the evolution of neutral dynamics. In this section, we explore an alternative approximation that

aligns with the simulation outcomes. We consider a neutral gas density profile, as depicted in

Figure 10. At the entrance, the neutral density is denoted as n0
g, while at the exit, it is designated

as nL
g . The average neutral density within the ionization region can be approximated as:

n̄g =
n0

g +nL
g

2
. (10)
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BM hybrid study

We can assume the presence of a constant neutral injection velocity, denoted as v0
g, and a constant

ejection velocity, denoted as vL
g , which are reasonable assumptions based on the findings presented

in Figure 9.

To incorporate Eq. (10) into the predator-prey system, two assumptions can be made. Firstly,

one can consider a constant injection density n0
g, express the exiting density as

nL
gvL

g − n0
gv0

g

L
≃

2n̄gvL
g − n0

g(v
0
g + vL

g)

L
, (11)

and substitute this into Eq. (5).

In this scenario, the ion convective term and ionization term are approximated as in Fife’s

work. It is worth noting that this assumption aligns with the approach taken by Lafleur et al.14 and

Hara et al.12,13, where the authors considered v0
g = vL

g = vg. However, in our case, we maintain

the independence of v0
g and vL

g . By applying a linear perturbation to this system, the resulting

frequency is given by:

ω1,2 = −ı
n0

gK̃iz(vL
g + v0

g)

2vL
i

±

√√√√(n0
gK̃iz(vL

g + v0
g)

2vL
i

)2

+
n0

gK̃iz(vL
g + v0

g)

L
−

2v0
gvL

i

L2 . (12)

As one can see, this approximation produces a damped response of the system, consistent with

observations made in previous references13,14. The symbol ı stands for the imaginary unit.

However, as we discussed in Section IV B, it was shown that the neutral density at the exit of

the ionization region remains rather constant, whereas the density at the entrance does not. Hence,

it is reasonable to set the density at the exit as nL
g and consider a variable density at the entrance,

represented as n0
g = 2n̄g − nL

g . Then, the convection term becomes

nL
gvL

g − n0
gv0

g

L
≃

nL
g(v

L
g + v0

g)− 2n̄gv0
g

L
. (13)

By applying this condition to the predator-prey system and utilizing the linear perturbation method,

we derive the following frequency:

ω1,2 = ı
nL

gK̃iz(vL
g + v0

g)

2vL
i

±

√√√√(nL
gK̃iz(vL

g + v0
g)

2vL
i

)2

−
2v0

gnL
gK̃iz

L
+

(vL
g + v0

g)vL
i

L2 . (14)

In this case, the steady-state values for the densities are
n̄g,ss =

vi

LK̃iz
,

n̄ss =
2v0

g

LK̃iz
−

(vL
g + v0

g)n
L
g

vL
i

.

(15)
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BM hybrid study

From Eq. (14), it appears that the linear frequency response exhibits a positive growth rate. This

implies that the modeled BM, when constructed in this manner, is unstable.

If we consider the approximation that nL
g ≈ 0, then the frequency response can be expressed as:

ω1,2 = ı0 ±

√
(vL

g + v0
g)vL

i

L2 . (16)

This result is similar to the solution previously found by Fife and discussed in Section IV B.

However, the current derivation is more in line with the simulation results, as it incorporates the

correct expression for the neutral density convection term.

If we assume that the velocity of the ions at the exit of the acceleration region is approximately

vL
i ≈

√
eVa/mi, where Va is the voltage applied at the anode and mi is the ion mass, we can derive

the frequency of the BM as follows:

ωBM ∝

√
vL

i ∝
4
√

Va. (17)

Conversely, the frequency dependency on the mass flow rate reads

ωBM ∝

√
v0

g ≈ constant. (18)

It is important to note that when adjusting the neutral flux Q, the neutral density at the anode

undergoes changes, whereas the expected impact on the neutral gas velocity is relatively minor.

It is interesting to compute the BM frequency and growth rate using the parameters from our

simulation. In Figure 11, we present the results obtained by applying the simulation parameters

to Eq. (14). The plasma properties were derived from the 2D simulation data and subsequently

averaged azimuthally within the ionization region, as defined in Section IV A. Notably, the BM

frequency observed in our simulation (e. g. ≈ 12kHz) closely aligns with the one predicted by the

model and displayed in Figure 11 (a).

The growth rate of the BM in Figure 11 (b) appears to be lower than what is typically observed

in the time spans covered by our simulations. However, it is not surprising that the BM is still

observable in our simulation. Given that our simulations do not start from an equilibrium state,

the BM is likely initiated by the initial perturbation, which could be relatively significant.

D. Comparison of the different 0D models

In this section, we conduct a comparative analysis of the results obtained through the three 0D

models discussed above. We consider the continuity equations for the neutral gas and the plasma,
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BM hybrid study

FIG. 11: Temporal evolution of (a) frequency and (b) growth rate, calculated injecting in Eq. (14)

the plasma values extracted from the PIC simulation.

as outlined in Eq. (5), incorporating the convection terms as discussed earlier. By extracting the

parameters from the simulation, we arrive at the numerical values provided in Table II.

Using the ordinary differential equations integrator provided by scipy.integrate, we solved the

three systems discussed above. The results, obtained with the same initial conditions extracted

from the hybrid simulation, are presented in Figure 12. As anticipated by the stability theory,

the oscillations in the Fife model are neither damped nor growing. Since the initial condition

does not correspond to the steady state, the oscillations persist. In the system with the second

approximation (cf. Eq. (11)), the oscillations are damped, in accordance with stability theory.

The third model, using the approximation in Eq. (13), exhibits instability, resulting in growing

oscillations over time. The frequency of approximately 14 kHz of the BM in the first and third

models closely matches that observed in the hybrid simulation (i. e., 12 kHz).

In summary, the modulation of the neutral density entering the ionization region appears to

be linked to the growth of the BM. While the Fife model can replicate BM oscillations when

the system does not start at equilibrium, it fails to reproduce the BM growth when it does. The

presence of a modulated neutral density at the entrance of the ionization region is a necessary
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BM hybrid study

FIG. 12: Temporal evolution of neutral (red) and ion (orange) densities for the three 0D fluid

models. (a) is obtained using the Fife approximation in Eq. (7), (b) is obtained using the

approximation in Eq. (11), and (c) is obtained using the approximation in Eq. (13).

condition for BM growth. This condition corresponds to findings in a study by Chapurin et al.18:

ion recombination at the anode and the resulting increase in neutral density at the entrance of the

ionization region plays a crucial role in driving the BM growth.

V. VARIATION OF THE INPUT PARAMETERS

In Section III we fully characterized the evolution of the plasma characteristics during a BM

cycle. Here, we report the results of several simulations where we changed some input parameters.

The simulation conditions are discussed in Section II and the input parameters are in Table I, when

not otherwise mentioned. For each simulation, we kept constant the other parameters. The value of

the virtual-r thickness Lz was set to 4 cm to decrease the wall losses in the cases with low voltage,

or mass flow rate, so to ease simulation stability. We highlight that in the simulations presented in

this section, the total power absorbed by the discharge is not kept constant: we are not controlling

it. In our simulation, we fix the imposed generator voltage, then we let the simulated RLC circuit

set the anode voltage (which then depends on the discharge current in the simulation).
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BM hybrid study

A. Effect of the voltage

The generator voltage is one of the parameters that can be more easily changed by a thruster

user and it is known that the BM frequency generally increases with the increase of the voltage23,45.

In the work by Gascon et al.23, the authors observe experimentally that the frequency increases

up to a given voltage value, and beyond that threshold, the BM frequency starts to decline. In this

part, all the parameters are kept constant among the different cases, but the imposed DC supply

voltage, i. e., V0, which was varied from 200V to 800V.

In Figure 13 we show the evolution of the discharge current and the voltage at the anode for

different values of the imposed DC supply voltage. These results clearly show that the plasma

dynamics is strongly influenced by the imposed voltage. For example, the BM frequency increases

with the voltage, as observed experimentally. Moreover, we observe that some high-frequency

fluctuations in the current tend to disappear when we increase the imposed voltage. The amplitude

of the current fluctuations varies significantly (i. e., in the range of 40% − 80% of the average

current), but it is difficult to define a clear trend. Conversely, the fluctuations of the voltage have a

more linear behavior: when we increase the voltage, the fluctuation amplitude drops.

Following the work of Fife10, in Section IV we have written explicitly the dependency of the

BM frequency on the voltage. The increase of the voltage causes an increase of the ion ejection

velocity, e. g., vi,x ∝
√

V0, which in turn increases the BM frequency. By imposing a constant

neutral flux, the neutral injection velocity is fixed and we should therefore observe the frequency

scaling as

ωBM ∝ V 1/4
0 ,

as mentioned in Eq. (17). By performing a Discrete Fourier Transform (DFT) of the discharge

current, we obtain the spectra in Figure 14 (a). In this figure, we observe that in all the cases it is

possible to identify a main BM frequency.

Figure 14 (b) shows the evolution of the BM frequency as a function of the imposed voltage.

The results are subsequently fitted by a ω = aV 1/4
0 + b law, with a and b two coefficients cal-

culated with linear regression. The result shows that the trend follows the formula proposed in

Section IV C. One should notice that when the voltage is low, the simulation experiences a strong

transient, and the shape of the BM peaks changes significantly. So, in these conditions, several

other mechanisms might influence the BM frequency.

The variation of the frequency for an increasing voltage is similar to the one measured by
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BM hybrid study

FIG. 13: (a) Discharge current and (b) anode potential as a function of time, for different voltages.

FIG. 14: (a) Normalized DFT of the current for different voltages. (b) Evolution of the BM

frequency as a function of the voltage. The blue line shows a polynomial fit of type

ω = aV 1/4
0 +b. The reported error bars cover ±∆ f around the calculated value, with ∆ f the

frequency resolution of the DFT.
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BM hybrid study

Gascon et al.23. However, they measured a frequency drop at high voltage, which is not happening

in our simulations. The origin of this difference might be related to the modeling of the power

supply or to the expansion of the plasma core and its interaction with walls, which are not modeled

in our simulations. In the works of Ito et al.45 and Lobbia and Gallimore46, the authors find a rather

steeper increase of the BM frequency with the voltage. Even if the cause of this phenomenon

cannot be explained easily, it is plausible that the different discharge conditions (these results have

been obtained in lower-power conditions) strongly affect the BM characteristics. However, there

is a global agreement on the fact that the BM frequency increases with the voltage. The modeled

circuit may have as well an effect on the BM, however, we believe that this affects more the

amplitude of the BM than its frequency.

Figure 14 (a) shows that when we increase the voltage, we can detect higher order harmonics

of the BM in the current, as it was observed by several experimental works23,46,47. The source of

these harmonics remains unexplained.

B. Effect of mass flow rate

One of the parameters that are usually modified to change the thruster working point is the

neutral gas mass flow rate. In real devices, neutral gas is injected through some nozzles at the

bottom of the thruster channel, in correspondence with the anode. The shape and distribution of

these openings can have a non-negligible effect on discharge characteristics and thruster efficiency.

However, in our bi-dimensional code, the nozzles are not modeled and the gas is uniformly injected

into the system. The present analysis is performed by varying the neutral gas flow rate at the anode

boundary in the 1D neutral fluid equations. As before, the simulation input parameters are the ones

introduced in Section II. A virtual-r of Lz = 4cm is used in these simulations in order to include

some radial losses. The high cost of each simulation forced us to limit the physical time of each

simulation: only a couple of BM periods are simulated for each test case.

In Figure 15 (a) we show the current evolution for five different values of the neutral gas mass

flow rate, varied between 3 mg/s and 5 mg/s. In Figure 15 (b) and (c) we show the BM frequency

and amplitude for different values of the neutral gas mass flow rate, respectively. The BM fre-

quency is calculated as the inverse of the time between consecutive peaks of the current since the

DFT on such a limited amount of data was not satisfying. For ṁ = 3mg/s,3.5mg/s,4mg/s the

frequency is calculated using two peaks, while for ṁ = 5mg/s the frequency is calculated using
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BM hybrid study

FIG. 15: From the current (a), we calculated the BM frequency (b), mean current, and the BM

amplitude (c), for different values of the neutral gas flow rate. In (a) we show explicitly the

filtered BM peaks. The error bars in (b) are computed as the standard variation of the frequencies

calculated using different initial times for the start of the BM period.

several peaks. The error in the frequency measurement is therefore expected to be smaller for a

higher mass flow rate. As an example, studying the blue line in (a), we observe that the current

increase during the BM growing phase is much steeper at t ≃ 100µs than at t ≃ 250µs. So, the

choice of peaks might affect the frequency measurement, in a case like the present one, where a

limited number of peaks can be used.

The results show that the BM frequency slightly increases with the mass flow rate, as observed

experimentally46. In particular, in Eq. (18) we observe that the BM frequency is supposed to

remain constant when the mass flow rate varies. The results in Figure 15 (b) report a behavior
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compatible with the model prediction.

The BM amplitude is calculated as the current standard variation over a BM period and it is

reported with the crosses in Figure 15 (c). The amplitude of the BM fluctuations appears to be

strictly linked to the mean current: the amplitude of the fluctuations is as large as the current mean

value.

VI. CONCLUSIONS

The study involves examining how plasma parameters evolve during the BM using a 2D PIC

simulation, which includes wall losses. The neutral gas dynamics is modeled with 1D fluid equa-

tions. Until now, there has been a lack of discussion about BM development in PIC simulations,

due to the high cost of this type of simulation, which in our case was reduced by scaling the vacuum

permittivity. However, the analysis of PIC results provides valuable insights into the development

of the BM mode. Several important findings emerge from our study.

Firstly, the analysis of the plasma during a BM cycle showed that the BM can be divided into

distinct phases: two during the current growth phase, denoted as A1 and A2, and two during the

current decreasing phase, referred to as B1 and B2. The phases A2 and B2, which appear in the

simulation studied here, in other simulations can be very shrunk or even might not be present.

The division into phases allows us to better examine the temporal evolution of certain plasma

parameters and to recognize the links between them.

By studying the ionization mechanism we noticed that particle creation is most prominent dur-

ing phase A2, while negligible production occurs during phases B1 and B2. The ionization rate

coefficient, Kiz, is linked to the electron temperature, but its increment is not sufficient to sustain

the charged particles density production rate, denoted here as Siz. The evolution of Siz is influ-

enced by the competition between neutral gas, plasma density, and the ionization rate coefficient.

Notably, peaks in Siz and Kiz are observed during different phases of the BM. For this reason, the

temperature seems to have a less important impact on the BM dynamics, making the predator-prey

model the fundamental mechanism driving the BM.

The enhancement of the electric field following the plasma density increase, present in fluid

simulations, is not observed here. The increase of the electric field amplitude is delayed with

respect to the increment of the density. Moreover, when the density is declining, the electric field

still increases significantly.
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BM hybrid study

The ion flow towards the anode, often referred to as back-flow, has small, but not negligible,

temporal changes. The outward flow continues to dominate throughout the simulation. However,

the advection of ions towards the back of the channel increases the ion recombination at the anode,

with a consequent increase in the neutral density at the entrance of the ionization region, which

appears to increase the growth rate of the BM.

Then, we analyzed the validity of the 0D approximation known as the Fife model. First, we

defined using the hybrid simulation the spatial interval in which the ionization takes place. Then,

we studied in detail the approximations made by Fife on the convective and ionization terms in

the continuity equations. The approximation of the ionization term and the ion convective term

appear to be successful. Conversely, the approximation of the neutral gas convection term does not

appear to be valid. For this reason, we presented an alternative approximation of the neutral gas

convection term, which is more consistent with the simulation results. In particular, we considered

a variable neutral density entering in the ionization region. By using this approximation, the BM

model is unstable and predicts a frequency close to the one observed in the simulation.

Subsequently, we used three different approximations of the convection term to solve the 0D

system of equations. The results show that the Fife model can reproduce the BM oscillations

when the system does not start at equilibrium. However, it fails to reproduce the BM growth.

The presence of a modulated neutral density at the entrance of the ionization region is a necessary

condition for BM growth. Nevertheless, when the system does not start in an equilibrium position,

the BM oscillation also develops by simply considering the Fife model.

In the last part of the paper, we studied the BM evolution using several simulations in which

we changed the input parameters. The trends we observed are similar to the ones that are found

experimentally. Even if some differences persist (in particular at high voltage), we could identify

the probable origin of the discrepancy. Furthermore, we have shown that the variation of the

frequency with the voltage and of the mass flow rate is consistent at order zero with the predictions

of the BM model proposed in the current work. This strengthens the idea that the simplified 0D

model depicts the fundamental mechanism of the BM.

ACKNOWLEDGMENTS

FP acknowledges financial support from a Safran Spacecraft Propulsion doctoral research

award as well as from the Association Nationale de la Recherche et de la Technologie (ANRT) as

33

Th
is 

is 
the

 au
tho

r’s
 pe

er
 re

vie
we

d, 
ac

ce
pte

d m
an

us
cri

pt.
 H

ow
ev

er
, th

e o
nli

ne
 ve

rsi
on

 of
 re

co
rd

 w
ill 

be
 di

ffe
re

nt 
fro

m 
thi

s v
er

sio
n o

nc
e i

t h
as

 be
en

 co
py

ed
ite

d a
nd

 ty
pe

se
t.

PL
EA

SE
 C

IT
E 

TH
IS

 A
RT

IC
LE

 A
S 

DO
I: 

10
.10

63
/5.

01
88

85
9



BM hybrid study

part of a CIFRE convention. This work has been partially funded by ANR (no ANR-16-CHIN-

003-01) and Safran Spacecraft Propulsion with the project POSEIDON. This work was granted

access to the HPC resources of CINES under the allocations A0100510439 and A0120510439

made by GENCI.

DATA AVAILABILITY

The data that support the findings of this study are available from the corresponding author

upon reasonable request.

Appendix A: Validity of the predator-prey system

The system of continuity equations written in Eq. (4) requires some further discussion. The

simulation reproduces the neutral dynamics by solving the 1D axial Euler model for neutral, thus

the 1D equation in Eq. (4) is automatically resolved. This is not the case for the 1D charged-

species continuity equation, since plasma dynamics is reproduced by a 2D PIC simulation. It

is therefore important to assess whether the averaging process to which kinetic dynamics of the

plasma undergoes can be approximated by a 1D fluid model. In addition, it is interesting to study

the effect of out-of-plane losses introduced in Section II B.

In Figure 16 (a) we show the spatiotemporal evolution of the ionization term Siz = nngKiz.

The difference between the left-hand side (LHS) and right-hand side (RHS) of the ion continuity

equation, as written in (4), is reported in (b). We observe that we can easily distinguish in the

Figure 16 (b) the presence of the virtual walls absorbing some particles for x < 2.5cm: in this

region the error is much more significant.

In order to understand the origin of this error, we can introduce in the ion continuity equation

a term that takes into account the losses at the walls (e. g., Lw). By counting in the simulation

the number of ions effectively absorbed, we calculated Lw. We used this value in Figure 16 (c)

to show that the error in the channel region (x < 2.5cm) almost disappears when we include the

wall losses. Thus, we can identify the lack of modeling of these losses as the main source of error

in the ion continuity equation. Nevertheless, we note in Figure 16 (c) that there are time intervals

in which the error is not completely negligible. In particular, the error is greatest in the channel

during the BM A1 phase, when azimuthal instabilities are strongest. It is therefore possible to
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FIG. 16: (a) The particle creation term Siz, (b) the error on the ion continuity equation, (c) the

error in the ion continuity equation, including the wall losses term.

link the increase in error to the presence of kinetic instabilities, which cannot be modeled in the

1D fluid system. However, these kinetic effects seem to be of minor importance, since the error

remains rather small.

We estimate the mean error related to the wall losses by averaging the difference among the

LHS and RHS of the ion continuity equation (without the wall loss term) within the channel

(i. e., x ≤ 2.5cm). In Figure 17 (a) we show the temporal evolution of mean error and the mean

plasma density in the channel. The modeled radial losses are proportional to the density, thus it is

not surprising to notice that there is a strict correlation between the mean error in the continuity

equation and the mean plasma density. In Figure 17 (b), we report the ratio between the error

in the continuity equation and the average density. As one can notice, this ratio does not vary

significantly in time.

The quantity in Figure 17 (b) is homogeneous to a frequency, thus we can rewrite the wall

losses term Lw ≈ αwni, where αw represents a loss frequency due to the presence of the walls. We

can then rewrite the continuity equation as

ṅ+∇ · (nvi,x) = nngKiz − nαw. (A1)

Now, we can calculate the evolution of the error in the case of the different expressions of the

continuity equation. In Figure 17 (c) we show the relative error as the average of the difference of

the LHS and RHS of the continuity equation when: no wall losses are considered in the equation

(green), correct wall losses are considered in the equation (purple) and when the model in Eq. (A1)
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FIG. 17: (a) Error in the ion continuity equation (blue) and the mean ion density (red). Both these

quantities are spatially averaged within the thruster channel and normalized. (b) Ratio between

these quantities. The shaded area represents a standard deviation from the mean value. (c)

Temporal evolution of the average relative error as the spatial (limited to the channel) average of

the difference of the LHS and of the RHS of the plasma continuity equation. The relative error is

obtained by dividing by the average value in the channel of Siz = nngKiz at each time. The green

line represents the standard continuity equation without wall losses, the purple includes the losses

calculated from the simulation outputs and the black considers a loss term as in Eq. (A1), with αw

the time average of the value in (b).

is used (black). Consistently with Figure 17 (b), the value of αw is chosen as the time average of

⟨(ṅi − ∇ · (nivi)− Siz)/ni⟩, i. e., 150 kHz. Each error in Figure 17 (c) is divided by the average

value of Siz in the channel.

The temporal fluctuations of the errors in Figure 17 (c) lead to some additional observations.

Firstly, it is evident that the average error is significant when we do not account for wall losses.

However, when we incorporate the simulation outputs that consider losses, the absolute error di-

minishes, resulting in a small null-average error. When we use the model described in Eq.(A1),
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we observe a substantial reduction in the error, although some deviation from zero persists, partic-

ularly during the phases B1 and B2 introduced in Section III A. During these phases, the increase

in the relative error is likely related to the drop in the absolute value of Siz as depicted in Fig-

ure 16 (a). In conclusion, we have shown that to model the results of the PIC simulations, the 1D

ion continuity equation has to take into account a wall loss term proportional to the plasma density.
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TABLE I: Operating and numerical parameters used in PIC simulations.

Physical parameters Symbol Value Unit

Gas Xenon (-)

Radial magnetic field (max) B 170 G

Imposed voltage Va 300 V

Cathode voltage Vc 0 V

Axial length Lx 4 cm

Azimuthal length Ly 4.08 cm

Radial length Lz 1.55 cm

Initial plasma density n0 5 × 1018 m−3

Initial electron temperature Te 1 eV

Initial ion temperature Ti 0.05 eV

Neutral mass flow rate ṁ 5 mgs−1

Thruster section Area 3.768 × 10−3 m2

Cathode injection temperature T cath
e 5 eV

Resistance R 60 Ω

Inductance L 4.4 mH

Capacitance C 15 nF

Simulation parameters

Time step ∆t 1.6 × 10−11 s

Cell size ∆x = ∆y 1.6 × 10−4 m

Number of cells xmax × ymax 250 × 255 (-)

Initial number of particles per cell N/NG 400 particles/cell

Macro-particles weight factor q f 64 × 106 m−1

Number of iterations between outputs Na 5000 (-)

Permittivity scaling α0 64 (-)
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Parameter Value

n0
g 3.64 × 1019 m−3

nL
g 2.05 × 1018 m−3

n0
i 8.42 × 1017 m−3

nL
i 6.75 × 1017 m−3

v0
g 2.42 × 102 m/s

vL
g 5.38 × 102 m/s

vL
i 9.24 × 103 m/s

L 2.03 × 10−2 m

Kiz 3.72 × 10−14 m3/s

TABLE II: Parameters values used in the 0D models, obtained by averaging in the hybrid

simulation over time and over the ionization region.
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