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# A precise bare simulation approach to the minimization of some distances. II. Further Foundations 

Michel Broniatowski and Wolfgang Stummer


#### Abstract

The constrained minimization (respectively maximization) of directed distances and of related generalized entropies is a fundamental task in information theory as well as in the adjacent fields of statistics, machine learning, artificial intelligence, signal processing and pattern recognition. In our previous paper [1], we obtained such kind of constrained optima by a new dimensionfree precise bare (pure) simulation method, provided basically that (i) the underlying directed distance is of $f$-divergence type, and that (ii) this can be connected to a light-tailed probability distribution in a certain manner. In the present paper, we extend this approach such that constrained optimization problems of a very huge amount of directed distances and generalized entropies and beyond - can be tackled by a newly developed dimension-free extended bare simulation method, for obtaining both optima as well as optimizers. Almost no assumptions (like convexity) on the set of constraints are needed, within our discrete setup of arbitrary dimension, and our method is precise (i.e., converges in the limit). For instance, we cover constrained optimizations of arbitrary $f$-divergences, Bregman distances, scaled Bregman distances and weighted $\ell_{r}$-distances. The potential for wide-spread applicability is indicated, too; in particular, we deliver many recent references for uses of the involved distances/divergences in various different research fields (which may also serve as an interdisciplinary interface).


## Index Terms

f-divergences (of Csiszar-Ali-Silvey-Morimoto type), Bregman distances, scaled Bregman distances, Kullback-Leibler information distance, relative entropy, (density) power divergences, Tsallis (cross) entropies, Cressie-Read measures, BurbeaRao divergences, weighted $\ell_{r}$-distances, $\varphi$-entropies, minimum-distance estimators, generalized maximum entropy method, importance sampling.
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## I. Introduction

IN our previous paper [1], we developed a new random-simulation-based approach - called the (narrow-sense) bare simulation method - to obtain the deterministic constrained minimum $\inf \left\{\Phi_{\mathbf{P}}(\mathbf{Q}), \mathbf{Q} \in \boldsymbol{\Omega}\right\}$ of (generalized versions of) $\varphi$-divergences $\Phi_{\mathbf{P}}(\mathbf{Q})=D_{\varphi}(\mathbf{Q}, \mathbf{P})$ (cf. Csiszar [2], Ali \& Silvey [3], Morimoto [4]), where $\mathbf{P} \in \mathbb{R}^{K}, \boldsymbol{\Omega} \subset \mathbb{R}^{K}$ and $\varphi: \mathbb{R} \mapsto \mathbb{R}$ is a pregiven convex function with certain additional properties (namely, $\varphi$ is appropriately linked to an instrumental probability distribution, under which the crucial auxiliary simulations are performed). In particular, amongst others, in [1] we covered (generalized versions of) the Kullback-Leibler information distance (relative entropy), the (squared) Hellinger distance, the Pearson chi-square divergence and the more general power divergences (also called Cressie-Read measures [5] [6], Tsallis crossentropies [7], Amari's alpha-divergences [8]), and the Jensen-Shannon divergence/distance; some other important quantities which are closely connected to those $\varphi$-divergences - such as e.g. the Bhattacharyya coefficient (cf. [9],[10],[11]), the Bhattacharyya distance [9] and the more general Renyi divergences [12] (see also the comprehensive exposition in van Erven \& Harremoës [13]), as well as the maximization/minimization of some $\varphi$-entropies (cf. Burbea \& Rao [14]) such as e.g. the Shannon entropy [15], the Renyi entropies [12], the Havrda-Charvat entropies [16] (also called Tsallis entropies [17]) and of some Euclidean norms - were treated in [1], too.

Let us briefly recall the core steps of our bare-simulation minimization method in [1]. The first step is to normalize the vector ${ }^{1} \mathbf{P}$ into a probability vector $\mathbf{P}{ }^{2}$ (e.g. the $\varphi$-entropy triggering case $\mathbf{P}=(1, \ldots, 1)$ is converted into the uniform-probability vector $\mathbf{P}=(1 / K, \ldots, 1 / K))$. The second step follows from expressing the function $\varphi$ in form of the Fenchel-Legendre transform of the cumulant (i.e., log moment) generating function of some random variable $W$; a probabilistic construction based on i.i.d. copies $W_{i}$ of $W$ allows to interpret $\inf \left\{D_{\varphi}(\mathbf{Q}, \mathbf{P}), \mathbf{Q} \in \boldsymbol{\Omega}\right\}$ as an asymptotic characteristic for some explicitly constructable scheme involving both $\mathbf{P}$ and the $W_{i}$ 's. The third and final step consists in the construction of this probabilistic scheme, and it differs for the specific problem context.

[^0]More detailed, for a deterministic setup where the (transformed) probability vector $\mathbf{P}=\left(p_{1}, \ldots, p_{K}\right)$ is completely known and $\Omega$ has non-void interior, we construct in [1] the integer part $n_{i}:=\left\lfloor n p_{i}\right\rfloor$, partition the index set $\{1, \ldots, n\}$ into $K$ sets of size $n_{1}, \ldots, n_{K}$ and build a $K$-component vector; each component of this vector is an ad hoc weighted empirical mean of the $W_{i}$ 's ; up to standard transformations the empirical count of the visits of this vector in $\boldsymbol{\Omega}$ approximates the solution of the optimization problem $\inf \left\{D_{\varphi}(\mathbf{Q}, \mathbf{P}), \mathbf{Q} \in \boldsymbol{\Omega}\right\}$. Therefore, the resulting approximation can be performed straightforwardly: the (typically) very complicated minimization task is replaced by a much more comfortable - nevertheless convergent - random count procedure which can be based on a fast and accurate - pseudo, true, natural, quantum - random number generator. In case of a statistical/risk optimizing context, one has instead of a known probability vector $\mathbf{P}$ a data-describing sample $X_{1}, \ldots, X_{n}$ of $n$ i.i.d. (and even more general) copies of a discrete random variable $X$ with unknown distribution (described by an unknown probability vector) $\mathbf{P}$, and $\Omega$ is now a subset of the probability simplex $\mathbb{S}^{K}$ in $\mathbb{R}^{K}$. For such contexts, in [1] we appropriately adapted the above-described method, by - amongst other things - basically using the corresponding (vectorized) sample-based histogram as $\mathbf{P}$.
Although [1] covers a considerable amount of important $\varphi$-divergences, as shown by numerous solved cases, the question arises whether the above-described bare-simulation method can be extended to achieve the minimum inf $\left\{\Phi_{\mathbf{P}}(\mathbf{Q}), \mathbf{Q} \in \Omega\right\}$ of other important classes $\Phi_{\mathbf{P}}(\mathbf{Q})=D(\mathbf{Q}, \mathbf{P})$ of directed (i.e. non-symmetric) distances, divergences and (dis)similarity measures. To give the corresponding positive answer, is the main goal of this paper. Moreover, as opposed to [1], not only the minimum itself but also the corresponding minimizer(s) will be treated as well. Furthermore, we also tackle the maximum $\sup \left\{\Phi_{\mathbf{P}}(\mathbf{Q}), \mathbf{Q} \in \boldsymbol{\Omega}\right\}$ as well as the corresponding maximizer(s).
Indeed, in this paper we particularly investigate the following important classes of directed distances (divergences, dissimilarity measures) and connected entropies:

- general $\varphi$-divergences $\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi}(\mathbf{Q}, \mathbf{P})$ where $\varphi$ does not satisfy the above-mentioned Fenchel-Legendre-transform respresentability. For instance, this covers the omnipresent $\ell_{1}$-distance (also known as total variation distance) between $\mathbf{Q}$ and $\mathbf{P}$. For some comprehensive overviews on $\varphi$-divergences, the reader is referred to the insightful books of e.g. Liese \& Vajda [18], Read \& Cressie [6], Vajda [19], Csiszar \& Shields [20], Stummer [21], Pardo [22], Liese \& Miescke [23], Basu et al. [24], the survey articles of e.g. Liese \& Vajda [25], Vajda \& van der Meulen [26], Reid \& Williamson [27], Basseville [28], and the references therein. Moreover, we are interested in the very important special case $\mathbf{P}=(1, \ldots, 1)=: \mathbf{1}$ which leads to the corresponding general non-probability-vector extension of the $\varphi$-entropies in the sense of Burbea \& Rao [14] (see also Csiszar [29], Ben-Bassat [30], Ben-Tal \& Teboulle [31], Kesavan \& Kapur [32], Dacunha-Castelle \& Gamboa [33], Teboulle \& Vajda [34], Gamboa \& Gassiat [35], Vajda \& Zvarova [36]). Those general $\varphi$-entropies can also be interpreted as an "index/degree of (in)equality of the set $\Omega$ ", respectively as an "index/degree of diversity of the set $\Omega^{\prime \prime}$. We can also deal with the corresponding general non-probability-vector extension of the even wider class of $(h, \varphi)$-entropies in the sense of Salicru et al. [37] (see also e.g. Pardo [22], Vajda \& Vasek [38]).
- separable (ordinary) Bregman distances (cf. [39]) $\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi}^{O B D}(\mathbf{Q}, \mathbf{P})$ with strictly convex function $\varphi: \mathbb{R} \mapsto \mathbb{R}$. Aside from the vast applications in engineering, some general connections to probability and statistics are given e.g. in Csiszár [40], [41], [42], Pardo \& Vajda [43], [44], Stummer \& Vajda [45], and Broniatowski \& Stummer [46],[47]. Important special cases include (i) the omnipresent squared $\ell_{2}$-distance, (ii) the more general density power divergences of Basu et al. [48] (see also e.g. Stummer \& Vajda [45] for a different parameter scaling which covers the prominent Itakura-Saito distance (in the version of e.g. Banerjee et al. [49])), as well as (iii) their rescaled versions called betadivergences (cf. Eguchi \& Kano [50], Mihoko \& Eguchi [51]). Another recently launched special case is the Bregman exponential divergence of Mukherjee et al. [52] (see also Basak \& Basu [53]).
- scaled Bregman distances (with scaling vector $\mathbf{M}) \Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi, \mathbf{M}}^{S B D}(\mathbf{Q}, \mathbf{P})$ of Stummer [54] and Stummer \& Vajda [45], which cover both $\varphi$-divergences as well as separable (ordinary) Bregman distances. Further investigations (e.g. on robustness issues) can be found in Kißlinger \& Stummer [55], [56], [57], [58]; Broniatowski \& Stummer [46] flexibilized/widened the involved domains, and Broniatowski \& Stummer [47] give a comprehensive survey on various different kinds of applications to statistics, and to the adjacent fields of machine learning and artificial intelligence. Moreover, Stummer \& Kißlinger [59] give some structural flexibilizations/generalizations of scaled Bregman distances ${ }^{3}$ ] which cover as special cases (the separable versions of) (i) the total Bregman divergences of Liu et al. [60], [61], Vemuri et al. [62], (ii) its variant given in Nock et al. [63], as well as (iii) the conformal divergences and the scaled conformal divergences of Nock et al. [64]. Furthermore, we can also deal with the even wider class of the distances of Broniatowski \& Stummer [46] (see also Broniatowski \& Stummer [47]), which cover all the above-mentioned (generalizations of) scaled Bregman distances as special cases.

[^1]- the very prominent non-separable (ordinary) Bregman distances (cf. [39]) $\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi}^{g n O B D}(\mathbf{Q}, \mathbf{P})$ with strictly convex multivariate function $\varphi: \mathbb{R}^{K} \mapsto \mathbb{R}$ (as usual, if $\varphi$ is of the separable form $\varphi(\mathbf{Q}):=\sum_{k=1}^{K} \varphi\left(q_{k}\right)$, then $D_{\varphi}^{g n O B D}(\mathbf{Q}, \mathbf{P})$ collapses to the separable (ordinary) Bregman distance $D_{\varphi}^{O B D}(\mathbf{Q}, \mathbf{P})$ ). A very important special case is the omnipresent (squared) Mahalanobis distance [65].
- the omnipresent weighted $\ell_{r}$-distances $\Phi_{\mathbf{P}}(\mathbf{Q}):=\|\mathbf{Q}-\mathbf{P}\|_{r, \mathbf{w}}$ where $\left.r \in\right] 0, \infty[$ and $\mathbf{w}$ is a vector of weights.
- Burbea-Rao divergences [14] (see also e.g. Pardo \& Vajda [43],[44], as well as Stummer \& Kißlinger [59] for an imbedding into their scaled-Bregman-distance-flexibilizations).

In the light of the above explanations, the goals of this paper are:
(G1) to extend the results of [1] on - narrow sense - bare-simulation minimization $\inf \left\{D_{\varphi}(\mathbf{Q}, \mathbf{P}), \mathbf{Q} \in \boldsymbol{\Omega}\right\}$ of $\varphi$-divergences with instrumentally linked divergence generator $\varphi$, to the - narrow sense - bare-simulation minimization of the wider class of scaled Bregman distances $D_{\varphi, \mathbf{M}}^{S B D}(\mathbf{Q}, \mathbf{P})$ (including separable Bregman distances $D_{\varphi}^{O B D}(\mathbf{Q}, \mathbf{P})$ ) with the same type of divergence generator $\varphi$;
(G2) to solve - by means of a newly developed extension of our narrow-sense bare-simulation method - both constrained minimization and maximization problems for the above-mentioned huge range of directed distances, divergences, (dis-)similarity measures, entropies (and beyond); our new method is precise (i.e., converges in the limit) and needs almost no assumptions (like convexity) on the set $\boldsymbol{\Omega}$ of constraints of arbitrary finite dimension.
(G3) to deliver sharp estimates of the desired minima and maxima, and to derive the left-open estimates of the minimizers for the context of [1], as well as the of the minimizers and maximizers for the contexts (G1) and (G2).

This agenda is achieved in the following way. In the next Section $I$, we briefly introduce the principal idea of our new extended bare-simulation optimization paradigm, in addition to the - now called narrow-sense - one of [1]. In order to lay a solid explanatory basis for our new developments, we first recall in Section [II] our main results of [1] on narrow-sense bare-simulation minimization of $\varphi$-divergences with instrumentally linked divergence generator $\varphi$, for "general" constraints sets $\Omega$ with non-void interior. For the same type of $\varphi$ and $\Omega$, in Section $I V$ we carry out the above-mentioned goal (G1) on narrow-sense bare-simulation minimization of separable Bregman distances and even more general scaled Bregman distances. Based on the results of the previous two chapters, we then achieve in Section $V$ the goal (G2) and derive four fundamental (non-narrow-sense) bare-simulation minimization and maximization results on all the above-mentioned general directed distances $D(\mathbf{Q}, \mathbf{P})$ and friends, for the context of $\Omega$ with non-void interior. In the next three Sections VI, VII, VIII we carry out the same program as in the Sections III, IV, V, but for the case that $\Omega$ contains the side constraint that for each member $\mathbf{Q}$ the sum of the components equals the same fixed constant $A>0$ (implying that $\boldsymbol{\Omega}$ has void interior). Furthermore, in the Sections IX, X, XI we carry out the same program as in the Sections III, IV, V, but for the risk-carrying case that $\mathbf{P}$ - respectively some involved parameter - is unknown (and $A=1$ ). In the Sections XII XIII and XIV we provide corresponding estimators for the minima, minimizers, maxima and maximizers of the above-mentioned sections (cf. Goal (G3)). Finally, all the proofs are given Appendix A

## II. A NEW MINIMIZATION PARADIGM

We concern with minimization and maximization problems of the following type, where $\mathcal{M}$ is a topological space and $\mathcal{T}$ is the Borel $\sigma$-field over a given base on $\mathcal{M}$; e.g. take $\mathcal{M}=\mathbb{R}^{K}$ to be the $K$-dimensional Euclidean space equipped with the Borel $\sigma-$ field $\mathcal{T}$.

Definition 1: A measurable function $\Phi: \mathcal{M} \mapsto \mathbb{R} \cup\{-\infty, \infty\}$ and measurable set $\Omega \subset \mathcal{M}{ }^{4}$ are called "bare-simulation minimizable" (BS-minimizable) respectively "bare-simulation maximizable" (BS-maximizable) if for

$$
\begin{equation*}
\left.\Phi(\Omega):=\inf _{Q \in \Omega}\{\Phi(Q)\} \in\right]-\infty, \infty\left[\quad \text { respectively } \quad \Phi(\Omega):=\sup _{Q \in \Omega}\{\Phi(Q)\} \in\right]-\infty, \infty[ \tag{1}
\end{equation*}
$$

there exists a measurable function $G:\left[0, \infty\left[\mapsto \mathbb{R}\right.\right.$, a sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ of measurable functions $f_{n}: \mathcal{M} \mapsto[0, \infty[$ as well as a sequence $\left(\left(\mathfrak{X}_{n}, \mathcal{A}_{n}, \prod_{n}\right)\right)_{n \in \mathbb{N}}$ of probability spaces and on them a sequence $\left(\xi_{n}\right)_{n \in \mathbb{N}}{ }^{5}$ of $\mathcal{M}$-valued random variables such that

$$
\begin{align*}
G\left(-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{E}_{\mathbb{\Pi}_{n}}\left[f_{n}\left(\xi_{n}\right) \cdot 1_{\Omega}\left(\xi_{n}\right)\right]\right) & =\inf _{Q \in \Omega} \Phi(Q)=\Phi(\Omega)  \tag{2}\\
\text { respectively } \quad G\left(-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{E}_{\mathbb{\Pi}_{n}}\left[f_{n}\left(\xi_{n}\right) \cdot 1_{\Omega}\left(\xi_{n}\right)\right]\right) & =\sup _{Q \in \Omega} \Phi(Q)=\Phi(\Omega), \tag{3}
\end{align*}
$$

[^2]where $\mathbb{E}_{\rrbracket_{n}}[\cdot]$ denotes the expectation with respect to $\mathbb{\Pi}_{n}$ and $1_{B}(\cdot)$ denotes the indicator function on the set $B$; in situations where $\Phi$ is fixed and different $\Omega$ 's are considered, we say that " $\Phi$ is bare-simulation minimizable (BS-minimizable) on $\Omega$ " respectively " $\Phi$ is bare-simulation maximizable (BS-maximizable) on $\Omega$ ". In case that one can even choose $f_{n}(\cdot) \equiv 1$ - and hence $\mathbb{E}_{\mathbb{m}_{n}}\left[f_{n}\left(\xi_{n}\right) \cdot 1_{\Omega}\left(\xi_{n}\right)\right]=\prod_{n}\left[\xi_{n} \in \Omega\right]$ - then we speak of "bare-simulation minimizable/maximizable in the narrow sense".

Remark 2: (a) The above-mentioned Definition 1 extends the Definition 1 of Browniatowski \& Stummer [1] who deal with the narrow-sense-case $f_{n}(\cdot) \equiv 1$.
(b) We could even extend the above-mentioned Definition 1 to allow for more general $f_{n}: \mathcal{M} \mapsto \mathbb{R}$ such that
$\mathbb{E}_{\mathbb{\Pi}_{n}}\left[f_{n}\left(\xi_{n}\right) \cdot 1_{\Omega}\left(\xi_{n}\right)\right] \geq 0$ for all large enough $n \in \mathbb{N}$.
(c) Âs usual, we call $\Omega$ the constraint set (alternatively used names are e.g. choice set or search space).

The basic idea/incentive of this new approach is: if a minimization problem has no explicit solution and is computationally intractable (or unfeasible) but can be shown to be BS-minimizable with concretely constructable $G,\left(f_{n}\right)_{n \in \mathbb{N}},\left(\xi_{n}\right)_{n \in \mathbb{N}}$ and $\left(\square_{n}\right)_{n \in \mathbb{N}}$, then one can basically simulate the log-expectations $-\frac{1}{n} \log \mathbb{E}_{\rrbracket_{n}}\left[f_{n}\left(\xi_{n}\right) \cdot 1_{\Omega}\left(\xi_{n}\right)\right]$ for large enough integer $n \in \mathbb{N}$ to obtain an approximation of the minimum/maximum (1) without having to evaluate the corresponding (not necessarily unique) minimizer/maximizer. As explained in [1], this is for instance important for fast and efficient model search. However, in contrast to [1], we show in this paper also how one can "nearly synchronously" achieve an approximation of the corresponding minimizer(s)/maximizer(s).
For reasons of transparency, we start to demonstrate this approach for the following important/prominent class of deterministic constrained minimization problems with the following components:
(i) $\mathcal{M}$ is the $K$-dimensional Euclidean space $\mathbb{R}^{K}$, i.e. $\Omega$ is a set of vectors $Q$ with a number of $K$ components (where $K$ may be huge, as it is e.g. the case in big data contexts);
(ii) $\Phi(\cdot):=\Phi_{P}(\cdot)$ depends on some known vector $P$ in $\mathbb{R}^{K}$ with $K$ nonnegative components;
(iii) $\Phi_{P}(\cdot)$ is a "directed distance" (divergence) from $P$ into $\Omega$ in the sense of $\Omega \ni Q \mapsto \Phi_{P}(Q):=D(Q, P)$, where $D(\cdot, \cdot)$ has the the two properties " $D(Q, P) \geq 0$ " and " $D(Q, P)=0$ if and only if $Q=P$ ". In particular, $D(\cdot, \cdot)$ needs neither satisfy the symmetry $D(Q, P)=D(P, Q)$ nor the triangular inequality.
In other words, the left-hand part of (1) together with (i)-(iii) constitutes a deterministic constrained distance/divergenceminimization problem; we design a "universal" method to solve such problems by constructing appropriate (cf.(2)) $G,\left(f_{n}\right)_{n \in \mathbb{N}}$ and sequences $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ of $\mathbb{R}^{K}$ - valued random variables. The latter will be first constructed - for a first insight - with the help of narrow-sense methods developed in [1] for directed distances $D(\cdot, \cdot)$ from a large subclass of the important omnipresent Csiszar-Ali-Silvey-Morimoto $\varphi$-divergences (also called $f$-divergences) given in Definition 3 below.

## III. Deterministic Narrow-Sense Bare-Simulation-Optimization of $\varphi$-Divergences

To begin with, concerning the above-mentioned point (i) we take the $K$ - dimensional Euclidean space $\mathcal{M}=\mathbb{R}^{K}$, denote from now on - as usual - its elements (i.e. vectors) in boldface letters, and also employ the subsets

$$
\begin{aligned}
& \mathbb{R}_{\neq 0}^{K}:=\left\{\mathbf{Q}:=\left(q_{1}, \ldots, q_{K}\right) \in \mathbb{R}^{K}: q_{i} \neq 0 \text { for all } i=1, \ldots, K\right\}, \\
& \mathbb{R}_{>0}^{K}:=\left\{\mathbf{Q}:=\left(q_{1}, \ldots, q_{K}\right) \in \mathbb{R}^{K}: q_{i}>0 \text { for all } i=1, \ldots, K\right\}, \\
& \mathbb{R}_{\geq 0}^{K}:=\left\{\mathbf{Q}:=\left(q_{1}, \ldots, q_{K}\right) \in \mathbb{R}^{K}: q_{i} \geq 0 \text { for all } i=1, \ldots, K\right\}, \\
& \mathbb{R}_{\ngtr 0}^{K}:=\mathbb{R}_{\geq 0}^{K} \backslash\{\mathbf{0}\}:=\left\{\mathbf{Q}:=\left(q_{1}, \ldots, q_{K}\right) \in \mathbb{R}_{\geq 0}^{K}: q_{i} \neq 0 \text { for some } i=1, \ldots, K\right\}, \\
& \mathbb{S}^{K}:=\left\{\mathbf{Q}:=\left(q_{1}, \ldots, q_{K}\right) \in \mathbb{R}_{\geq 0}^{K}: \sum_{i=1}^{K} q_{i}=1\right\} \quad \text { (simplex of probability vectors, probability simplex), } \\
& \mathbb{S}_{>0}^{K}:=\left\{\mathbf{Q}:=\left(q_{1}, \ldots, q_{K}\right) \in \mathbb{R}_{>0}^{K}: \sum_{i=1}^{K} q_{i}=1\right\} .
\end{aligned}
$$

Concerning the directed distances $D(\cdot, \cdot)$ in (ii) and (iii), as a basis we first deal with the following
Definition 3: (a) Let the "divergence-generator" be a lower semicontinuous convex function $\varphi:]-\infty, \infty[\rightarrow[0, \infty]$ satisfying $\varphi(1)=0$. Furthermore, for the effective domain $\operatorname{dom}(\varphi):=\{t \in \mathbb{R}: \varphi(t)<\infty\}$ we assume that its interior $\operatorname{int}(\operatorname{dom}(\varphi))$ is non-empty which implies that $\operatorname{int}(\operatorname{dom}(\varphi))=] a, b[$ for some $-\infty \leq a<1<b \leq \infty$. Moreover, we suppose that $\varphi$ is strictly convex at the point $t=1{ }^{6}$ (very often in practice, $\varphi$ is strictly convex even in a non-empty neighborhood $] t_{-}^{s c}, t_{+}^{s c}[\subseteq] a, b[$ of one $\left(t_{-}^{s c}<1<t_{+}^{s c}\right)$ ). Also, we set $\varphi(a):=\lim _{t \downarrow a} \varphi(t)$ and $\varphi(b):=\lim _{t \uparrow b} \varphi(t)$ (these limits always exist). The class of all such functions $\varphi$ will be denoted by $\widetilde{\Upsilon}(] a, b[)$. A frequent choice is e.g. $] a, b[=] 0, \infty[$ or $] a, b[=]-\infty, \infty[$.

[^3](b) For $\varphi \in \widetilde{\Upsilon}(] a, b[), \mathbf{P}:=\left(p_{1}, \ldots, p_{K}\right) \in \mathbb{R}_{\geq 0}^{K}$ and $\mathbf{Q}:=\left(q_{1}, \ldots, q_{K}\right) \in \boldsymbol{\Omega} \subset \mathbb{R}^{K}$, we define the Csiszar-Ali-SilveyMorimoto (CASM) $\varphi$-divergence
\[

$$
\begin{equation*}
\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi}(\mathbf{Q}, \mathbf{P}):=\sum_{k=1}^{K} p_{k} \cdot \varphi\left(\frac{q_{k}}{p_{k}}\right) \geq 0 \tag{4}
\end{equation*}
$$

\]

As usual, in (4) we employ the three conventions that $p \cdot \varphi\left(\frac{0}{p}\right)=p \cdot \varphi(0)>0$ for all $p>0$, and $0 \cdot \varphi\left(\frac{q}{0}\right)=q$. $\lim _{x \rightarrow \infty} \frac{\varphi(x \cdot \operatorname{sgn}(q))}{x \cdot \operatorname{sgn}(q)}>0$ for $q \neq 0$ (employing the sign of $q$ ), and $0 \cdot \varphi\left(\frac{0}{0}\right):=0$. Throughout the paper, we only consider constellations $(\varphi, \mathbf{P}, \boldsymbol{\Omega})$ for which the very mild condition $\Phi_{\mathbf{P}}(\Omega):=\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbf{P}) \neq \infty$ holds.
For probability vectors $\mathbb{P}$ and $\mathbb{Q}$ in $\mathbb{S}^{K}$, the $\varphi$-divergences $D_{\varphi}(\mathbb{Q}, \mathbb{P})$ were introduced by Csiszar [2], Ali \& Silvey [3] and Morimoto [4] (where the first two references even deal with more general probability distributions); for some comprehensive overviews - including statistical applications to goodness-of-fit testing and minimum distance estimation - the reader is referred to the insightful books the reader is referred to the insightful books of e.g. Liese \& Vajda [18], Read \& Cressie [6], Vajda [19], Csiszar \& Shields [20], Stummer [21], Pardo [22], Liese \& Miescke [23], Basu et al. [24], the survey articles of e.g. Liese \& Vajda [25], Vajda \& van der Meulen [26], Reid \& Williamson [27], Basseville [28], and the references therein; For the setup of $D_{\varphi}(\mathbf{Q}, \mathbf{P})$ for vectors $\mathbf{P}, \mathbf{Q}$ with non-negative components the reader is referred to e.g. Stummer \& Vajda [66] (who deal with even more general nonnegative measures and give some statistical as well as information-theoretic applications) and Gietl \& Reffel [67]. The case of $\varphi$-divergences for vectors with arbitrary components can be extracted from e.g. Broniatowski \& Keziou [68] who actually deal with finite signed measures. For a comprehensive technical treatment, see also Browniatowski \& Stummer [46].

As an important special case, we get for the choice $\mathbf{P}:=(1, \ldots, 1):=\mathbf{1}$ the quantity

$$
\begin{equation*}
\Phi_{\mathbf{1}}(\mathbf{Q}):=D_{\varphi}(\mathbf{Q}, \mathbf{1})=\sum_{k=1}^{K} \varphi\left(q_{k}\right) \tag{5}
\end{equation*}
$$

with $\varphi \in \widetilde{\Upsilon}(] a, b[)$. As is well known, there are numerous applications of $\sum_{k=1}^{K} \varphi\left(q_{k}\right)$ where $\varphi$ is e.g. interpreted as cost function respectively energy function respectively purpose function. Furthermore, $\sum_{k=1}^{K} \varphi\left(q_{k}\right)$ can be interpreted as (nonprobability extension of a) $\varphi$-entropy in the sense of Burbea \& Rao [14] (see also Csiszar [29], Ben-Bassat [30], Ben-Tal \& Teboulle [31], Kesavan \& Kapur [32], Dacunha-Castelle \& Gamboa [33], Teboulle \& Vajda [34], Gamboa \& Gassiat [35], Vajda \& Zvarova [36]). Moreover, since 1 can be seen as a reference vector with (normalized) equal components, $D_{\varphi}(\mathbf{Q}, \mathbf{1})$ in (5) can be interpreted as an "index/degree of (in)equality of the set $\Omega$ ", respectively as an "index/degree of diversity of the set $\Omega$ ". A comprehensive BS-concerning discussion with references on the theory and applications of the quantities in (5), is given e.g. in Broniatowski \& Stummer [1].

Returning to the general case, from (4) it is obvious that in general $D_{\varphi}(\mathbf{Q}, \mathbf{P}) \neq D_{\varphi}(\mathbf{P}, \mathbf{Q})$ (non-symmetry). Moreover, it is straightforward to deduce that $D_{\varphi}(\mathbf{Q}, \mathbf{P})=0$ if and only if $\mathbf{Q}=\mathbf{P}$ (reflexivity). By appropriate choice of $\varphi$, one can get as special cases many very prominent divergences which are frequently used in information theory and its applications to e.g. statistics, artificial intelligence, and machine learning.
For reasons of a more compact representation, we shall henceforth assume that $\mathbf{P}:=\left(p_{1}, \ldots, p_{K}\right) \in \mathbb{R}_{>0}^{K}$, unless stated otherwise.

As a fundamental tool for later purposes, let us now briefly explain how the $B S$ method in the narrow sense of Broniatowski \& Stummer [1] can be used to tackle the following deterministic optimization problems:

Problem 4: For pregiven $\varphi \in \widetilde{\Upsilon}(] a, b[)$, positive-components vector $\mathbf{P}:=\left(p_{1}, . ., p_{K}\right) \in \mathbb{R}_{>0}^{K}$ (or from some subset thereof), and subset $\Omega \subset \mathbb{R}^{K}$ (also denoted in boldface letters, with a slight abuse of notation) with regularity properties

$$
\begin{equation*}
c l(\boldsymbol{\Omega})=\operatorname{cl}(\operatorname{int}(\boldsymbol{\Omega})), \quad \operatorname{int}(\boldsymbol{\Omega}) \neq \emptyset \tag{6}
\end{equation*}
$$

find

$$
\begin{equation*}
\Phi_{\mathbf{P}}(\boldsymbol{\Omega}):=\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbf{P}) \tag{7}
\end{equation*}
$$

provided that

$$
\begin{equation*}
\inf _{\mathbf{Q} \in \Omega} D_{\varphi}(\mathbf{Q}, \mathbf{P})<\infty \tag{8}
\end{equation*}
$$

and that divergence generator $\varphi$ additionally satisfies the following Condition 5
Condition 5: Let $\varphi \in \widetilde{\Upsilon}(] a, b[)$ and $M_{\mathbf{P}}=\sum_{i=1}^{K} p_{i}>0$. Then the multiple $\widetilde{\varphi}:=M_{\mathbf{P}} \cdot \varphi$ should satisfy the representation

$$
\begin{equation*}
\widetilde{\varphi}(t)=\sup _{z \in \mathbb{R}}\left(z \cdot t-\log \int_{\mathbb{R}} e^{z y} \widetilde{d}(y)\right), \quad t \in \mathbb{R} \tag{9}
\end{equation*}
$$

for some probability distribution $\widetilde{\mathbb{C}}$ on the real line such that the function $z \mapsto M G F_{\widetilde{\S}}(z):=\int_{\mathbb{R}} e^{z y} \widetilde{\widetilde{ }(y) \text { is finite on some }}$ open interval containing zero.

Remark 6: The change from $\varphi$ to $\widetilde{\varphi}:=M_{\mathbf{P}} \cdot \varphi$ in Condition 5 stems from the fact that one can equivalently rewrite (7) such that the vector $\mathbf{P}$ "turns into" a probability vector $\widetilde{\mathbb{P}}$; the latter will be essentially needed for our BS method (cf. Broniatowski \& Stummer [1]). Indeed, one can construct the probability vector $\widetilde{\mathbb{P}}:=\mathbf{P} / M_{\mathbf{P}}$ and analogously $\widetilde{\mathbf{Q}}:=\mathbf{Q} / M_{\mathbf{P}}$ (notice that $\widetilde{\mathbf{Q}}$ may be a non-probability vector). With this, one can equivalently rewrite

$$
\begin{equation*}
D_{\varphi}(\mathbf{Q}, \mathbf{P})=\sum_{k=1}^{K} p_{k} \cdot \varphi\left(\frac{q_{k}}{p_{k}}\right)=\sum_{k=1}^{K} M_{\mathbf{P}} \cdot \widetilde{p_{k}} \cdot \varphi\left(\frac{M_{\mathbf{P}} \cdot \widetilde{q_{k}}}{M_{\mathbf{P}} \cdot \widetilde{p_{k}}}\right)=D_{\widetilde{\varphi}}(\widetilde{\mathbf{Q}}, \widetilde{\mathbb{P}}) \tag{10}
\end{equation*}
$$

and thus the solution of 7 coincides with the one of the problem of finding

$$
\begin{equation*}
\widetilde{\Phi}_{\widetilde{\mathbb{P}}}(\widetilde{\boldsymbol{\Omega}}):=\inf _{\widetilde{\mathbf{Q}} \in \widetilde{\boldsymbol{\Omega}}} D_{\widetilde{\varphi}}(\widetilde{\mathbf{Q}}, \widetilde{\mathbb{P}}), \quad \text { with } \widetilde{\boldsymbol{\Omega}}:=\boldsymbol{\Omega} / M_{\mathbf{P}} \tag{11}
\end{equation*}
$$

Remark 7: A comprehensive study on Condition 5 is given in Section XI of Broniatowski \& Stummer [1] as well as in Broniatowski \& Stummer [69]; numerous explicitly solved cases can be found in Section XII of [1]. In particular, Condition 5 implies in particular that
(i) $\varphi$ is strictly convex in a non-empty neighborhood $] t_{-}^{s c}, t_{+}^{s c}[\subseteq] a, b\left[\right.$ of one $\left(t_{-}^{s c}<1<t_{+}^{s c}\right)$ and affine linear on the rest $]-\infty, \infty[\backslash] t_{-}^{s c}, t_{+}^{s c}[$ in case that this rest is non-empty,
(ii) $\varphi(t)>0$ for all $t \in] a, b[\backslash\{1\}$,
(iii) $\varphi$ is continuously differentiable on $] a, b\left[\right.$; accordingly, we denote the corresponding derivative by $\varphi^{\prime}$,
(iv) $\varphi^{\prime}(1)=0$.

Remark 8: (a) The purpose of assumption (6) is to get rid of the limsup type and liminf type results in our belowmentioned "bare-simulation" approach and to obtain limit-statements which motivate our construction. In practice, it is enough to verify $\boldsymbol{\Omega} \subseteq \operatorname{cl}(\operatorname{int}(\boldsymbol{\Omega}))$, which is equivalent to the left-hand part of (6). Clearly, any open set $\boldsymbol{\Omega} \subset \mathbb{R}^{K}$ satisfies the left-hand part of (6). In the subsetup where $\boldsymbol{\Omega}$ is a closed convex set and $\operatorname{int}(\boldsymbol{\Omega}) \neq \emptyset, ~(6)$ is satisfied and the minimizer $\mathbf{Q}_{\text {min }} \in \boldsymbol{\Omega}$ in (7) is attained and even unique. When $\Omega$ is open and satisfies (6), then the infimum in (7) exists but is reached at some generalized projection of $\mathbf{P}$ on $\boldsymbol{\Omega}$ (see Csiszar [70] for the Kullback-Leibler-information-distance case of probability measures, which extends to any $\varphi$-divergence in our framework).
(b) Without further mentioning, the regularity assumption (6) is supposed to hold in the full topology. Of course, $\operatorname{int}\left(\mathbb{S}^{K}\right)=\emptyset$ and thus, for the important probability-vector setup $\Omega \subset \mathbb{S}^{K}$ the assumption (6) is violated which requires extra refinements (cf. Section VI below). The same is needed for $\Omega \subset A \cdot \mathbb{S}^{K}$ for some $A \neq 1$, since obviously $\operatorname{int}\left(A \cdot \mathbb{S}^{K}\right)=\emptyset$; such a context appears naturally e.g. in connection with mass transportation problems and with distributed energy management (see e.g. Chapter IX of Broniatowski \& Stummer [1] and the references therein).
(c) Our approach is predestined for non- or semiparametric models, see Broniatowski \& Stummer [1] for a detailed discussion. (d) The Condition 5 implies in particular that $\varphi$ satisfies $\int_{\mathbb{R}} y \widetilde{d}(y)=1$ and that $\widetilde{\measuredangle}$ has light tails; moreover, $\widetilde{\widetilde{ }}$ may depend on $M_{\mathbf{P}}$ in a highly non-trivial way. For details - including also methods for finding $\widetilde{\mathbb{}}$ as well as numerous examples - the reader is referred to Broniatowski \& Stummer [1].

Returning to the distance-minimizing Problem 4 , we proceed by constructing an appropriate sequence $\left(\boldsymbol{\xi}_{n}\right)_{n \in \mathbb{N}}$ of $\mathbb{R}^{K}$-valued random variables (cf. (2) in Definition 11 and the special case of Remark 2 a) as follows: we first transform $\widetilde{\mathbb{P}}:=\mathbf{P} / M_{\mathbf{P}}$ having components $\left(\widetilde{p}_{1}, \ldots, \widetilde{p}_{K}\right)$. Moreover, for any $n \in \mathbb{N}$ and any $k \in\{1, \ldots, K-1\}$, let $n_{k}:=\left\lfloor n \cdot \widetilde{p}_{k}\right\rfloor$ (where $\lfloor x\rfloor$ denotes the integer part of $x$ ) and $n_{K}:=n-\sum_{k=1}^{K-1} n_{k}$; for this, we assume that $n \in \mathbb{N}$ is large enough, namely $n \geq \max _{k \in\{1, \ldots, K\}} \frac{1}{\widetilde{p}_{k}}$, such that all the integers $n_{k}(k=1, \ldots, K)$ are non-zero. Since we assume $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ and thus none of the $\widetilde{p}_{k}$ 's is zero, one has

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{n_{k}}{n}=\widetilde{p}_{k}, \quad k=1, \ldots, K \tag{12}
\end{equation*}
$$

With this at hand, we decompose the set $\{1, \ldots, n\}$ of all integers from 1 to $n$ into the following disjoint blocks: $I_{1}^{(n)}:=$ $\left\{1, \ldots, n_{1}\right\}, I_{2}^{(n)}:=\left\{n_{1}+1, \ldots, n_{1}+n_{2}\right\}$, and so on until the last block $I_{K}^{(n)}:=\left\{\sum_{k=1}^{K-1} n_{k}+1, \ldots, n\right\}$ which therefore contains all integers from $n_{1}+\ldots+n_{K-1}+1$ to $n$. Due to our construction, $I_{k}^{(n)}$ has $n_{k} \geq 1$ elements (i.e. $\operatorname{card}\left(I_{k}^{(n)}\right)=$ $n_{k}$ where $\operatorname{card}(B)$ denotes the number of elements in a set $B$ ) for all $k \in\{1, \ldots, K\}{ }^{7}$ Furthermore, consider a vector $\widetilde{\mathbf{W}}:=\left(\widetilde{W}_{1}, \ldots, \widetilde{W}_{n}\right)$ where the $\widetilde{W}_{i}$ 's are i.i.d. copies of the random variable $\widetilde{W}$ whose distribution is associated with the divergence-generator $\widetilde{\varphi}:=M_{\mathbf{P}} \cdot \varphi$ through $(9]$, in the sense that $\widetilde{\square}[\widetilde{W} \in \cdot]=\widetilde{\mathbb{}}[\cdot]$ on some probability space $(\mathfrak{X}, \mathcal{A}, \mathbb{T})$. We

[^4]group the $\widetilde{W}$ 's according to the above-mentioned blocks and sum them up blockwise, in order to build the following $K-$ component random vector
\[

$$
\begin{equation*}
\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}:=\left(\frac{1}{n} \sum_{i \in I_{1}^{(n)}} \widetilde{W}_{i}, \ldots, \frac{1}{n} \sum_{i \in I_{K}^{(n)}} \widetilde{W}_{i}\right) \tag{13}
\end{equation*}
$$

\]

notice that the signs of its components may be negative, depending on the nature of the $\widetilde{W}$ 's; moreover, the expectation of its $k$-th component converges to $\widetilde{p}_{k}$ as $n$ tends to infinity (since the expectation of $\widetilde{W}_{1}$ is 1 ), whereas the $n$-fold of the corresponding variance converges to $\widetilde{p}_{k}$ times the variance of $\widetilde{W}_{1}$.

For such a context, Broniatowski \& Stummer [1] obtain the following assertion ${ }^{8}$ :
Theorem 9: Let $\mathbf{P} \in \mathbb{R}_{>0}^{K}, M_{\mathbf{P}}:=\sum_{i=1}^{K} p_{i}>0$, and suppose that the divergence generator $\varphi$ satisfies Condition 5 above, with $\widetilde{\mathbb{S}}$ (cf. (9)). Additionally, let $\widetilde{W}:=\left(W_{i}\right)_{i \in \mathbb{N}}$ be a sequence of random variables where the $\widetilde{W}_{i}$ 's are i.i.d. copies of the random variable $\widetilde{W}$ whose distribution is $\llbracket[\widetilde{W} \in \cdot]=\widetilde{\rrbracket}[\cdot] 9$. Then, in terms of the random vectors $\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}$ (cf. (13)) there holds

$$
\begin{equation*}
\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbf{P})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\square}\left[\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}} \in \boldsymbol{\Omega} / M_{\mathbf{P}}\right] \tag{14}
\end{equation*}
$$

for any $\Omega \subset \mathbb{R}^{K}$ with regularity properties (6) and finiteness property (8). In particular, for each $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ the function $\Phi_{\mathbf{P}}(\cdot):=D_{\varphi}(\cdot, \mathbf{P})$ (cf. (4)) is bare-simulation minimizable (BS-minimizable) in the narrow sense (cf. (2) in Definition 1 and the special case of Remark $2(a))$ on any such $\Omega \subset \mathbb{R}^{K}$.

Remark 10: (i) For some contexts, we can explicitly give the distribution of each of the independent (non-deterministic parts of the) components $\left(\sum_{i \in I_{k}^{(n)}} \widetilde{W}_{i}\right)_{k=1, \ldots, K}$ of the vector $\boldsymbol{\xi}_{n} \widetilde{\mathbb{W}}$; this will ease the corresponding concrete simulations. For corresponding examples, see [1].
(ii) Let us emphasize that we have assumed $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ in Theorem 9 which excludes $\mathbf{P}$ from having zero components. However, in cases where $\lim _{x \rightarrow \infty}\left|\frac{\varphi(x \cdot \operatorname{sgn}(q))}{x \cdot \operatorname{sgn}(q)}\right|=+\infty$ for $q \neq 0$, then if $p_{k_{0}}=0$ for some $k_{0}$ it follows that $q_{k_{0}}=0$, which proves that $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ imposes no restriction in Theorem 9 , since the projection of $\mathbf{P}$ in $\boldsymbol{\Omega}$ then belongs to the subspace of $\mathbb{R}^{K}$ generated by the non-null components of $\mathbf{P}$; such a situation appears e.g. for power divergence generators $\varphi_{\gamma}$ with $\gamma>2$. So there is no loss of generality assuming $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ in this case.
(iii) Notice that 14 even holds when $\mathbf{P} \in \Omega$ for which the left-hand side becomes zero.

Returning to the general context, the limit statement 14) provides the principle for the approximation of the solution of Problem (7). Indeed, by replacing the right-hand side in (14) by its finite counterpart, we deduce for given large $n$

$$
\begin{equation*}
-\frac{1}{n} \log \llbracket\left[\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}} \in \boldsymbol{\Omega} / M_{\mathbf{P}}\right] \approx \inf _{Q \in \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbf{P}) \tag{15}
\end{equation*}
$$

it remains to estimate the left-hand side of (15). The latter can be performed either by a naive estimator of the frequency of those replications of $\boldsymbol{\xi}_{n}^{\widetilde{\mathbb{W}}}$ which hit $\Omega / M_{\mathbf{P}}$, or more efficiently by some improved estimator; for details, the reader is referred to Section X of Broniatowski \& Stummer [1], see also the corresponding extensions given in Section XII below, where the latter also provides e.g. estimates of the minimizers).

Remark 11: According to 14) of Theorem 9 as well as (15), we can principally tackle the (approximative) computation of the minimum value $\inf _{Q \in \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbf{P})=\inf _{Q \in \boldsymbol{\Omega}} \sum_{k=1}^{K} p_{k} \cdot \varphi\left(\frac{q_{k}}{p_{k}}\right)$ and in particular of $\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} \sum_{k=1}^{K} \varphi\left(q_{k}\right)=$ $\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbf{1})$ (cf. (5)) by basically only employing a fast and accurate - pseudo, true, natural, quantum - random number generator ${ }^{10}$ provided that the constraint set $\Omega$ satisfies the mild assumptions (6) and (8). Notice that (6) also covers constraint sets $\boldsymbol{\Omega}$ (of arbitrary dimension $K$ ) which are non-convex and even highly disconnected, and for which other minimization methods (e.g. pure enumeration, gradient or steepest descent methods, etc.) may be problematic or intractable.

Returning to the general context, notice that Theorem 9 does not cover cases where $\boldsymbol{\Omega}$ consists of $\mathbf{Q}$ satisfying the additional constraint $\sum_{i=1}^{K} q_{i}=A$ for some fixed $A>0$ (and thus $\operatorname{int}(\boldsymbol{\Omega})=\emptyset$ which violates (6)). However, such situations can be still handled with an adaption of the above-described narrow-sense BS method, see Broniatowski \& Stummer [1] and also the beginning of Section VIII below.

[^5]To end up this section, let us present some examples of $\varphi$-divergence generators which satisfy Condition 5 and for which thus the Theorem 9 can be applied; the corresponding essential distributions $\widetilde{\mathbb{}}$ can be obtained from $\mathbb{\$}$ in the last column of Table 1 below, by employing $M_{\mathbf{P}} \cdot \varphi$ instead of $\varphi$. For details, construction methods and further examples, the reader is referred to Broniatowski \& Stummer [1] (see also Broniatowski \& Stummer [164] for applications to fuzzy sets and basic belief assignments).

Example 12: Let us take the important case of power-divergence generators $\varphi_{\gamma}: \mathbb{R} \mapsto[0, \infty]$ defined by

$$
\varphi_{\gamma}(t):= \begin{cases}\frac{t^{\gamma}-\gamma \cdot t+\gamma-1}{\gamma \cdot(\gamma-1)}, & \text { if } \gamma \in]-\infty, 0[\text { and } t \in] 0, \infty[,  \tag{16}\\ \frac{-\log t+t-1,}{}, & \text { if } \gamma=0 \text { and } t \in] 0, \infty[, \\ \frac{t^{\gamma}-\gamma \cdot t+\gamma-1}{\gamma \cdot(\gamma-1)}, & \text { if } \gamma \in] 0,1[\text { and } t \in[0, \infty[, \\ \frac{t \cdot \log t+1-t,}{}, & \text { if } \gamma \in] 1,2[\text { and } t \in]-\infty, \infty[, \\ \frac{t^{\gamma}-\gamma \cdot(t+\gamma-1}{\gamma \cdot(\gamma-1)} \cdot 1_{] 0, \infty[ }(t)+\left(\frac{1}{\gamma}-\frac{t}{\gamma-1}\right) \cdot 1_{]-\infty, 0]}(t), & \text { if } \gamma=2 \text { and } t \in]-\infty, \infty[, \\ \frac{(t-1)^{2}}{2}, & \text { if } \gamma \in] 2, \infty[\text { and } t \in]-\infty, \infty[, \\ \frac{t^{\gamma}-\gamma \cdot t+\gamma-1}{\gamma \cdot(\gamma-1)} \cdot 1_{] 0, \infty[ }(t)+\left(\frac{1}{\gamma}-\frac{t}{\gamma-1}\right) \cdot 1_{]-\infty, 0]}(t), & \text { else },\end{cases}
$$

which — by (4) - for arbitrary multiplier $\widetilde{c} \in] 0, \infty[$ generate (the vector-valued form of) the generalized power divergences given by

$$
D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbf{P}):= \begin{cases}\tilde{c} \cdot\left\{\frac{\sum_{k=1}^{K}\left(q_{k}\right)^{\gamma} \cdot\left(p_{k}\right)^{1-\gamma}}{\gamma \cdot(\gamma-1)}-\frac{1}{\gamma-1} \cdot \sum_{k=1}^{K} q_{k}+\frac{1}{\gamma} \cdot \sum_{k=1}^{K} p_{k}\right\}, & \text { if } \gamma \in]-\infty, 0\left[, \mathbf{P} \in \mathbb{R}_{\ngtr 0}^{K} \text { and } \mathbf{Q} \in \mathbb{R}_{>0}^{K},\right.  \tag{17}\\ \widetilde{c} \cdot\left\{\sum_{k=1}^{K} p_{k} \cdot \log \left(\frac{p_{k}}{q_{k}}\right)+\sum_{k=1}^{K} q_{k}-\sum_{k=1}^{K} p_{k}\right\}, & \text { if } \gamma=0, \mathbf{P} \in \mathbb{R}_{\ngtr 0}^{K} \text { and } \mathbf{Q} \in \mathbb{R}_{>0}^{K}, \\ \widetilde{c} \cdot\left\{\frac{\sum_{k=1}^{K}\left(q_{k}\right)^{\gamma} \cdot\left(p_{k}\right)^{1-\gamma}}{\gamma \cdot(\gamma-1)}-\frac{1}{\gamma-1} \cdot \sum_{k=1}^{K} q_{k}+\frac{1}{\gamma} \cdot \sum_{k=1}^{K} p_{k}\right\}, & \text { if } \gamma=1, \mathbf{P} \in \mathbb{R}_{>0}^{K} \text { and } \mathbf{Q} \in \mathbb{R}_{\geq 0}^{K}, \\ \widetilde{c} \cdot\left\{\sum_{k=1}^{K} q_{k} \cdot \log \left(\frac{q_{k}}{p_{k}}\right)-\sum_{k=1}^{K} q_{k}+\sum_{k=1}^{K} p_{k}\right\}, & \text { if } \gamma=2, \mathbf{P} \in \mathbb{R}_{\gg 0}^{K} \text { and } \mathbf{Q} \in \mathbb{R}_{\geq 0}^{K}, \\ \widetilde{c} \cdot\left\{\sum_{k=1}^{K} \frac{\left(q_{k}\right)^{\gamma} \cdot\left(p_{k}\right)^{1-\gamma}}{\gamma \cdot(\gamma-1)} \cdot 1_{[0, \infty[ }^{K}\left(q_{k}\right)-\frac{1}{\gamma-1} \cdot \sum_{k=1}^{K} q_{k}+\frac{1}{\gamma} \cdot \sum_{k=1}^{K} p_{k}\right\}, & \text { if } \gamma \in] 1,2\left[, \mathbf{P} \in \mathbb{R}_{>0}^{K} \text { and } \mathbf{Q} \in \mathbb{R}^{K},\right. \\ \widetilde{c} \cdot \sum_{k=1}^{K} \frac{\left(q_{k}-p_{k}\right)^{2}}{2 \cdot p_{k}}, & \text { if }, \\ \widetilde{c} \cdot\left\{\sum_{k=1}^{K} \frac{\left(q_{k}\right)^{\gamma} \cdot\left(p_{k}\right)^{1-\gamma}}{\gamma \cdot(\gamma-1)} \cdot 1_{[0, \infty[ }\left(q_{k}\right)-\frac{1}{\gamma-1} \cdot \sum_{k=1}^{K} q_{k}+\frac{1}{\gamma} \cdot \sum_{k=1}^{K} p_{k}\right\}, & \text { if } \gamma \in] 2, \infty\left[, \mathbf{P} \in \mathbb{R}_{>0}^{K} \text { and } \mathbf{Q}^{K} \in \mathbb{R}^{K},\right. \\ \infty, & \text { else; }\end{cases}
$$

notice that one has the straightforward relationship $D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \cdot)=\widetilde{c} \cdot D_{\varphi_{\gamma}}(\cdot, \cdot)$.
For $\widetilde{c}=1$ and probability vectors $\mathbb{Q}, \mathbb{P}$ in $\mathbb{S}^{K}$ respectively in $\mathbb{S}_{>0}^{K}$, the divergences (17) simplify considerably, namely to the well-known power divergences $D_{\varphi_{\gamma}}(\mathbb{Q}, \mathbb{P})$ in the scaling of e.g. Liese \& Vajda [18] (in other scalings they are also called Rathie \& Kannapan's non-additive directed divergences of order $\gamma$ [165], Cressie-Read divergences [5] [6], relative Tsallis entropies or Tsallis cross-entropies [7] (see also Shiino [166]), Amari's alpha-divergences [8]); for some comprehensive overviews on power divergences $D_{\varphi_{\gamma}}(\mathbb{Q}, \mathbb{P})$ - including statistical applications to goodness-of-fit testing and minimum distance estimation - the reader is referred to the above-mentioned insightful books [18]-[23], the survey articles [25],[26], and the references therein. Prominent and widely used special cases of $D_{\varphi_{\gamma}}(\mathbb{Q}, \mathbb{P})$ are the omnipresent Kullback-Leibler information divergence (relative entropy) where $\gamma=1$, the equally important reverse Kullback-Leibler information divergence (reverse relative entropy) where $\gamma=0$, the Pearson chi-square divergence $(\gamma=2)$, the Neyman chi-square divergence $(\gamma=-1)$, the Hellinger divergence ( $\gamma=\frac{1}{2}$, also called squared Hellinger distance, squared Matusita distance [167] or squared Hellinger-Kakutani metric, see e.g. Deza \& Deza [168]). Some exemplary (relatively) recent studies and applications of power divergences $D_{\varphi_{\gamma}}(\mathbb{Q}, \mathbb{I P})$ - aside from the vast statistical literature (including in particular maximum likelihood estimation and Pearson's chi-square test) are cited e.g. in Broniatowski \& Stummer [1]. For $\widetilde{c}=1$ and nonnegative-component vectors $\mathbf{Q}, \mathbf{P}$ in $\mathbb{R}_{\geq 0}^{K}$ respectively $\mathbb{R}_{>0}^{K}$ respectively $\underset{\neq 0}{K}$, the generalized power divergences $D_{\varphi_{\gamma}}(\mathbf{Q}, \mathbf{P})$ of (17] were treated by Stummer \& Vajda [66] (for even more general probability measures, deriving e.g. also generalized Pinsker's inequalities); for a more general comprehensive technical treatment see also e.g. Broniatowski \& Stummer [46].

For any fixed $\left.M_{\mathbf{P}} \in\right] 0, \infty\left[\right.$, Condition 5 is satisfied for $\varphi:=\tilde{c} \cdot \varphi_{\gamma}$ — and thus the narrow-sense BS-minimizability concerning Theorem 9 can be applied - for all $\widetilde{c} \in] 0, \infty[$ and all $\gamma \in \mathbb{R} \backslash] 1,2[$ (cf. [1]). (As far as we know at the moment) For the
case $\gamma \in] 1,2[$ one can not verify Condition 5], but BS-minimizability (in the sense of 2$]$ with $f_{n}(\cdot) \not \equiv 1$ ) will be shown in Example 28 below.
For the latter, we shall employ the next example, which is of interest on its own due to its finite-derivative-behaviour at $t= \pm \infty$ (and which will be also helpful for e.g. the study of the total variation distance in Example 26 below).

Example 13: For any parameter-triple $\alpha, \beta, \widetilde{c} \in] 0, \infty[$ we choose $] a, b[:=]-\infty, \infty[$ and

$$
\begin{equation*}
\varphi_{\alpha, \beta, \widetilde{c}}(t):=\widetilde{c} \cdot \alpha \cdot\left\{\sqrt{1+\beta^{2} \cdot\left(\frac{1-t}{\alpha}\right)^{2}}-1+\log \frac{2 \cdot\left(\sqrt{1+\beta^{2} \cdot\left(\frac{1-t}{\alpha}\right)^{2}}-1\right)}{\beta^{2} \cdot\left(\frac{1-t}{\alpha}\right)^{2}}\right\} \in[0, \infty[, \quad t \in]-\infty, \infty[ \tag{18}
\end{equation*}
$$

Notice that $\varphi_{\alpha, \beta, \widetilde{c}}(1)=0, \varphi_{\alpha, \beta, \widetilde{c}}^{\prime}(1)=0, \varphi_{\alpha, \beta, \widetilde{c}}(-\infty)=\infty$ and $\varphi_{\alpha, \beta, \widetilde{c}}(\infty)=\infty$. Moreover, $\varphi_{\alpha, \beta, \widetilde{c}}^{\prime}(-\infty)=\varphi_{\alpha, \beta, \widetilde{c}}^{\prime}(a)=-\widetilde{c} \cdot \beta$ and $\varphi_{\alpha, \beta, \widetilde{c}}^{\prime}(\infty)=\varphi_{\alpha, \beta, \widetilde{c}}^{\prime}(b)=\widetilde{c} \cdot \beta$. Furthermore, $\varphi_{\alpha, \beta, \tilde{c}}(\cdot)$ is strictly convex and smooth (i.e. of $C^{\infty}-$ type). From (18), we construct the corresponding divergence (cf. (4))

$$
\begin{align*}
& D_{\varphi_{\alpha, \beta, \tilde{c}}}(\mathbf{Q}, \mathbf{P})=\sum_{k=1}^{K} p_{k} \cdot \varphi_{\alpha, \beta, \widetilde{c}}\left(\frac{q_{k}}{p_{k}}\right) \\
& =\widetilde{c} \cdot \alpha \cdot \sum_{k=1}^{K} p_{k} \cdot\left\{\sqrt{1+\beta^{2} \cdot\left(\frac{1-\frac{q_{k}}{p_{k}}}{\alpha}\right)^{2}}-1+\log \frac{2 \cdot\left(\sqrt{1+\beta^{2} \cdot\left(\frac{1-\frac{q_{k}}{p_{k}}}{\alpha}\right)^{2}}-1\right)}{\beta^{2} \cdot\left(\frac{1-\frac{q_{k}}{p_{k}}}{\alpha}\right)^{2}}\right\}, \quad \mathbf{P} \in \mathbb{R}_{>0}^{K}, \mathbf{Q} \in \mathbb{R}^{K} . \tag{19}
\end{align*}
$$

For any fixed $\left.M_{\mathbf{P}} \in\right] 0, \infty\left[\right.$, Condition 5 is satisfied for $\varphi:=\varphi_{\alpha, \beta, \widetilde{c}}$ - and thus the narrow-sense BS-minimizability concerning Theorem 9 can be applied - for all parameter-triples $\alpha, \beta, \widetilde{c} \in] 0, \infty[$ (cf. [1]). For the important special case $\alpha=\beta$ the formula (18) collapses to

$$
\begin{equation*}
\varphi_{\beta, \beta, \widetilde{c}}(t)=\tilde{c} \cdot \beta \cdot\left\{\sqrt{1+(1-t)^{2}}-1+\log \frac{2 \cdot\left(\sqrt{1+(1-t)^{2}}-1\right)}{(1-t)^{2}}\right\} \in[0, \infty[, \quad t \in]-\infty, \infty[ \tag{20}
\end{equation*}
$$

and 19 collapses to

$$
\begin{aligned}
& D_{\varphi_{\beta, \beta, \tilde{c}}}(\mathbf{Q}, \mathbf{P})=\sum_{k=1}^{K} p_{k} \cdot \varphi_{\beta, \beta, \widetilde{c}}\left(\frac{q_{k}}{p_{k}}\right) \\
& =\widetilde{c} \cdot \beta \cdot \sum_{k=1}^{K} p_{k} \cdot\left\{\sqrt{1+\left(1-\frac{q_{k}}{p_{k}}\right)^{2}}-1+\log \frac{2 \cdot\left(\sqrt{1+\left(1-\frac{q_{k}}{p_{k}}\right)^{2}}-1\right)}{\left(1-\frac{q_{k}}{p_{k}}\right)^{2}}\right\}, \quad \mathbf{P} \in \mathbb{R}_{>0}^{K}, \mathbf{Q} \in \mathbb{R}^{K} .
\end{aligned}
$$

To end this section, let us present Table 1 which gives a compact summary of several important solved cases; for details, see Section XII of Broniatowski \& Stummer [1]. Notice that - as already explained above - in the current setup one has to take in Table 1 the divergence generator $M_{\mathbf{P}} \cdot \varphi$ instead of $\varphi$ (cf. 9 instead of 69 ). Here and henceforth, we employ the following notations:

- $G A M(\alpha, \beta)$ denotes the Gamma distribution with rate parameter (inverse scale parameter) $\alpha \in] 0, \infty[$ and shape parameter $\beta] 0, \infty\left[\right.$ having (Lebesgue-)density $f(y):=\frac{\alpha^{\beta} \cdot y^{\beta-1} \cdot e^{-\alpha \cdot y}}{\Gamma(\beta)} \cdot 1_{] 0, \infty}[(y), y \in \mathbb{R} ;$
- $P O I(\kappa)$ denotes the Poisson distribution with parameter $\kappa \in] 0, \infty[$;
- Compound $\operatorname{POI}(\kappa)-G A M(\alpha, \beta)$ denotes the corresponding "compound Poisson-Gamma distribution";
- $\operatorname{NOR}\left(\mu, \sigma^{2}\right)$ denotes the Normal (i.e. Gaussian) distribution with mean $\mu \in \mathbb{R}$ and variance $\left.\sigma^{2} \in\right] 0, \infty[$;
- $N B(\tau, p)$ denotes the Negative-Binomial distribution with parameters $\tau \in] 0, \infty[$ and $p \in] 0,1[$.

| ]a,b\| | $\varphi(t)$ for $t \in] a, b \mid$ | $\mathbf{P} \in$ | Q $\in$ | $\begin{aligned} & D_{\varphi}(\mathbf{Q}, \mathbf{P}), P=\left(p_{k}\right)_{k=1, \ldots K} \\ & \mathbf{Q}=\left(q_{k}\right)_{k=1, \ldots K} \end{aligned}$ |  | $\varphi(a)$ | $\varphi{ }^{(b)}$ | $\varphi^{\prime}(a)$ | $\varphi^{\prime}(b)$ | support of ¢ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| J0, $\infty$ [ | $\begin{aligned} & \tilde{c} \cdot \varphi_{\gamma}(t):=\tilde{c} \cdot \frac{t^{\gamma}-\gamma \cdot t+\gamma-1}{\gamma \cdot(\gamma-1)} \\ & \text { for } \gamma \in]-\infty, 0[\cdot \tilde{c}>0 \end{aligned}$ | $\stackrel{\text { ® }}{\substack{K}}$ | $\mathbb{R}_{>0}^{K}$ | $\begin{aligned} & \tilde{c} \cdot\left\{\frac{\sum_{k=1}^{K}\left(q_{k}\right)^{\gamma} \cdot\left(p_{k}\right)^{1-\gamma}}{\gamma \cdot(\gamma-1)}\right. \\ & \left.-\frac{1}{\gamma-1} \cdot \sum_{k=1}^{K} q_{k}+\frac{1}{\gamma} \cdot \sum_{k=1}^{K} p_{k}\right\} \end{aligned}$ | j0, $\infty$ l | $\infty$ | $\infty$ | ${ }^{-\infty}$ | $\frac{\frac{\tilde{c}}{1-\gamma}}{}$ | j0, $\infty$ l | dampened stable <br> distribution on $[0, \infty[$ |
| ]0, $\infty$ [ | $\begin{aligned} & \tilde{c} \cdot \varphi_{\gamma}(t) \\ & \text { for } \gamma \in] 0,1[, \tilde{c}>0 \end{aligned}$ | $\mathbb{R}_{\text {『 }}^{\text {® }}$ | $\mathbb{R}^{\mathbb{R}} \mathrm{K} 0$ | as above ${ }^{\text {a }}$ | ]0, $\infty$ [ | $\frac{c}{\gamma}$ | $\infty$ | ${ }^{-\infty}$ | $\frac{c}{1-\gamma}$ | $[0, \infty]$ | $\begin{aligned} & \text { Compound } P O\left(\frac{c}{\gamma}\right) \\ & -G A M\left(\frac{\tilde{c}}{1-\gamma}, \frac{\gamma}{1-\gamma}\right) \end{aligned}$ |
| $1-\infty, \infty$ l | $\begin{aligned} & \tilde{c} \cdot\left\{\varphi_{\gamma}(t) \cdot \mathbf{1}_{10, \infty}(t)\right. \\ & \left.+\left(\frac{1}{\gamma}-\frac{t}{\gamma-1}\right) \cdot \mathbf{1}_{1-\infty, 0]}(t)\right\} \\ & \text { for } \gamma \in] 2, \infty[\tilde{c}>0 \end{aligned}$ | $\mathbb{R}^{\text {P }}$ K 0 | $\mathbb{R}^{K}$ | $\begin{aligned} & \tilde{c} \cdot\left\{\sum_{k=1}^{K} \frac{\left(q_{k}\right)^{\gamma} \cdot\left(p_{k}\right)^{1-\gamma}}{\gamma \cdot(\gamma-1)} \cdot \mathbf{1}_{[0, \infty}\left(q_{k}\right)\right. \\ & \left.-\frac{1}{\gamma-1} \cdot \sum_{k=1}^{K} q_{k}+\frac{1}{\gamma} \cdot \sum_{k=1}^{K} p_{k}\right\} \end{aligned}$ | j0, $\infty$ [ | $\infty$ | $\infty$ | $\frac{\tilde{c}}{1-\gamma}$ | $\infty$ | $1-\infty, \infty$ [ | distorted stable distri- <br> bution on $]-\infty, \infty[$ |
| $1-\infty, \infty$ l | $\begin{aligned} & \tilde{\tilde{c}} \cdot \varphi_{2}(t)=\tilde{c} \cdot \frac{(t-1)^{2}}{2} \\ & \text { for } \tilde{c}>0 \end{aligned}$ | $\mathbb{R}^{\text {P }}$ K 0 | $\mathbb{R}^{K}$ | $\tilde{c} \cdot \sum_{k=1}^{K} \frac{\left(q_{k}-p_{k}\right)^{2}}{2 \cdot p_{k}}$ | $]-\infty, \infty$ [ | $\infty$ | $\infty$ | - | $\infty$ | $1-\infty, \infty$ [ | $\operatorname{NOR(1,~} \frac{1}{6}$ ) |
| ]0, $\infty$ [ | $\begin{aligned} & \tilde{c} \cdot \varphi_{0}(t):=\tilde{c} \cdot\{-\log t \\ & +t-1\} \text { for } \tilde{c}>0 \end{aligned}$ | $\mathbb{R}_{\substack{\text { ® }}}^{K}$ | $\mathbb{R}^{\text {P }}$ | $\begin{aligned} & \tilde{c} \cdot\left\{\sum_{k=1}^{K} p_{k} \cdot \log \left(\frac{p_{k}}{q_{k}}\right)\right. \\ & \left.+\sum_{k=1}^{K} q_{k}-\sum_{k=1}^{K} p_{k}\right\} \end{aligned}$ | j0, $\infty$ [ | $\infty$ | $\infty$ | ${ }^{-\infty}$ | 1 | J0, $\infty$ [ | $\operatorname{GAM}(\tilde{c}, \tilde{c})$ |
| j0, $\infty$ [ | $\begin{aligned} & \tilde{c} \cdot \varphi_{1}(t):=\tilde{c} \cdot\{t \cdot \log t \\ & +1-t\} \text { for } \tilde{c}>0 \end{aligned}$ | $\mathbb{R}^{\text {® }}$ K 0 | $\mathbb{R}_{\geq}{ }^{K} 0$ | $\begin{aligned} & \tilde{c} \cdot\left\{\sum_{k=1}^{K} q_{k} \cdot \log \left(\frac{q_{k}}{p_{k}}\right)\right. \\ & \left.-\sum_{k=1}^{K} q_{k}+\sum_{k=1}^{K} p_{k}\right\} \end{aligned}$ | j0, $\infty$ l | 1 | $\infty$ | ${ }^{-\infty}$ | $\infty$ | $\begin{aligned} & \left\{0, \frac{1}{C}, \ldots\right\} \\ & =\frac{1}{C} \cdot \mathbb{N}_{0} \end{aligned}$ | $\frac{1}{c}$-fold of POI( $\widetilde{c}$ |
| J0, $\infty$ [ | $\begin{aligned} & \tilde{c} \cdot\{t \cdot \log t \\ & \left.+(t+1) \cdot \log \left(\frac{2}{t+1}\right)\right\}, \tilde{c}>0 \end{aligned}$ | $\mathbb{R}_{\substack{\text { ® }}}^{K}$ | $\begin{aligned} & \mathbb{R}_{¥ 0}^{K} \text { with } \\ & \mathbf{P}+\mathbf{Q} \in \mathbb{R}_{>0}^{K} \end{aligned}$ | $\begin{aligned} & \tilde{c} \cdot\left\{\sum_{k=1}^{K} q_{k} \cdot \log \left(\frac{2 q_{k}}{q_{k}+p_{k}}\right)\right. \\ & \left.+\sum_{k=1}^{K} p_{k} \cdot \log \left(\frac{2 p_{k}}{q_{k}+p_{k}}\right)\right\} \end{aligned}$ | j0, $\infty$ [ | $\tilde{c}_{\log 2}$ | $\infty$ | ${ }^{-\infty}$ | $\tilde{c}_{\log 2}$ | $\begin{aligned} & \left\{0, \frac{1}{c}, \ldots\right\} \\ & =\frac{1}{c} \cdot \mathbb{N}_{0} \end{aligned}$ | $\frac{1}{c}$-fold of $N B\left(\widetilde{c}, \frac{1}{2}\right)$ |
| $\begin{aligned} & 1 \frac{\beta-1}{\beta}, \infty 1 \\ & \beta \in] 0,1] \\ & \hline \end{aligned}$ | $\tilde{c} \cdot \frac{(t-1)^{2}}{2(\beta \cdot t+1-\beta)}$ for $\tilde{c}>0$ | $\mathbb{R}_{\substack{\text { ® }}}^{K}$ | $1 \frac{\beta-1}{\beta} \mathbf{P}, \infty[$ component-wise | $\frac{\tilde{\tau}_{2}^{2} \cdot \sum_{k=1}^{K} \frac{\left(q_{k}-p_{k}\right)^{2}}{\beta \cdot q_{k}+(1-\beta) \cdot p_{k}}}{}$ | $1 \frac{\beta-1}{\beta}, \infty 1$ | $\infty$ | $\infty$ | ${ }^{-\infty}$ | $\frac{\tilde{c}}{2 \beta}$ | ] $\frac{\beta-1}{\beta}, \infty$ [ | modified dampened stable distribution |
| $\begin{aligned} & ] z_{1}, z_{2}[ \\ & z_{1}<1 \\ & z_{2}>1 \end{aligned}$ | $\begin{aligned} & \frac{\left(t-z_{1}\right)}{z_{2}-z_{1}} \cdot \log \left(\frac{\left(t-z_{1}\right) \cdot p}{\left(z_{2}-t\right) \cdot(1-p)}\right) \\ & -\log \left(\frac{\left(z_{2}-z_{1}\right) \cdot p}{\left(z_{2}-t\right)}\right) \\ & \text { for } p:=\frac{z_{2}-1}{z_{2}-z_{1}} \in \mathrm{~J}, 1[ \\ & \hline \end{aligned}$ | $\mathbb{R}^{\text {¢ }}$ K 0 | $\begin{aligned} & {\left[z_{1} \mathbf{P}, z_{2} \mathbf{P}\right]} \\ & \text { comp.-wise } \end{aligned}$ | $\begin{aligned} & \sum_{k=1}^{K} \frac{q_{k}-z_{1} \cdot p_{k}}{z_{2}-z_{1}} \cdot \log \left(\frac{p \cdot\left(q_{k}-z_{1} \cdot p_{k}\right)}{\left(1-(1-) \cdot\left(z_{2} \cdot p_{k}-q_{k}\right)\right.}\right) \\ & -\sum_{k=1}^{K} p_{k} \cdot \log \left(\frac{p \cdot\left(z_{2}-z_{1}\right) \cdot p_{k}}{z_{2} \cdot p_{k}-q_{k}}\right) \end{aligned}$ | ${ }^{1} z_{1}, z_{2}$ \| | $\log _{\frac{1}{p}}$ | $\log _{\frac{1}{1-p}}^{1-p}$ | ${ }^{-\infty}$ | $\infty$ | $\left\{z_{1}, z_{2}\right\}$ | $\begin{aligned} & \mathbb{G}\left\{\left\{z_{1}\right\}\right]=p, \\ & \mathbb{G}\left\{\left\{z_{2}\right\}\right]=1-p \end{aligned}$ |
| $1-\infty, \infty$ l | $\begin{aligned} & \tilde{c} \cdot \varphi_{\alpha, \beta_{1}, \beta_{2}(t):=\tilde{c} \cdot \alpha \cdot\{ } \\ & \frac{\sqrt{4+\left(\beta_{1}+\beta_{2}\right)^{2} g^{2}}-\left(\beta_{1}-\beta_{2}\right) g-2}{2} \\ & \left.+\log \frac{\sqrt{4+\left(\beta_{1}+\beta_{2}\right)^{2} g^{2}}-2}{\beta_{1} \beta_{2} g^{2}}\right\} \\ & \text { for } \alpha, \tilde{c}, \beta_{1}, \beta_{2}>0, \\ & g:=g(t):=\frac{1-t}{\alpha}+\frac{1}{\beta_{2}}-\frac{1}{\beta_{1}}, \end{aligned}$ | $\mathbb{R}^{\mathbb{R}}$ | $\mathbb{R}^{K}$ | $\tilde{c} \cdot \sum_{k=1}^{K} p_{k} \cdot \varphi_{\alpha, \beta_{1}, \beta_{2}}\left(\frac{q_{k}}{p_{k}}\right)$ | $]-\infty, \infty$ [ | $\infty$ | $\infty$ | ${ }_{-\widetilde{c} \beta_{2}}$ | ${ }_{\sim} \beta_{1}$ | $]-\infty, \infty$ [ | $\begin{aligned} & \text { law of } \breve{\theta}+Z_{1}-Z_{2} \\ & \breve{\theta}:=1+\alpha \cdot\left(\frac{1}{\beta_{2}}-\frac{1}{\beta_{1}}\right) \\ & Z_{1}, Z_{2} \text { independent, } \\ & Z_{1} \sim G A M\left(\widetilde{c} \beta_{1}, \widetilde{c} \alpha\right), \\ & Z_{2} \sim G A M\left(\widetilde{c} \beta_{2}, \widetilde{c} \alpha\right) \end{aligned}$ <br> (generalized asymmetric <br> Laplace distribution) |
| $1-\infty, \infty$ | $\begin{aligned} & \tilde{c} \cdot \varphi_{\alpha, \beta}(t):=\tilde{c} \cdot \alpha \cdot\left\{\sqrt{1+\beta^{2} g^{2}}\right. \\ & \left.-1+\log \frac{2 \cdot\left(\sqrt{1+\beta^{2} g^{2}}-1\right)}{\beta^{2} g^{2}}\right\} \\ & \text { for } \beta, \alpha, \tilde{c}>0 \text { and } g:=g(t):=\frac{1-t}{\alpha} \end{aligned}$ | $\mathbb{R}^{\text {® }}$ | $\mathbb{R}^{K}$ | $\tilde{c} \cdot \sum_{k=1}^{K} p_{k} \cdot \varphi_{\alpha, \beta}\left(\frac{q_{k}}{p_{k}}\right)$ | $1-\infty, \infty$ l | $\infty$ | $\infty$ | $-\widetilde{c} \beta$ | $\widetilde{c}_{\beta}$ | $]-\infty, \infty$ [ | $\begin{aligned} & \text { as above, but for } \breve{\theta}=1, \\ & Z_{1} \sim \operatorname{GAM}(\widetilde{c} \beta, \widetilde{c} \alpha), \\ & Z_{2} \sim \operatorname{GAM}(\tilde{c} \beta, \tilde{c} \alpha) \end{aligned}$ |

## IV. Deterministic Narrow-Sense Bare-Simulation-Optimization of Bregman divergences

In the previous section, we have recalled/summarized recently achieved (cf. Broniatowski \& Stummer [1]) narrow-sense bare-simulation minimization results for a special subclass of - discrete smooth - CASM $\varphi$-divergences. Let us now present a first generalization thereof, namely narrow-sense bare-simulation minimization results for a special subclass of - discrete smooth - Scaled Bregman Distances of Stummer [54] and Stummer \& Vajda [45]; this will particularly cover narrow-sense bare-simulation minimization results for (a special subclass of) ordinary/classical Bregman Distances.
To start with, we fix a (scaling) vector $\mathbf{P}$ with strictly positive components $p_{k}>0$ as well as a divergence generator $\varphi \in \widetilde{\Upsilon}(] a, b[)$ having representability (9) (i.e. $\varphi$ satisfies Condition5]; recall from Remark 7 that $] t_{-}^{s c}, t_{+}^{s c}[$ (covering $t=1$ ) denotes the interior of its (maximum) domain of strict convexity, that $\varphi$ is finite and differentiable on $] a, b[$, that $\varphi(t)=0$ if and only if $t=1$, and that $\varphi^{\prime}(t)=0$ if and only if $t=1$. Moreover, we fix a second vector $\mathbf{Q}^{* *} \in \mathbb{R}^{K}$ such that

$$
\begin{equation*}
\left.t_{k}^{* *}:=\frac{q_{k}^{* *}}{p_{k}} \in\right] t_{-}^{s c}, t_{+}^{s c}[\quad \text { for all } k=1, \ldots, K \tag{21}
\end{equation*}
$$

Notice that this implies $\varphi\left(t_{k}^{* *}\right)<\infty$, and $\left.\varphi^{\prime}\left(t_{k}^{* *}\right) \in\right]-\infty, \infty[(k=1, \ldots, K)$. From this, for each $k=1, \ldots, K$ we construct the function

$$
\begin{equation*}
\varphi_{k}(t):=\varphi(t)-\varphi\left(t_{k}^{* *}\right)-\varphi^{\prime}\left(t_{k}^{* *}\right) \cdot\left(t-t_{k}^{* *}\right), \quad t \in \mathbb{R} \tag{22}
\end{equation*}
$$

whose effective domain is $\operatorname{dom}\left(\varphi_{k}\right)=\operatorname{dom}(\varphi)$ and thus $\left.\operatorname{int}\left(\operatorname{dom}\left(\varphi_{k}\right)\right)=\right] a, b\left[\right.$. Notice that $\varphi_{k}(t) \geq 0$ for all $t \in \mathbb{R}$, that $\varphi_{k}(t)=0$ if and only if $t=t_{k}^{* *}$, and that $\varphi_{k}^{\prime}(t)=0$ if and only if $t=t_{k}^{* *}$. Moreover, $] t_{-}^{s c}, t_{+}^{s c}[$ is also the interior of the (maximum) domain of strict convexity of $\varphi_{k}$, and consequently, $\varphi_{k}$ is affine-linear on $] a, t_{-}^{s c}$ ( (provided that this interval is non-empty) and on $] t_{+}^{s c}, b$ (provided that this interval is non-empty). Clearly, we interpret $\varphi_{k}(a):=\lim _{t \downarrow a}\left(\varphi(t)-\varphi\left(t_{k}^{* *}\right)-\right.$ $\left.\varphi^{\prime}\left(t_{k}^{* *}\right) \cdot\left(t-t_{k}^{* *}\right)\right)=\varphi(a)-\varphi\left(t_{k}^{* *}\right)-\varphi^{\prime}\left(t_{k}^{* *}\right) \cdot\left(a-t_{k}^{* *}\right)$ and $\varphi_{k}(b):=\lim _{t \uparrow b}\left(\varphi(t)-\varphi\left(t_{k}^{* *}\right)-\varphi^{\prime}\left(t_{k}^{* *}\right) \cdot\left(t-t_{k}^{* *}\right)\right)=$ $\varphi(b)-\varphi\left(t_{k}^{* *}\right)-\varphi^{\prime}\left(t_{k}^{* *}\right) \cdot\left(b-t_{k}^{* *}\right)$ (where the limits always exist but may be infinite). By means of these $\varphi_{k}$ 's, under the assumption (21) we construct the - discrete smooth special cases of - scaled Bregman distances (between $\mathbf{Q}$ and $\mathbf{Q}^{* *} 11$ ) of Stummer [54] and Stummer \& Vajda [45] as

$$
\begin{equation*}
D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right):=\sum_{k=1}^{K} p_{k} \cdot \varphi_{k}\left(\frac{q_{k}}{p_{k}}\right)=\sum_{k=1}^{K} p_{k} \cdot\left[\varphi\left(\frac{q_{k}}{p_{k}}\right)-\varphi\left(\frac{q_{k}^{* *}}{p_{k}}\right)-\varphi^{\prime}\left(\frac{q_{k}^{* *}}{p_{k}}\right) \cdot\left(\frac{q_{k}}{p_{k}}-\frac{q_{k}^{* *}}{p_{k}}\right)\right] \tag{23}
\end{equation*}
$$

Notice that $D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)<\infty$ if and only if $\frac{q_{k}}{p_{k}} \in \operatorname{dom}(\varphi)$ for all $k \in\{1, \ldots, K\}$ (mostly, we deal with cases where $\frac{q_{k}}{p_{k}} \in$ $] t_{-}^{s c}, t_{+}^{s c}[$ with eventual involvement of the boundary points). Moreover, there hold the above-mentioned divergence properties (iii), i.e. " $D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right) \geq 0$ " and " $D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=0$ if and only if $\mathbf{Q}=\mathbf{Q}^{* *}$ ". Furthermore, the corresponding CASM $\varphi$-divergence can be recovered as special case $D_{\varphi, \mathbf{P}}^{S B D}(\mathbf{Q}, \mathbf{P})=D_{\varphi}(\mathbf{Q}, \mathbf{P})$. Moreover, the particular choice $\mathbf{P}:=(1, \ldots, 1):=$ 1 leads to - discrete smooth special cases of - the omnipresent important class of separable ordinary/classical (i.e. unscaled) Bregman distances $D_{\varphi}^{O B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right):=D_{\varphi, 1}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right){ }^{12}$ Detailed references on the theory and applications of ordinary Bregman distances respectively on scaled Bregman distances will be given below, after (30) as well as in (D2) respectively (D3) of the next Section V. Notice also that scaled Bregman distances of the form 23) also appear in a natural way in a new context of speed-up simulation, see Subsection XII-G below.
Let us also mention that in (22) we could also equivalently replace the generator $\varphi \in \widetilde{\Upsilon}(] a, b[$ ) (with (9)) by $\breve{\varphi}$ defined through $\breve{\varphi}(t):=\varphi(t)+c_{1}+c_{2} \cdot t(t \in \operatorname{dom}(\varphi))$ with arbitrary $c_{1}, c_{2} \in \mathbb{R}$; in particular, one has $\breve{\varphi}(1)=c_{1}+c_{2}$ instead of $\varphi(1)=0$, and $\breve{\varphi}^{\prime}(1)=c_{2}$ instead of $\varphi(1)^{\prime}=0$. This replacement can be done since for both $\breve{\varphi}$ and $\varphi$ the respective two intervals $] a, b[$ and $] t_{-}^{s c}, t_{+}^{s c}\left[\right.$ coincide, and since $D_{\varphi}^{S B D}, \mathbf{P}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ by straightforward calculations. For the sake of brevity, for the rest of this section we stick to $\varphi$ rather than $\breve{\varphi}$.

Remark 14: In the analogous spirit of Remark 6 - in terms of $\widetilde{\varphi}:=M_{\mathbf{P}} \cdot \varphi$, the probability vector $\widetilde{\mathbb{P}}:=\mathbf{P} / M_{\mathbf{P}}$, as well as the vectors $\widetilde{\mathbf{Q}}:=\mathbf{Q} / M_{\mathbf{P}}$ and $\widetilde{\mathbf{Q}}^{* *}:=\mathbf{Q}^{* *} / M_{\mathbf{P}}$ - one can equivalently rewrite (23) as

$$
\begin{equation*}
D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=D_{\widetilde{\varphi}, \widetilde{\mathbb{P}}}^{S B D}\left(\widetilde{\mathbf{Q}}, \widetilde{\mathbf{Q}}^{* *}\right) \tag{24}
\end{equation*}
$$

and thus the two following minimization problems coincide:

$$
\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right) \quad \text { respectively } \quad \inf _{\widetilde{\mathbf{Q}} \in \widetilde{\boldsymbol{\Omega}}} D_{\widetilde{\varphi}, \widetilde{\mathbb{P}}}^{S B D}\left(\widetilde{\mathbf{Q}}, \widetilde{\mathbf{Q}}^{* *}\right) \quad \text { with } \widetilde{\boldsymbol{\Omega}}:=\boldsymbol{\Omega} / M_{\mathbf{P}}
$$

Notice that the roles of $\mathbf{P}$ respectively $\widetilde{\mathbb{P}}$ are now that of a scaling vector, whereas in $\sqrt[\sim]{7}$ respectively 11 of the previous Section III they act as points which are projected on the constraint set $\boldsymbol{\Omega}$ respectively $\widetilde{\boldsymbol{\Omega}}$.

[^6]Below we shall show that the above-mentioned scaled Bregman distances can be BS-minimized in the narrow sense in their first component. For this, recall that we have fixed $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ and $\mathbf{Q}^{* *} \in \mathbb{R}^{K}$ such that (21) holds. By means of them, and by employing the above-mentioned notations $n_{k}:=\left\lfloor n \cdot \widetilde{p}_{k}\right\rfloor(k \in\{1, \ldots, K-1\}), n_{K}:=n-\sum_{k=1}^{K-1} n_{k}$ (recall (12)) as well as

$$
I_{1}^{(n)}:=\left\{1, \ldots, n_{1}\right\}, \quad I_{2}^{(n)}:=\left\{n_{1}+1, \ldots, n_{1}+n_{2}\right\}, \quad \ldots, \quad I_{K}^{(n)}:=\left\{\sum_{k=1}^{K-1} n_{k}+1, \ldots, n\right\}, \quad \operatorname{card}\left(I_{k}^{(n)}\right)=n_{k}
$$

we construct the $n$-dimensional vector of random variables (with a slight abuse of notation)

$$
\begin{equation*}
\tilde{\mathbf{V}}:=\tilde{\mathbf{V}}_{n}:=\left(\tilde{V}_{1}, \ldots, \widetilde{V}_{n}\right)=\left(\tilde{V}_{1}, \ldots, \tilde{V}_{n_{1}}, \widetilde{V}_{n_{1}+1}, \ldots, \tilde{V}_{n_{1}+n_{2}}, \ldots, \widetilde{V}_{\sum_{k=1}^{K-1} n_{k}+1}, \ldots, \widetilde{V}_{n}\right) \tag{25}
\end{equation*}
$$

as follows: independently for each $k \in\{1, \ldots, K\}$ we employ $n_{k}$ i.i.d. random variables $\tilde{V}_{i}, i \in I_{k}^{(n)}$, with common distribution $\square\left[\widetilde{V}_{i} \in \cdot\right]=\widetilde{U}_{k}[\cdot]\left(i \in I_{k}^{(n)}\right)$ given by (the $\widetilde{\widetilde{ }}-$ distortion type)

$$
\begin{equation*}
d \widetilde{U}_{k}(v):=\frac{\exp \left(\tau_{k} \cdot v\right)}{M G F_{\widetilde{\S}}\left(\tau_{k}\right)} \widetilde{d}(v) \tag{26}
\end{equation*}
$$

where $\tau_{k}:=M_{\mathbf{P}} \cdot \varphi^{\prime}\left(\frac{\widetilde{q}_{k}^{* *}}{\tilde{p}_{k}}\right)=M_{\mathbf{P}} \cdot \varphi^{\prime}\left(\frac{q_{k}^{* *}}{p_{k}}\right)$. From this, we construct

$$
\begin{equation*}
\xi_{n}^{\widetilde{\mathbf{V}}}:=\left(\frac{1}{n} \sum_{i \in I_{1}^{(n)}} \widetilde{V}_{i}, \ldots, \frac{1}{n} \sum_{i \in I_{K}^{(n)}} \widetilde{V}_{i}\right) \tag{27}
\end{equation*}
$$

for which (as a consequence of (9]) one can prove $\mathbb{E}_{\mathbb{M}}\left[\tilde{\boldsymbol{\xi}}_{n}\right]=\left(\frac{\left\lfloor n \cdot \widetilde{p}_{1}\right\rfloor}{n \cdot \widetilde{p}_{1}} \cdot \widetilde{q}_{1}^{* *}, \ldots, \frac{\left\lfloor n \cdot \widetilde{p}_{K-1}\right\rfloor}{n \cdot \widetilde{p}_{K-1}} \cdot \widetilde{q}_{K-1}^{* *}, \frac{n-\sum_{i=1}^{K-1}\left\lfloor n \cdot \widetilde{p}_{i}\right\rfloor}{n \cdot \widetilde{p}_{K}} \cdot \widetilde{q}_{K}^{* *}\right)$ (cf. Broniatowski \& Stummer [1]) and thus - due to (12) - $\lim _{n \rightarrow \infty} \mathbb{E}_{\Pi}\left[\boldsymbol{\xi}_{n} \widetilde{\mathbf{V}}\right]=\widetilde{\mathbf{Q}}^{* *}$ or equivalently $\lim _{n \rightarrow \infty} \mathbb{E}_{\mathbb{\square}}\left[M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right]=\mathbf{Q}^{* *}$.

Remark 15: Notice all the differences to the construction in the previous Section III There, instead of the $\tilde{\mathbf{V}}$ we have employed $\widetilde{\mathbf{W}}:=\left(\widetilde{W}_{1}, \ldots, \widetilde{W}_{n}\right)$ where the $\widetilde{W}_{i}$ 's are i.i.d. copies of the random variable $\widetilde{W}$ whose (block-neutral) distribution is $\square[\widetilde{W} \in \cdot]=\widetilde{\complement}[\cdot]$. We have partitioned these $\widetilde{\mathbf{W}}$ into the same blocks as the $\widetilde{\mathbf{V}}$, and transformed the former into the random vectors $\xi_{n}^{\widetilde{\mathbf{W}}}$ (cf. (13)) which are formally the same as $\boldsymbol{\xi}_{n} \widetilde{\mathbf{V}}$ (cf. 27)) where $\widetilde{\mathbf{W}}$ is just replaced by $\widetilde{\mathbf{V}}$. It is straightforward to see that for the special case $\mathbf{P}=\mathbf{Q}^{* *}$ the two constructions coincide (since then $\tau_{k}=M_{\mathbf{P}} \cdot \varphi^{\prime}(1)=0$ ); this is consistent with the above-mentioned collapse-property $D_{\varphi, \mathbf{P}}^{S B D}(\mathbf{Q}, \mathbf{P})=D_{\varphi}(\mathbf{Q}, \mathbf{P})$.
We are now in the position to formulate the following new assertion on the BS-minimizability of scaled Bregman distances:
Theorem 16: Let $\mathbf{P} \in \mathbb{R}_{>0}^{K}, M_{\mathbf{P}}:=\sum_{i=1}^{K} p_{i}>0$, and suppose that the divergence generator $\varphi$ satisfies the above Condition 5 with $\widetilde{\mathbb{}}$ (cf. 9). Additionally, let $\mathbf{Q}^{* *} \in \mathbb{R}^{K}$ such that 21 holds. Moreover, we assume that $\Omega$ satisfies the regularity properties (6) as well as the finiteness property

$$
\inf _{\mathbf{Q} \in \Omega} D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)<\infty
$$

Furthermore, let $\widetilde{V}:=\left(\widetilde{\mathbf{V}}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of random vectors constructed via 25) and (26). Then, in terms of the random vectors $\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}$ (cf. (27)) there holds

$$
\begin{equation*}
\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\pi}\left[\boldsymbol{\xi}_{n} \tilde{\mathbf{v}} \in \boldsymbol{\Omega} / M_{\mathbf{P}}\right] \tag{28}
\end{equation*}
$$

In particular, for each $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ and each $\mathbf{Q}^{* *} \in \mathbb{R}^{K}$ with 21) the function $\Phi_{\mathbf{P}, \mathbf{Q}^{* *}}(\cdot):=D_{\varphi, \mathbf{P}}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)$ (cf. 23) is baresimulation minimizable (BS-minimizable) in the narrow sense (cf. 2) in Definition 1 and the special case of Remark 2 a)) on any such $\Omega \subset \mathbb{R}^{K}$.

The proof of Theorem 16 will be given in Appendix $A$
Remark 17: Analogously to Remark 10(iii), the limit relation 28 even holds when $\mathbf{Q}^{* *} \in \boldsymbol{\Omega}$ for which the left-hand side becomes zero.

Remark 18: For some contexts, we can explicitly give the distribution of each of the independent (non-deterministic parts of the) components $\left(\sum_{i \in I_{k}^{(n)}} \widetilde{V}_{i}\right)_{k=1, \ldots, K}$ of the vector $\boldsymbol{\xi}_{n} \widetilde{\mathrm{~V}}$ (cf. [1] for other purposes than here); this will ease the corresponding concrete simulations.

Analogously to (15), the limit statement 28 provides the principle for the approximation of the solution of the minimization problem $\Phi_{\mathbf{P}}(\boldsymbol{\Omega}):=\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$. Namely, by replacing the right-hand side in 28 by its finite counterpart, we derive for given large $n$

$$
\begin{equation*}
-\frac{1}{n} \log \mathbb{\square}\left[\boldsymbol{\xi}_{n} \tilde{\mathbf{V}} \in \boldsymbol{\Omega} / M_{\mathbf{P}}\right] \approx \inf _{Q \in \boldsymbol{\Omega}} D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right) \tag{29}
\end{equation*}
$$

it remains to estimate the left-hand side of (29) (see Section XII below, where the latter also provides estimates of the minimizers).

Example 19: Let us take the important case of the generators $\varphi_{\gamma}: \mathbb{R} \mapsto[0, \infty]$ defined by (16) in Example 12, which — by (23) - for arbitrary multiplier $\widetilde{c} \in] 0, \infty\left[\right.$, and arbitrary $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ generate (the vector-valued form of) the generalized scaled Bregman power distances given by
notice that one has the straightforward relationship $D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}(\cdot, \cdot)=\widetilde{c} \cdot D_{\varphi_{\gamma}, \mathbf{P}}^{S B D}(\cdot, \cdot)$. The special case of (30) for probability vectors $\mathbb{Q} \in \mathbb{S}, \mathbb{Q}^{* *} \in \mathbb{S}$ has been introduced in Stummer \& Vajda [45] and e.g. applied in Kißlinger \& Stummer [55], [56], [57], [58] as well as in Roensch \& Stummer [169], [170],[171]. The case of (30) for "general" vectors (and even "general" measures) has been first indicated in Kißlinger \& Stummer [57] and fully worked out in Broniatowski \& Stummer [46]; for corresponding applications see e.g. Krömer \& Stummer [172] (to mortality data analytics) and Broniatowski \& Stummer [47] (to statistics and the adjacent fields of machine learning and artificial intelligence).

In line with the above-mentioned general imbedding, the particular choice $\mathbf{P}:=(1, \ldots, 1):=\mathbf{1}$ leads to - discrete smooth special cases of - the omnipresent important class of separable ordinary/classical (i.e. unscaled) Bregman power distances $D_{\widetilde{c} \cdot \varphi_{\gamma}}^{O B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right):=D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{1}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ which can be explicitly deduced from 30) by setting $p_{k}:=1$ for all $k=1, \ldots, K$. For instance, for the case $\gamma=2$ the omnipresent squared weighted $\ell_{2}-\operatorname{distance} D_{\widetilde{c} \cdot \varphi_{2}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}{ }^{* *}\right)$ reduces to the omnipresent (multiple of) squared $\ell_{2}$-distance

$$
\begin{equation*}
0 \leq D_{\widetilde{c} \cdot \varphi_{2}}^{O B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=\frac{\widetilde{c}}{2} \cdot \sum_{k=1}^{K}\left(q_{k}-q_{k}^{* *}\right)^{2} \quad \mathbf{Q} \in \mathbb{R}^{K}, \quad \mathbf{Q}^{* *} \in \mathbb{R}^{K} \tag{31}
\end{equation*}
$$

In the special case of probability vectors $\mathbb{Q}^{* *} \in \mathbb{S}_{>0}^{K}$ and $\mathbb{Q} \in \mathbb{S}_{>0}^{K}$ together with the special choice $\gamma>0$, the divergences $D_{\widetilde{c} \cdot \varphi_{\sim}}^{O B D}\left(\mathbb{Q}, \mathbb{Q}^{* *}\right)$ reduce to the prominent (finite-discrete-special-cases of) "order- $\gamma$ " density power divergences of Basu et al. 48] (also known as Basu-Harris-Hjort-Jones distances) and their rescaled versions called beta-divergences (cf. Eguchi \& Kano [50], Mihoko \& Eguchi [51]). For general $\gamma \in \mathbb{R}$ and general probability measures see e.g. Stummer \& Vajda [45]. The general case of non-probability vectors and measures is treated in Broniatowski \& Stummer [46],[47] (see also Hennequin et al. [173] for finite discrete beta-divergences).
As far as further important particular parameter-cases (other than $\gamma=2$ ) is concerned, $D_{\widetilde{c} \cdot \varphi_{1}}^{O B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ (with $\gamma=1$ ) amounts to the discrete generalized relative entropy, whereas $D_{\widetilde{c} \cdot \varphi_{0}}^{O B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)($ with $\gamma=0)$ leads to the discrete (e.g. sampled) ItakuraSaito distance [174].

Some exemplary (relatively) recent studies and applications of (generalized) density power divergences $D_{\widetilde{c} \cdot \varphi_{\gamma}}^{O B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ (including beta-divergences, Itakura-Saito-divergences, continuous versions) - aside from the vast literature on the omnipresent cases $\gamma=1$ and $\gamma=2$ - appear e.g. in Basu et al. [175], Basu et al. [176], Ghosh \& Basu [177],[178], Basu et al. [179], Martin et al. [180], Basu et al. [181], Balakrishnan et al. [182], Balakrishnan et al. [183], Ghosh \& Majumdar [184], Leplat et al. [185], Vandecappelle et al. [186], Balakrishnan et al. [187], Basak et al. [188], Basu et al. [189], Calvino et al. [190], Castilla et al. [191], Castilla et al. [192], Legros et al. [193], Pu et al. [194], Ramirez et al. [195], Castilla \& Chocano [196], Marmin et al. [197], Saraceno et al. [198], Sharma \& Pradhan [199].
Returning to the general setup of generalized scaled Bregman power distances $\sqrt{30}$, let us point out that for any fixed $M_{\mathbf{P}} \in$ $] 0, \infty\left[\right.$ the Condition 5 is satisfied for $\varphi:=\widetilde{c} \cdot \varphi_{\gamma}$ — and thus the narrow-sense BS-minimizability concerning Theorem 16 can be applied - for all $\widetilde{c} \in] 0, \infty[$ and all $\gamma \in \mathbb{R} \backslash] 1,2[$. (As far as we know at the moment) For the case $\gamma \in] 1,2[$ one can not verify Condition 5 , but BS-minimizability (in the sense of 2 with $f_{n}(\cdot) \not \equiv 1$ ) will be shown in Example 28 below.

As indicated in the rows 1 to 6 in the above Table 1 (with $M_{\mathbf{P}} \cdot \varphi$ instead of $\varphi$ ), the representability 9 ) of the power divergence generators $\varphi:=\widetilde{c} \cdot \varphi_{\gamma}$ has been completely worked out in Section XII of Broniatowski \& Stummer [1]; there (for other purposes than here) we have also explicitly derived the corresponding crucial block-wise sampling distributions (cf. (26)) $\widetilde{U}_{k}[\cdot]=\mathbb{\square}\left[\widetilde{V}_{i} \in \cdot\right]\left(i \in I_{k}^{(n)}\right)$ and even more comfortably the block-sum distributions $\widetilde{U}_{k}^{* n_{k}}[\cdot]=\mathbb{\square}\left[\sum_{i \in I_{k}^{(n)}} \widetilde{V}_{i} \in \cdot\right]$, as follows:

- $\gamma \in]-\infty, 0\left[: \widetilde{U}_{k}^{* n_{k}}\right.$ has the (Lebesgue-)density

$$
f_{\widetilde{U}_{k}^{* n_{k}}}(x):=\frac{\exp \left(\left(\tau_{k}-\frac{\widetilde{c} \cdot M_{\mathbf{P}}}{1-\gamma}\right) \cdot x\right)}{\exp \left(n_{k} \cdot \frac{\widetilde{c} \cdot M_{\mathbf{P}}}{\gamma} \cdot\left(1+\frac{\gamma-1}{\widetilde{c} \cdot M_{\mathbf{P}}} \cdot \tau_{k}\right)^{\gamma /(\gamma-1)}\right)} \cdot f_{\breve{Z}}(x) \cdot \mathbf{1}_{] 0, \infty[ }(x), \quad x \in \mathbb{R}
$$

where $\tau_{k}=\widetilde{c} \cdot M_{\mathbf{P}} \cdot \frac{1-\left(\frac{\widetilde{q}_{k}^{* *}}{p_{k}}\right)^{\gamma-1}}{1-\gamma}$ for $\widetilde{q}_{k}^{* *}>0$, and $\breve{Z}$ is a random variable with density $f_{\breve{Z}}$ of a stable law with parameterquadruple $\left(\frac{-\gamma}{1-\gamma}, 1,0,-n_{k} \cdot \frac{\left(\widetilde{c} \cdot M_{\mathbf{P}}\right)^{1 /(1-\gamma)} \cdot(1-\gamma)^{-\gamma /(1-\gamma)}}{\gamma}\right)$ (in terms of the "form-B notation" on p. 12 in Zolotarev [200]);

- $\gamma=0: \widetilde{U}_{k}^{* n_{k}}=G A M\left(\widetilde{c} \cdot M_{\mathbf{P}}-\tau_{k}, n_{k} \cdot \widetilde{c} \cdot M_{\mathbf{P}}\right)$, with $\tau_{k}=\widetilde{c} \cdot M_{\mathbf{P}} \cdot\left(1-\frac{\widetilde{p}_{k}}{\widetilde{q}_{k}^{* *}}\right)$ for $\widetilde{q}_{k}^{* *}>0$;
- $\gamma \in] 0,1\left[: \widetilde{U}_{k}^{* n_{k}}\right.$ is Compound $\left.\operatorname{POI}\left(n_{k} \cdot \breve{\theta}\right)-G A M\left(\frac{\widetilde{c} \cdot M_{\mathbf{P}}}{1-\gamma}-\tau_{k}, \frac{\gamma}{1-\gamma}\right)\right)$ with $\breve{\theta}:=\frac{\widetilde{c} \cdot M_{\mathbf{P}}}{\gamma} \cdot\left(\frac{(\gamma-1) \cdot \tau_{k}}{\widetilde{c} \cdot M_{\mathbf{P}}}+1\right)^{\gamma /(\gamma-1)}$ and $\tau_{k}=\widetilde{c} \cdot M_{\mathbf{P}} \cdot \frac{1-\left(\frac{\widetilde{q}_{\hat{q}_{k}^{*}}}{\bar{p}_{k}}\right)^{\gamma-1}}{1-\gamma}$ for $\widetilde{q}_{k}^{* *}>0 ;$
- $\gamma=1: \widetilde{U}_{k}^{* n_{k}}$ is the probability distribution $\frac{1}{\tilde{c} \cdot M_{\mathbf{P}}} \cdot P O I\left(n_{k} \cdot \widetilde{c} \cdot M_{\mathbf{P}} \cdot \exp \left(\frac{\tau_{k}}{\tilde{c} \cdot M_{\mathbf{P}}}\right)\right)$ with support on the lattice $\left\{\frac{j}{\tilde{c} \cdot M_{\mathbf{P}}}, j \in \mathbb{N}_{0}\right\}$, where $\tau_{k}=\widetilde{c} \cdot \log \left(\frac{\widetilde{q}_{k}^{* *}}{\widetilde{p}_{k}}\right)$ for $\widetilde{q}_{k}^{* *}>0$;
- $\gamma=2: \widetilde{U}_{k}^{* n_{k}}=\operatorname{NOR}\left(n_{k} \cdot\left(1+\frac{\tau_{k}}{\widetilde{c} \cdot M_{\mathbf{P}}}\right), \frac{n_{k}}{\widetilde{c} \cdot M_{\mathbf{P}}}\right)$ with $\tau_{k}=\widetilde{c} \cdot M_{\mathbf{P}} \cdot\left(\frac{\widetilde{q}_{k}^{* *}}{\tilde{p}_{k}}-1\right)$ for $\widetilde{q}_{k}^{* *} \in \mathbb{R}$;
- $\gamma \in] 2, \infty\left[: \widetilde{U}_{k}^{* n_{k}}\right.$ has the (Lebesgue-)density

$$
f_{\widetilde{U}_{k}^{* n_{k}}}(x):=\frac{\exp \left(\left(\tau_{k}+\frac{\widetilde{c} \cdot M_{\mathbf{P}}}{\gamma-1}\right) \cdot x\right)}{\exp \left(n_{k} \cdot \frac{\tilde{\widetilde{c}} \cdot M_{\mathbf{P}}}{\gamma} \cdot\left(1+\frac{\gamma-1}{\tilde{c} \cdot M_{\mathbf{P}}} \cdot \tau_{k}\right)^{\gamma /(\gamma-1)}\right)} \cdot f_{\check{Z}}(-x), \quad x \in \mathbb{R},
$$

where $\tau_{k}=-\frac{\widetilde{c} \cdot M_{\mathrm{P}}}{\gamma-1} \cdot\left(1-\left(\frac{\widetilde{q}_{k}^{* *}}{\widetilde{p}_{k}}\right)^{\gamma-1}\right)$ for $\widetilde{q}_{k}^{* *}>0$, and $\breve{Z}$ is a random variable with density $f_{\breve{Z}}$ of a stable law with parameter-quadruple $\left(\frac{\gamma}{\gamma-1}, 1,0, n_{k} \cdot \frac{\left(\widetilde{c} \cdot M_{\mathbf{P}}\right)^{1 /(1-\gamma)} \cdot(\gamma-1)^{\gamma /(\gamma-1)}}{\gamma}\right)$.

The explicit block-sum distributions $\widetilde{U}_{k}^{* n_{k}}$ for the other $\varphi$-generator examples in Table 1 (rows 7 to 11) can also be found in Section XII of Broniatowski \& Stummer [1]. Let us present a new interesting completely worked out case:

Example 20: For $\beta \in \mathbb{R} \backslash\{0\}$ and $\widetilde{c} \in] 0, \infty[$ and we employ the strictly increasing, smooth function

$$
\left.F_{\beta, \widetilde{c}}(t):=\frac{2 \widetilde{c}}{\beta} \cdot\left(e^{\beta \cdot t}-e^{\beta}\right), \quad t \in\right]-\infty, \infty[,
$$

which satisfies $F_{\beta, \widetilde{c}}(1)=0$ and which has strictly increasing, smooth inverse

$$
F_{\beta, \widetilde{c}}^{\leftarrow}(x):=\frac{1}{\beta} \cdot \log \left(\frac{\beta}{2 \widetilde{c}} \cdot x+e^{\beta}\right), \quad \quad \text { if } \beta \cdot x>-2 \widetilde{c} \cdot e^{\beta}
$$

By applying Theorem 22 and the corresponding Remark 23(b) of Broniatowski \& Stummer [1], we obtain the divergence generator

$$
\begin{align*}
\varphi_{\beta, \widetilde{c}}(t) & :=t \cdot F_{\beta, \widetilde{c}}(t)-\int_{0}^{F_{\beta, \widetilde{c}}(t)} F_{\beta, \widetilde{c}}^{-1}(u) d u=t \cdot \frac{2 \widetilde{c}}{\beta} \cdot\left(e^{\beta \cdot t}-e^{\beta}\right)-\frac{2 \widetilde{c}}{\beta^{2}} \cdot\left\{\left[\beta \cdot t \cdot e^{\beta \cdot t}-e^{\beta \cdot t}\right]-\left[\beta \cdot e^{\beta}-e^{\beta}\right]\right\} \\
& \left.=\frac{2 \widetilde{c}}{\beta^{2}} \cdot\left\{e^{\beta \cdot t}-t \cdot \beta \cdot e^{\beta}+(\beta-1) \cdot e^{\beta}\right\}, \quad t \in\right]-\infty, \infty[ \tag{32}
\end{align*}
$$

as well as the cumulant-generating-function-candidate
$\Lambda_{\beta, \widetilde{c}}(z):=\int_{0}^{z} F_{\beta, \widetilde{c}}^{\leftarrow}(u) d u=\frac{2 \widetilde{c}}{\beta^{2}} \cdot\left\{\left[\left(\frac{\beta}{2 \widetilde{c}} \cdot z+e^{\beta}\right) \cdot \log \left(\frac{\beta}{2 \widetilde{c}} \cdot z+e^{\beta}\right)-\left(\frac{\beta}{2 \widetilde{c}} \cdot z+e^{\beta}\right)\right]-\left[\beta \cdot e^{\beta}-e^{\beta}\right]\right\}, \quad$ if $\beta \cdot z>-2 \widetilde{c} \cdot e^{\beta},(33)$
which satisfy the representability (69) (which is 9 with $M_{\mathbf{P}}=1$ ) below.
The function $\varphi_{\beta, \widetilde{c}}$ of (32) (and thus, equivalently, its linear-part-cleaned sibling $\check{\varphi}_{\beta, \widetilde{c}}(t):=\frac{2 \widetilde{c}}{\beta^{2}} \cdot e^{\beta \cdot t}$ ) - having $] t_{-}^{s c}, t_{+}^{s c}[=$ $]-\infty, \infty[$ - generates the new scaled Bregman divergence (cf. 233)

$$
\begin{gather*}
D_{\varphi_{\beta, \tilde{c}, \mathbf{P}}^{S B D}}^{S B}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=D_{\widetilde{\varphi} \beta, \tilde{c}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=\frac{2 \widetilde{c}}{\beta^{2}} \cdot \sum_{k=1}^{K}\left\{p_{k} \cdot \exp \left(\beta \cdot \frac{q_{k}}{p_{k}}\right)-\left(p_{k}+\beta \cdot\left(q_{k}-q_{k}^{* *}\right)\right) \cdot \exp \left(\beta \cdot \frac{q_{k}^{* *}}{p_{k}}\right)\right\} \\
\text { for } \mathbf{P} \in \mathbb{R}_{>0}^{K}, \mathbf{Q} \in \mathbb{R}^{K}, \mathbf{Q}^{* *} \in \mathbb{R}^{K} \tag{34}
\end{gather*}
$$

Taking in 34 the special case $\mathbf{P}:=\mathbf{1}=(1, \ldots, 1)$ and probability vectors $\mathbf{Q}:=\mathbb{Q} \in \mathbb{S}^{K}, \mathbf{Q}^{* *}:=\mathbb{Q}^{* *} \in \mathbb{S}^{K}$, one ends up at the discrete version of the Bregman exponential divergence of Mukherjee et al. [52]; the latter has been generalized by Basak \& Basu [53] (in a continuous setting) to the extended Bregman exponential divergence by employing $\mathbf{Q}:=(\mathbb{Q})^{\alpha_{1}}$ and $\mathbf{Q}^{* *}:=\left(\mathbb{Q}^{* *}\right)^{\alpha_{2}}$ (i.e. componentwise $\alpha_{i}-$ th powers), which also arises as a special case of (34) with $\mathbf{P}:=\mathbf{1}$. Another interesting special case of (34) is to choose $\mathbb{Q}:=\mathbb{Q} \in \mathbb{S}^{K}$ and $\mathbf{Q}^{* *}:=\mathbb{Q}^{* *} \in \mathbb{S}_{>0}^{K}$ together with $\mathbf{P}:=\mathbb{P}:=\mathbb{Q}^{* *}$; the outcoming $\phi$-divergence $D_{\varphi_{\beta, \tilde{c}}, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbb{Q}^{* *}\right)=D_{\varphi_{\beta, \tilde{c}}}\left(\mathbb{Q}, \mathbb{Q}^{* *}\right)=D_{\varphi_{\beta, \tilde{c}}}(\mathbb{Q}, \mathbb{P})$ is a multiple of the $\beta$-order generalized negative exponential disparity/divergence GNED of Jeong \& Sarkar [201] and Bhandari et al. [202] (see also Basu et al. [24]), which - already in the special case $\beta:=-1$ called negative exponential disparity/divergence NED (cf. Lindsay [203] and Basu \& Sarkar [204]) - performs good estimation-robustness against both outliers and inliers. For a more general, comprehensive, systematic treatment of the robustness-design of scaled Bregman divergences (including ordinary separable Bregman distances and $\varphi$-divergences), the reader is e.g. referred to Kißlinger \& Stummer [57].

As far as (33) is concerned, one can show that the involved $\Lambda_{\beta, \widetilde{c}}$ is the cumulant generating function of a "distorted stable distribution" $\mathbb{G} \cdot]=\square[W \in \cdot]$ of a random variable $W$, which can be constructed as follows: let $Z$ be an auxiliary random variable (having density $f_{Z}$ and support $\left.\operatorname{supp}(Z)=\right]-\infty, \infty\left[\right.$ ) of a stable law with parameter-quadruple $\left(1,1,1, \frac{2 \widetilde{c}}{\beta^{2}}\right)$ in terms of the above-mentioned "form-B notation"; by applying a general Laplace-transform result on p. 112 of [200] we can derive

$$
M_{Z}(z):=E_{\Pi}[\exp (z \cdot Z)]=\int_{-\infty}^{\infty} \exp (z \cdot y) \cdot f_{Z}(y) d y= \begin{cases}\exp \left(\frac{2 \widetilde{\widetilde{2}}}{\beta^{2}} \cdot[(-z) \cdot \log (-z)-(-z)]\right), & \text { if } z \in]-\infty, 0] \\ \infty, & \text { if } z \in] 0, \infty[ \end{cases}
$$

Since $0 \notin \operatorname{int}\left(\operatorname{dom}\left(M_{Z}\right)\right)$ (and thus, $Z$ does not have light-tails) we have to distort the involved density in order to extend the effective domain. Accordingly, let $W$ be a random variable having density

$$
\begin{equation*}
\left.f_{W}(y):=\frac{2 \widetilde{c}}{|\beta|} \cdot \frac{\exp \left\{\frac{2 \widetilde{c} \cdot e^{\beta}}{\beta} \cdot y\right\}}{\exp \left\{\frac{2 \widetilde{c} \cdot(\beta-1) \cdot e^{\beta}}{\beta^{2}}\right\}} \cdot f_{Z}\left(-\frac{2 \widetilde{c}}{\beta} \cdot y\right), \quad y \in\right]-\infty, \infty[ \tag{35}
\end{equation*}
$$

Then one can straightforwardly deduce from (35) that $\int_{-\infty}^{\infty} f_{W}(y) d y=1$ and that

$$
\begin{align*}
M_{W}(z) & :=E_{\Pi}[\exp (z \cdot W)]=\int_{-\infty}^{\infty} \exp (z \cdot y) \cdot f_{W}(y) d y \\
& = \begin{cases}\exp \left(\frac{2 \widetilde{c}}{\beta^{2}} \cdot\left\{\left(\frac{\beta}{2 \widetilde{c}} \cdot z+e^{\beta}\right) \cdot \log \left(\frac{\beta}{2 \widetilde{c}} \cdot z+e^{\beta}\right)-\left(\frac{\beta}{2 \widetilde{c}} \cdot z+e^{\beta}\right)-(\beta-1) \cdot e^{\beta}\right\}\right), & \text { if } z \cdot \beta \geq-2 \widetilde{c} \cdot e^{\beta}, \\
\infty, & \text { if } z \cdot \beta<-2 \widetilde{c} \cdot e^{\beta},\end{cases} \tag{36}
\end{align*}
$$

where the first line in (36) coincides with the exponentiated right-hand side (33). Notice that $\mathbb{Z}$ is an infinitely divisible (cf. Proposition 27 in [1]) continuous distribution with density $f_{W}$, and that $\left.\mathbb{G}[] 0, \infty[]=\square[W>0]=\int_{0}^{\infty} f_{W}(u) d u \in\right] 0,1[$, $\mathbb{\Omega}[\{0\}]=\square[W=0]=0$. Having derived the distribution $\mathbb{Q}[\cdot]=\square[W \in \cdot]$ of $W$, by replacing $\widetilde{c}$ with $\widetilde{c} \cdot M_{\mathbf{P}}$ in all the above
construction, we end up with the divergence generator $\widetilde{\varphi}_{\beta, \widetilde{c}}:=M_{\mathbf{P}} \cdot \varphi_{\beta, \widetilde{c}}=\varphi_{\beta, \widetilde{c} \cdot M_{\mathbf{P}}}$ and the distribution $\widetilde{\mathbb{}}[\cdot]=\mathbb{T}[\widetilde{W} \in \cdot]$ of a random variable $\widetilde{W}$, such that the representability 9 is satisfied. With those ingredients, we can apply Theorem 9 for the narrow-sense BS-minimization $\inf _{\mathbf{Q} \in \Omega} D_{\varphi_{\beta, \tilde{c}}, \mathbf{P}}^{S B D}(\mathbf{Q}, \mathbf{P})=\inf _{\mathbf{Q} \in \Omega} D_{\varphi_{\beta, \tilde{c}}}(\mathbf{Q}, \mathbf{P})$ of the non-probability version of the abovedescribed multiple $\beta$-order GNED, for any $\Omega \subset \mathbb{R}^{K}$ with regularity properties (6) and finiteness property (8). For the lattertype constraint sets, in order to perform the BS-minimization $\inf _{\mathbf{Q} \in \Omega} D_{\varphi_{\beta, \tilde{c}}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ for the more general scaled Bregman divergences of $(34)$, according to Theorem 16 we have to further derive the corresponding distributions $\widetilde{U}_{k}[\cdot]=: \mathbb{R}\left[\widetilde{V}_{i} \in \cdot\right]$ (cf. (26)) of the $\widetilde{V}_{i}\left(i \in I_{k}^{(n)}\right.$ ), or - for a better simulation comfort (cf. Remark 18) - even the block-sum distributions $\widetilde{U}_{k}^{* n_{k}}[\cdot]=\square\left[\sum_{i \in I_{k}^{(n)}} \widetilde{V}_{i} \in \cdot\right]$. We achieve this by employing (26) to compute the moment generating function of $\sum_{i \in I_{k}^{(n)}} \widetilde{V}_{i}$ as the (due to the assumed independence) $n_{k}-$ th power of the moment generating function of $\tilde{V}_{i}$. From this, and with the help of $\tau_{k}:=M_{\mathbf{P}} \cdot \varphi_{\beta, \widetilde{c}}^{\prime}\left(\frac{\widetilde{q}_{k}^{* *}}{\widetilde{p}_{k}}\right)=\frac{2 \widetilde{c} \cdot M_{\mathbf{P}}}{\beta} \cdot\left\{\exp \left(\beta \cdot \frac{\widetilde{q}_{k}^{* *}}{\widetilde{p}_{k}}\right)-\exp (\beta)\right\}$ for arbitrary $\widetilde{q}_{k}^{* *} \in \mathbb{R}$, we identify that $\widetilde{U}_{k}^{* n_{k}}$ has the (Lebesgue-)density

$$
\left.f_{\widetilde{U}_{k}^{* n_{k}}}(y):=\frac{2 \widetilde{c} \cdot M_{\mathbf{P}}}{|\beta|} \cdot \frac{\exp \left\{\frac{2 \widetilde{c} \cdot M_{\mathbf{P}}}{\beta} \cdot \exp \left(\beta \cdot \frac{\widetilde{q}_{k}^{* *}}{\widetilde{p}_{k}}\right) \cdot y\right\}}{\exp \left\{\frac{2 \widetilde{c} \cdot M_{\mathbf{P}} \cdot n_{k}}{\beta^{2}} \cdot \exp \left(\beta \cdot \frac{\widetilde{q}_{k}^{* *}}{\widetilde{p}_{k}}\right) \cdot\left(\beta \cdot \frac{\widetilde{q}_{k}^{* *}}{\widetilde{p}_{k}}-1\right)\right\}} \cdot f_{\breve{Z}}\left(-\frac{2 \widetilde{c} \cdot M_{\mathbf{P}}}{\beta} \cdot y\right), \quad y \in\right]-\infty, \infty[
$$

where $\breve{Z}$ is a random variable with density $f_{\breve{Z}}$ of a stable law with parameter-quadruple $\left(1,1,1, \frac{2 \widetilde{c} \cdot M_{\mathbf{P}} \cdot n_{k}}{\beta^{2}}\right)$.

## V. Bare-Simulation-Method for General Deterministic Divergence-Optimization-Problems

## A. Further Divergences and Friends

Although the BS-minimization results of

- the above Section III on $\varphi$-divergences $D_{\varphi}(\mathbf{Q}, \mathbf{P})$ with divergence generator $\varphi$ satisfying Condition 5 - and thus particularly $\varphi$ is continuously differentiable (cf. Remark 7) - as well as
- the above Section IV on scaled (including ordinary) Bregman divergences $D_{\varphi, \mathbf{M}}^{S B D}(\mathbf{Q}, \mathbf{P})$ (with slight re-notation) with the same divergence generator $\varphi$ (with possibly affine-linear addition term)
cover a substantial amount of concrete divergences and related generalized entropies, (in addition to the desir of maximization of the latter two) we would like to go one step beyond and e.g. also minimize and maximize the following directed distances $\mathbf{Q} \mapsto \Phi_{\mathbf{P}}(\mathbf{Q}):=D(\mathbf{Q}, \mathbf{P})$ and connected functions of great importance in information theory as well as in the adjacent fields of statistics, machine learning, artificial intelligence, signal processing and pattern recognition:
(D1) CASM $\varphi$-divergences $\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi}(\mathbf{Q}, \mathbf{P})$ which can not be covered by the narrow-sense BS minimizability results of Section III] i.e. $\varphi \in \widetilde{\Upsilon}(] a, b[)$ does not satisfy Condition 5 , for instance, $\varphi$ may be non-differentiable which is e.g. the case with the choice $\varphi_{T V}(t):=|t-1|$ (with $\left.t \in\right] a, b[=]-\infty, \infty[$ ) leading to the very important (discrete special case of the) total variation distance

$$
\begin{equation*}
\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi_{T V}}(\mathbf{Q}, \mathbf{P}):=\sum_{k=1}^{K} p_{k} \cdot \varphi_{T V}\left(\frac{q_{k}}{p_{k}}\right)=\sum_{k=1}^{K}\left|q_{k}-p_{k}\right| \geq 0, \quad \mathbf{Q} \in \mathbb{R}^{K}, \mathbf{P} \in \mathbb{R}_{\geq 0}^{K} \tag{37}
\end{equation*}
$$

which is equal to the $\ell_{1}$-distance $\Phi_{\mathbf{P}}^{\ell_{1}}(\mathbf{Q}):=\|\mathbf{Q}-\mathbf{P}\|$ between $\mathbf{Q}$ and $\mathbf{P}$ (notice that $\Phi_{\mathbf{P}}^{\ell_{1}}(\mathbf{Q})$ can be trivially extended to $\mathbf{P} \in \mathbb{R}^{K}$ which (in case of some strictly negative components $p_{k}<0$ ) is not a CASM divergence anymore). As far as literature on $\varphi$-divergences is concerned, e.g. recall the references given in the paragraph after (4); some further exemplary (relatively) recent studies and applications of $D_{\varphi}(\mathbf{Q}, \mathbf{P})$ (partially with (37) as well as more general setups) - in addition to the vast statistical literature (including in particular maximum likelihood estimation and Pearson's chi-square test) - appear e.g. in Berend et al. [205], Jiao et al. [206], Como \& Fagnani [207], Han et al. [208], Sason [209], Batsidis et al. [210], Böcherer \& Geiger [211], Das \& Kashyap [212], Alonso-Revenga et al. [213], Keziou \& Regnault [214], Liu et al. [215], Tzortzis et al. [216], Castilla et al. [217], Csiszár \& Breuer [218], El Gheche et al. [219], Felipe et al. [220], Markatou \& Chen [221], Sun et al. [222], Asadi et al. [223], Broniatowski et al. [224], Collet [225], Sason [226], Yagli \& Cuff [227], Zhao et al. [228], De Ponti [229], Kammerer \& Stummer [230], Nishiyama \& Sason [231], Nomura [232], Rassouli \& Gündüz [233], Esposito et al. [234], Markatou et al. [235], Salehkalaibar et al. [236], Stummer [237], Tzortzis et al. [238], Birrell et al. [239], Castilla \& Chocano [240], Dixit et al. [241], Hyun et al. [242], Melbourne et al. [243], Peng et al. [244], Tan \& Zhang [245], Zhang et al. [246], Alba-Fernández \& Jiménez-Gamero [247], Baudry et al. [248], Boukeloua \& Keziou [249], Cressie et al. [250], Kateri [251], Manole \& Ramdas [252], Markatou \& Liu [253], Masiha et al. [254], Miranda et al. [255], Nielsen \& Okamura [256], Perrone [257], Velasco-Forero [258] and Nielsen \& Okamura [259].
(D2) (discrete special case of) separable "ordinary/classical" Bregman distances (cf. [39])

$$
\begin{equation*}
\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi}^{O B D}(\mathbf{Q}, \mathbf{P}):=\sum_{k=1}^{K}\left[\varphi\left(q_{k}\right)-\varphi\left(p_{k}\right)-\varphi^{\prime}\left(p_{k}\right) \cdot\left(q_{k}-p_{k}\right)\right] \geq 0 \tag{38}
\end{equation*}
$$

where (opposed to Section IV the divergence generator $\varphi$ is not necessarily in $\widetilde{\Upsilon}(] a, b[)$ satisfying additionally the Condition 5, but is a lower semicontinuous convex function $\varphi:]-\infty, \infty[\rightarrow]-\infty, \infty]$ which is (continuously) differentiable on $\operatorname{int}(\operatorname{dom}(\varphi))=] a, b[$ and strictly convex on (say, only) some interval $] t_{-}^{s c}, t_{+}^{s c}[\subset] a, b\left[{ }^{13}\right.$ such that $\operatorname{dom}(\varphi)$ covers all the involved components $q_{k}$ of all $\mathbf{Q} \in \boldsymbol{\Omega}$ as well as $] t_{-}^{s c}, t_{+}^{s c}\left[\right.$ covers all $p_{k}(k=1, \ldots, K)$; accordingly, $D_{\varphi}^{O B D}(\mathbf{Q}, \mathbf{P})$ in (38) is always finite and the overall sum can be split into finite "partial" sums. For instance, $] a, b[=] 0, \infty[$ or $] a, b[=]-\infty, \infty[$.
For the special case of probability vectors $\mathbb{P}$ and $\mathbb{Q} \in \mathbb{S}^{K}, D_{\varphi}^{O B D}(\mathbb{Q}, \mathbb{P})$ are studied e.g. in Csiszár [40], [41], [42], Pardo \& Vajda [43], [44], and Stummer \& Vajda [45]). The general case of non-probability vectors (and even measures) is treated e.g. in Broniatowski \& Stummer [46],[47]. Some exemplary (relatively) recent applications on separable ordinary Bregman distances (including continuous versions) - aside from the literature on the special case of separable ordinary Bregman power distances already cited after (31) - appear e.g. in Jiao et al. [206], Csiszár \& Breuer [260], Jana \& Basu [261], Painsky \& Wornell [262], Vial et al. [263], Tan \& Zhang [245].
(D3) (discrete special case of) scaled Bregman distances of Stummer [54] and Stummer \& Vajda [45]

$$
\begin{equation*}
\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi, \mathbf{M}}^{S B D}(\mathbf{Q}, \mathbf{P}):=\sum_{k=1}^{K}\left[\varphi\left(\frac{q_{k}}{m_{k}}\right)-\varphi\left(\frac{p_{k}}{m_{k}}\right)-\varphi_{+}^{\prime}\left(\frac{p_{k}}{m_{k}}\right) \cdot\left(\frac{q_{k}}{m_{k}}-\frac{p_{k}}{m_{k}}\right)\right] \cdot m_{k} \geq 0 \tag{39}
\end{equation*}
$$

where $\mathbf{M} \in \mathbb{R}_{>0}^{K}$ is a scaling vector with strictly positive components $m_{k}>0$ and (opposed to Section IV) the divergence generator $\varphi$ is not necessarily in $\widetilde{\Upsilon}(] a, b[)$ satisfying additionally the Condition 5 , but is a lower semicontinuous convex function $\varphi:]-\infty, \infty[\rightarrow]-\infty, \infty]$ which is strictly convex (with right-hand derivative $\varphi_{+}^{\prime}$ ) on (say, only) some interval $] t_{-}^{s c}, t_{+}^{s c}[\subset \operatorname{int}(\operatorname{dom}(\varphi))=] a, b\left[\right.$ such that $\operatorname{dom}(\varphi)$ covers all the involved components $\frac{q_{k}}{m_{k}}$ for all $\mathbf{Q} \in \boldsymbol{\Omega}$ as well as $] t_{-}^{s c}, t_{+}^{s c}\left[\right.$ covers all $\frac{p_{k}}{m_{k}}(k=1, \ldots, K)$; accordingly, $D_{\varphi, \mathbf{M}}^{S B D}(\mathbf{Q}, \mathbf{P})$ in 39 is always finite and the overall sum can be split into finite "partial" sums. For instance, $] a, b[=] 0, \infty[$ or $] a, b[=]-\infty, \infty[$. Notice that scaled Bregman divergences have been first defined in Stummer [54], Stummer \& Vajda [45] for the context of probability measures and probability vectors, see also Kißlinger \& Stummer [55], [56], [57] for the "purely adaptive" case (i.e. $m_{k}=w\left(q_{k}, p_{k}\right)$ for some so-called scale-connector function $w(\cdot)$ respectively its continuous version) and for indications on non-probability measures and non-probability vectors. Later on, Broniatowski \& Stummer [46] flexibilized/widened this to scaled Bregman distances of arbitrary functions and vectors, see also Broniatowski \& Stummer [47] for various different kinds of applications to statistics, and to the adjacent fields of machine learning and artificial intelligence.
(D4) (discrete special case of) the distances of Broniatowski \& Stummer [46] (see also Broniatowski \& Stummer [47])

$$
\begin{equation*}
\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi, \mathbf{M}_{\mathbf{1}}, \mathbf{M}_{\mathbf{2}}, \mathbf{M}_{\mathbf{3}}}^{B S D, c}(\mathbf{Q}, \mathbf{P}):=\sum_{k=1}^{K}\left[\varphi\left(\frac{q_{k}}{m_{1, k}}\right)-\varphi\left(\frac{p_{k}}{m_{2, k}}\right)-\varphi_{+, c}^{\prime}\left(\frac{p_{k}}{m_{2, k}}\right) \cdot\left(\frac{q_{k}}{m_{1, k}}-\frac{p_{k}}{m_{2, k}}\right)\right] \cdot m_{3, k} \geq 0 \tag{40}
\end{equation*}
$$

where $\mathbf{M}_{1}, \mathbf{M}_{2} \in \mathbb{R}_{>0}^{K}$ are scaling vectors and $\mathbf{M}_{3} \in \mathbb{R}_{>0}^{K}$ is an aggregation (weighting) vector with strictly positive components $m_{i, k}>0(k=1, \ldots, K, i=1,2,3)$. Moreover, the divergence generator $\varphi$ is a lower semicontinuous convex function $\varphi$ :] $-\infty, \infty[\rightarrow]-\infty, \infty]$ which is strictly convex (with right-hand derivative $\varphi_{+}^{\prime}$, left-hand derivative $\varphi_{-}^{\prime}$ and intermediate values $\varphi_{+, c}^{\prime}(t):=c \cdot \varphi_{+}^{\prime}(t)+(1-c) \cdot \varphi_{-}^{\prime}(t)(c \in[0,1])$ ) on (say, only) some interval $] t_{-}^{s c}, t_{+}^{s c}[\subset$ $\operatorname{int}(\operatorname{dom}(\varphi))=] a, b\left[\right.$ such that $\operatorname{dom}(\varphi)$ covers all the involved components $\frac{q_{k}}{m_{1, k}}$ for all $\mathbf{Q} \in \boldsymbol{\Omega}$ and as well as $] t_{-}^{s c}, t_{+}^{s c}[$ covers all $\frac{p_{k}}{m_{2, k}}(k=1, \ldots, K)$. Accordingly, $D_{\varphi, \mathbf{M}_{\mathbf{1}}, \mathbf{M}_{\mathbf{2}}, \mathbf{M}_{\mathbf{3}}}^{B S D, \mathbf{Q}, \mathbf{P}) \text { in } 40 \text { is always finite and the overall sum can be }}$ split into finite "partial" sums. Under some mild assumptions, [46] verify the axioms of divergence (i.e. non-negativity and reflexivity). Within this general framework, all the above distances/divergences (D1), (D2), (D3) appear as special cases. If $\varphi$ is also differentiable (and thus, $\varphi_{+, c}^{\prime}(\cdot)$ becomes the derivative $\varphi^{\prime}(\cdot)$ and we omit the obsolete index $c$ ), other important special cases are (the separable versions of)
(i) the total Bregman distances of Liu et al. [60], [61], Vemuri et al. [62] (see also e.g. the recent application in Lohit \& Kumar [264]) which are representable as $\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi}^{T B D}(\mathbf{Q}, \mathbf{P}):=D_{\varphi, \mathbf{1}, \mathbf{1}, \mathbf{M}^{t o}(\mathbf{P})}^{B S D}(\mathbf{Q}, \mathbf{P})$ with constant $m_{1, k}=m_{2, k}=1$ and $m_{3, k}=m_{3}:=\frac{1}{\sqrt{1+\sum_{i=1}^{K}\left(\varphi^{\prime}\left(p_{i}\right)\right)^{2}}}$ for all $k=1, \ldots, K$ and $\mathbf{M}^{t o}(\mathbf{P})$ is the vector where each of the $K$ components is equal to $m_{3}$,
(ii) the variants of (i) with constant $m_{1, k}=m_{1}=H(\mathbf{Q}), m_{2, k}=m_{2}=H(\mathbf{P})$ (for some differentiable positive real-valued function $H(\cdot)$ ) and $m_{3, k}=1$ (cf. Nock et al. [63]),
(iii) the conformal divergences of Nock et al. [64] which can be represented as $\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi, \mathbf{1}, \mathbf{1}, \mathbf{M}^{\text {conf }}(\mathbf{P})}^{B S D}(\mathbf{Q}, \mathbf{P})$ where $\mathbf{M}^{\operatorname{conf}}(\mathbf{P})$ is the vector where each of the $K$ components is equal to $H(\mathbf{P})$ for some technically adequate positive real-valued function $H(\cdot)$,
(iv) the scaled conformal divergences of Nock et al. [64] which can be represented as $\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi, m \cdot \mathbf{1}, m \cdot \mathbf{1}, m \cdot \mathbf{M}^{\text {conf }}(\mathbf{P})}^{B S D}(\mathbf{Q}, \mathbf{P})$ for some strictly positive constant $m>0$.
${ }^{13}$ recall that the divergence generator $\varphi$ may contain some line parts, see e.g. $\varphi:=\varphi_{\gamma}$ of [16] with $\left.\gamma \in\right] 1,2[$, where $] t_{-}^{s c}, t_{+}^{s c}[=] 0, \infty[$ and $] a, b[=]-\infty, \infty[$

A more detailed discussion on (i)-(iv) (and their continuous versions and further generalizations) can be found in Stummer \& Kißlinger [59].
(D5) (discrete special case of the non-probability extension of) the $\varphi$-entropies in the sense of Burbea \& Rao [14] (see also Csiszar [29], Ben-Bassat [30], Ben-Tal \& Teboulle [31], Kesavan \& Kapur [32], Dacunha-Castelle \& Gamboa [33], Teboulle \& Vajda [34], Gamboa \& Gassiat [35], Vajda \& Zvarova [36])

$$
\begin{equation*}
\Phi_{\mathbf{1}}(\mathbf{Q}):=\mathcal{E}_{\varphi}(\mathbf{Q}):=\sum_{k=1}^{K} \varphi\left(q_{k}\right) \tag{41}
\end{equation*}
$$

for (say) $\varphi \in \widetilde{\Upsilon}(] a, b[)$ not necessarily satisfying additionally the Condition 5 . Clearly, the constrained maximization (minimization) of $\mathcal{E}_{\varphi}(\cdot)$ corresponds to a generalized entropy maximization (minimization) task.
As explained right after (5), there are also numerous other applications of $\sum_{k=1}^{K} \varphi\left(q_{k}\right)$ where $\varphi$ is e.g. a cost function respectively energy function respectively purpose function, and $\sum_{k=1}^{K} \varphi\left(q_{k}\right)$ can also be interpreted as an "index/degree of (in)equality of the set $\Omega$ ", respectively as an "index/degree of diversity of the set $\Omega$ ". A corresponding comprehensive BS-concerning discussion is given e.g. in Broniatowski \& Stummer [1].
A flexibilization of (41) is given by

$$
\begin{equation*}
\Phi_{\mathbf{1}}(\mathbf{Q}):=\mathcal{E}_{\varphi, h}(\mathbf{Q}):=h\left(\sum_{k=1}^{K} \varphi\left(q_{k}\right)\right) \tag{42}
\end{equation*}
$$

where $h: \mathcal{H} \mapsto \mathbb{R}$ is a continuous strictly increasing (respectively strictly decreasing) function with $\mathcal{H} \subseteq[0, \infty[$. The quantity $h\left(\sum_{k=1}^{K} \varphi\left(q_{k}\right)\right)$ in (42) can be seen as (non-probability extension of an) $(h, \varphi)$-entropy in the sense of Salicru et al. [37] (see also e.g. Pardo [22], Vajda \& Vasek [38], as well as e.g. Chen et al. [265], Girardin \& Lhote [266], Ren et al. [267], Girardin et al. [268] for exemplary applications).
(D6) Burbea-Rao divergences [14] (see also e.g. Pardo \& Vajda [43],[44])

$$
\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi}^{B R}(\mathbf{Q}, \mathbf{P}):=\sum_{k=1}^{K}\left[\frac{\varphi\left(q_{k}\right)+\varphi\left(p_{k}\right)}{2}-\varphi\left(\frac{q_{k}+p_{k}}{2}\right)\right]
$$

with some lower semicontinuous convex function $\varphi:]-\infty, \infty[\rightarrow]-\infty, \infty]$ which is strictly convex on $\operatorname{int}(\operatorname{dom}(\varphi))=$ $] a, b\left[\right.$ such that $\operatorname{dom}(\varphi)$ covers all the involved components $q_{k}$ of all $\mathbf{Q} \in \boldsymbol{\Omega}$ as well as all $p_{k}(k=1, \ldots, K)$. We can also handle their straightforward generalizations (called (separable form of) skew Burbea-Rao divergences in e.g. Nielsen \& Boltz [269] respectively skew Jensen divergences in e.g. Nielsen \& Nock [270])

$$
\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi, \beta}^{s B R}(\mathbf{Q}, \mathbf{P}):=\sum_{k=1}^{K}\left[\beta \cdot \varphi\left(q_{k}\right)+(1-\beta) \cdot \varphi\left(p_{k}\right)-\varphi\left(\beta \cdot q_{k}+(1-\beta) \cdot p_{k}\right)\right]
$$

with some $\beta \in] 0,1[$ (and we can even deal with corresponding non-separable generalizations of the latter); see also Stummer \& Kißlinger [59] for obtaining separable skew Burbea-Rao divergences as a special case of their scaled-Bregman-distance-flexibilizations.
(D7) (discrete special case of) generally non-separable "ordinary/classical" Bregman distances (cf. [39])

$$
\begin{equation*}
\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\psi}^{g n O B D}(\mathbf{Q}, \mathbf{P}):=\psi(\mathbf{Q})-\psi(\mathbf{P})-\nabla \psi(\mathbf{P}) \cdot(\mathbf{Q}-\mathbf{P}) \geq 0 \tag{43}
\end{equation*}
$$

where $\psi: \mathbf{B} \mapsto \mathbb{R}$ is strictly convex and continuously differentiable (with gradient $\nabla \psi$ ) on an open domain $\mathbf{B} \subset \mathbb{R}^{K}$ such that its closure $c l(\mathbf{B})$ covers all the involved $\mathbf{Q} \in \boldsymbol{\Omega}$ as well as all $\mathbf{P}$. For the separable choice $\psi(\mathbf{Q}):=\psi_{\varphi}(\mathbf{Q}):=$
 some positive definite $K \times K$-matrix $\underline{\underline{A}}:=\left(a_{i, j}\right)_{i, j=1, \ldots, K}$, the distance (43) leads to the prominently used squared Mahalanobis distance [65]
clearly, in the special case where $\underline{\underline{A}}:=\frac{1}{2} \cdot \underline{\underline{I}}$ is half of the unit matrix $\underline{\underline{I}}$, the squared Mahalanobis distance (44) simplifies to the squared $\ell_{2}-$ distance 31 .
Some exemplary (relatively) recent applications of (squared) Mahalanobis distance can be found e.g. in Xu et al. [271], Kim et al. [272], Mei et al. [273], Zhang et al. [274], Li et al. [275], Xu et al. [276], Mahony \& Cannon [277], Xu et al. [278], Etherington [279], Fitzpatrick \& Dunn [280], Kakavand et al. [281], Sun et al. [282], Bai et al. [283], Li et al. [284], Naveed \& ur Rehman [285], Wang et al. [286], Winter et al. [287], Bartlett et al. [288], Butterfield et al. [289], Chamberland et al. [290], Kang et al. [291], Sato et al. [292], Zheng et al. [293], A et al. [294], Chakraborty et al. [295],

Chen et al. [296], dos Santos et al. [297], Guerra et al. [298], Huang et al. [299], Nomoto et al. [300], Reichen et al. [301], Sun et al. [302], Timmermann et al. [303], Wauchope et al. [304], Weinberger [305], Wen et al. [306], Yang et al. [307], Zhang et al. [308], Burssens et al. [309], Choi et al. [310], Choi et al. [311], Dahlin et al. [312], Ebrahimi et al. [313], Jeong et al. [314], Kim et al. [315], Nowakowski et al. [316], Qu et al. [317], Rabby et al. [318], Sarno et al. [319], Tang et al. [320], Tsvieli \& Weinberger [321], Zhang et al. [322], Zhou et al. [323].
Some exemplary (relatively) recent applications of generally non-separable (ordinary/classical) Bregman distances appear e.g. in Jiao et al. [206], Varshney \& Varshney [324], Hu et al. [325], Nock et al. [326], Raskutti \& Mukherjee [327], Wang et al. [328], He et al. [329], Li et al. [330], Harremoës [331], Xu et al. [332], Halder [333], Zhang et al. [334], Shao et al. [335], Tembine [336], Brécheteau et al. [337], Lin et al. [338], Yuan et al. [339], Azizan et al. [340], Dytso et al. [341], Gruzdeva \& Ushakov [342], Song et al. [343], Tan \& Zhang [245], Yu et al. [344], Capó et al. [345], Chen et al. [346], Fernández-Rodriguez [347], Hayashi [348], Li \& Ralescu [349], Xiong et al. [350], Liu et al. [351].
(D8) weighted $\ell_{r}-$ distances $(r \in] 0, \infty[)$

$$
\begin{equation*}
\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\ell_{r}, \mathbf{M}}(\mathbf{Q}, \mathbf{P}):=\left(\sum_{k=1}^{K} \frac{1}{m_{k}} \cdot\left|q_{k}-p_{k}\right|^{r}\right)^{1 / r} \geq 0 \tag{45}
\end{equation*}
$$

where $\mathbf{M}$ is a weighting (scaling) vector with strictly positive components $m_{k}>0$.
Remark 21: (a) The above-mentioned contexts of Section III, Section IV as well as (D1) to (D8) also cover corresponding divergences $D(X, Y)$ (including entropies) between (possible complex-valued) $M \times N$ matrices $X$ and $Y$, by taking $\breve{D}(X, Y):=$ $D(f(X), f(Y))$ where $f$ is an appropriate mapping from (a subset of) the space of all (possible complex-valued) $M \times N$ matrices to (a subset of) $\mathbb{R}^{K}$. For instance, for real-valued $M \times N$ matrices one can employ their vectorization by taking (say) $f(X):=\mathbf{Q}:=\left(q_{1}, \ldots, q_{M \cdot N}\right)$ such that $q_{(i-1) \cdot N+j}:=x_{i j}(i=1, \ldots, M, j=1, \ldots, N)$ and hence $K:=M \cdot N$; more flexible versions where $i \in\{1, \ldots, M\}, j \in J_{i}$ for some $J_{i} \subseteq\{1, \ldots, N\}$ as well as multidimensional-array/tensor versions can be transformed in a similar book-keeping manner, too.
(b) Another important special case of (a) is to take for $K \times K$ Hermitian (e.g. real symmetric) matrices (say) $X$ the function $f(X)=\left(\lambda_{1}, \ldots, \lambda_{K}\right)$ to be the $K$-dimensional real-valued vector of its eigenvalues $\lambda_{k}$ in e.g. decreasing order. Accordingly, $\bar{D}(X, Y):=D(f(X), f(Y))$ measures the dissimilarity between the vectors of ordered eigenvalues of the two Hermitian matrices $X$ and $Y$. Depending on the nature of the underlying vector-divergence $D(\cdot, \cdot)$ one may need further restrictions on the involved matrices $X, Y$ in order to achieve the finiteness $\breve{D}(X, Y)<\infty$. For instance, if $D(\cdot, \cdot):=D_{\varphi}(\cdot, \cdot)$ is of CASM $\varphi$-divergence type (D1), then "basically" all the ratios of the involved eigenvalues should lie in $\operatorname{dom}(\varphi)$; for $\operatorname{dom}(\varphi)=[0, \infty[$ (respectively $\operatorname{dom}(\varphi)=] 0, \infty[$ ) this is the case for positive semi-definite (respectively positive definite) Hermitian matrices $X, Y$. As another example, one can take a vector-divergence $D(\cdot, \cdot)$ from the class (D2) of separable ordinary/classical Bregman distances (D2) or from the class (D7) of generally non-separable ordinary/classical Bregman distances (see e.g. Bauschke \& Borwein [352], Dhillon \& Tropp [353] and Kulis et al. [354]) which covers in particular the von Neumann divergence, the log-determinant divergence, the squared Frobenius distance and the more general spectral Bregman matrix divergences.
(c) According to (a) and (b), all the above-mentioned and below-mentioned BS-optimization results on vector-divergences $D(\cdot, \cdot)$ carry over to corresponding BS-optimization results on matrix-divergences $\breve{D}(\cdot, \cdot)$.

## B. Minimization via Base-Divergence-Method 1

All the above-mentioned contexts (D1) to (D8) share basically the same property that the involved function (to be constrainedoptimized) $\mathbf{Q} \mapsto \Phi_{\mathbf{P}}(\mathbf{Q})$ is continuous. For such a context we obtain the following new fundamental

Theorem 22: Let us arbitrarily fix some $\mathbf{P} \in \mathbb{R}_{>0}^{K}, M_{\mathbf{P}}>0, \varphi, \widetilde{\mathbb{C}}, \widetilde{W}:=\left(\widetilde{W}_{i}\right)_{i \in \mathbb{N}}$ and $\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}$ (cf. 13) as in Theorem 9 , we call the corresponding $D_{\varphi}(\cdot, \mathbf{P})$ the base-divergence (function).
(a) Furthermore, suppose that $\boldsymbol{\Omega} \subset \mathbb{R}^{K}$ is compact and satisfies the regularity properties $\sqrt[6]{ }$, and that $\Phi: \boldsymbol{\Omega} \mapsto \mathbb{R}$ is a continuous function on $\boldsymbol{\Omega}$. Then, there holds

$$
\begin{equation*}
\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\mathbb{\Pi}}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right)\right) \cdot \mathbf{1}_{\Omega}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right) \tag{46}
\end{equation*}
$$

and the infimum is attained at some (not necessarily unique) point in $\boldsymbol{\Omega}$. In particular, the function $\Phi(\cdot)$ is bare-simulation minimizable (BS-minimizable) on $\Omega$ (cf. (2) in Definition (1).
(b) If $\Omega \subset \mathbb{R}^{K}$ is not necessarily compact but satisfies the regularity properties (6) and the finiteness property (8), and $\Phi: \Omega \mapsto \mathbb{R}$ is a continuous function which satisfies the lower-bound condition

$$
\begin{equation*}
\text { there exists a constant } c_{1} \in \mathbb{R} \text { such that for all } \mathbf{Q} \in \boldsymbol{\Omega} \text { there holds } \Phi(\mathbf{Q}) \geq D_{\varphi}(\mathbf{Q}, \mathbf{P})-c_{1} \tag{47}
\end{equation*}
$$

then the representation/convergence (46) - and hence the corresponding BS-minimizability - still holds, but the infimum may not necessarily be attained/reached at some point in $\Omega$.

The proof of Theorem 22 will be given in Appendix A below.
Remark 23: (i) In Theorem 22 (b), one gets (46) with exponent $D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right) \leq c_{1}$, which turns into an exponential dampening in case of $c_{1}<0$. Examples for the applicability of (47) and Theorem 22 b) will be given right below. (ii) In Theorem 22 we have allowed for the special case that $\mathbf{P}$ can be in $\boldsymbol{\Omega}$ (and thus, $\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbf{P})=0$ of Remark 10 (iii) applies); however, in such a situation one gets $\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \neq 0$ in general.
(iii) As indicated above, in Theorem 22 the function $\Phi(\cdot)$ can be e.g. of the form $\Phi(\cdot):=\Phi_{\breve{\mathbf{P}}}(\cdot):=D_{\breve{\varphi}}(\cdot, \breve{\mathbf{P}})$ where the pregiven $\breve{\mathbf{P}}$ and $\breve{\varphi}$ do not necessarily coincide with the $\mathbf{P}$ and $\varphi$ of the base-divergence $D_{\varphi}(\cdot, \mathbf{P})$ employed in (46).

Analogously to $\sqrt{15]}$, the limit statement (46) provides the principle for the approximation of the solution of the minimization problem $\Phi(\boldsymbol{\Omega}):=\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$. This can be achieved by replacing the right-hand side in 46) by its finite counterpart, from which we obtain for given large $n$

$$
\begin{equation*}
-\frac{1}{n} \log \left(\mathbb{E}_{\square}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right) \approx \inf _{Q \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \tag{48}
\end{equation*}
$$

it remains to estimate the left-hand side of (48) (see Section XII below, where the latter also provides estimates of the minimizers).

Clearly, Theorem 22 a) can be applied to obtain $\inf _{\mathbf{Q} \in \Omega} \Phi(\mathbf{Q})$ for all the directed distances/divergences $\Phi(\cdot):=\Phi_{\mathbf{P}}(\cdot)$ and friends given in (D1) to (D8), which are therefore all BS-minimizable on compact $\Omega$ with regularity (6). As far as the application of Theorem 22(b) to the case (D1) of $\operatorname{CASM} \varphi$-divergences is concerned, we derive the following

Corollary 24: Let us arbitrarily fix some $\mathbf{P} \in \mathbb{R}_{>0}^{K}, M_{\mathbf{P}}>0, \varphi, \widetilde{\mathbb{~}}, \widetilde{W}:=\left(\widetilde{W}_{i}\right)_{i \in \mathbb{N}}$ and $\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}$ (cf. (13)) as in Theorem 9 If $\breve{\varphi} \in \widetilde{\Upsilon}(] a, b[)$ satisfies the lower-bound condition
there exists a constant $\breve{c} \in] 0, \infty[$ such that for all $t \in] a, b[$ there holds $\breve{c} \cdot \breve{\varphi}(t) \geq \varphi(t)$ with equality if and only if $t=1$,
then there holds

$$
\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\breve{c} \cdot \breve{\varphi}}(\mathbf{Q}, \mathbf{P})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\llbracket}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-D_{\breve{c} \cdot \breve{\varphi}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right)
$$

for all $\Omega \subset \mathbb{R}^{K}$ satisfying the regularity properties (6) and the finiteness property (8). In particular, the CASM divergence $\Phi_{\mathbf{P}}(\cdot):=D_{\breve{c} \cdot \varphi}(\cdot, \mathbf{P})$ is BS-minimizable (on any such $\boldsymbol{\Omega}$ ). The exponent in 50 ) satisfies $D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-D_{\breve{c} \cdot \breve{\varphi}}\left(M_{\mathbf{P}}\right.$. $\left.\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right) \leq 0{ }^{14}$ with equality if and only if $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}=\mathbf{P}$ (where typically the latter happens at most very occasionally).

The assertion of Corollary 24 follows immediately from Theorem 22 b ) and the fact that 49 implies

$$
D_{\breve{c} \cdot \breve{\varphi}}(\mathbf{Q}, \mathbf{P}) \geq D_{\varphi}(\mathbf{Q}, \mathbf{P}) \quad \text { for all } \mathbf{Q} \in \mathbf{\Omega}
$$

(with equality if and only if $\mathbf{Q}=\mathbf{P}$ ).
Remark 25: In Corollary 24, the assumed narrow-sense BS-minimizability of $D_{\varphi}(\cdot, \mathbf{P})$ is transformed into the (non-narrowsense) BS-minimizability of $D_{\breve{c} \cdot \breve{\varphi}}(\cdot, \mathbf{P})$.

Example 26: Let us show how Corollary 24 can be used to tackle the BS-minimizability of the very important total variation distance ( $\ell_{1}$-distance)

$$
\begin{equation*}
\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\breve{\varphi}}(\mathbf{Q}, \mathbf{P}):=D_{\varphi_{T V}}(\mathbf{Q}, \mathbf{P}):=\sum_{k=1}^{K} p_{k} \cdot \varphi_{T V}\left(\frac{q_{k}}{p_{k}}\right)=\sum_{k=1}^{K}\left|q_{k}-p_{k}\right| \geq 0 \tag{cf.37}
\end{equation*}
$$

where $\breve{\varphi}(t):=\varphi_{T V}(t):=|t-1|$ for all $\left.t \in\right] a, b[=]-\infty, \infty\left[\right.$. For this, as generator of the base-divergence we take $\varphi:=\varphi_{\alpha, \beta, \widetilde{c}}$ of Example 13 with (for simplicity) parameters $\widetilde{c}:=1$ and $\alpha=\beta \in] 0,1\left[\right.$. From $\varphi_{\beta, \beta, 1}(1)=0=\varphi_{T V}(1), \varphi_{\beta, \beta, 1}^{\prime}(1)=0$, $\varphi_{\beta, \beta, 1}^{\prime}(-\infty)=-\beta>\varphi_{T V,-}^{\prime}(1)=-1, \varphi_{\beta, \beta, 1}^{\prime}(\infty)=\beta<\varphi_{T V,+}^{\prime}(1)=1$ and the strict convexity of $\varphi_{\beta, \beta, 1}(\cdot)$ (and thus the strict increasingness of $\varphi_{\beta, \beta, 1}^{\prime}$, one can easily see that $\varphi_{\beta, \beta, 1}(t) \leq|t-1|$ for all $t \in \mathbb{R}$, with equality if and only if $t=1$. Hence, (49) holds with $\breve{c}:=1$. To proceed, let us arbitrarily fix some $\mathbf{P} \in \mathbb{R}_{>0}^{K}$. The transformed generator $\widetilde{\varphi_{\beta, \beta, 1}}:=M_{\mathbf{P}} \cdot \varphi_{\beta, \beta, 1}=\varphi_{\beta, \beta, M_{\mathbf{P}}}$ satisfies Condition 5 (i.e. 9 ) with $\widetilde{\mathbb{}}$ such that the $\widetilde{W}_{i}$,s are i.i.d. copies of the random variable $\widetilde{W}$ of the form $\widetilde{W}:=1+Z_{1}-Z_{2}$, where $Z_{1}$ and $Z_{2}$ are auxiliary random variables which are independent and

[^7]$G A M\left(M_{\mathbf{P}} \cdot \beta, M_{\mathbf{P}} \cdot \beta\right)-$ distributed (cf. Broniatowski \& Stummer [1], see also Table 1). With these choices, (50) specializes to
\[

$$
\begin{equation*}
\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi_{T V}}(\mathbf{Q}, \mathbf{P})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\pi}\left[\exp \left(n \cdot\left(D_{\varphi_{\beta, \beta, 1}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-D_{\varphi_{T V}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right) \tag{51}
\end{equation*}
$$

\]

for all $\Omega \subset \mathbb{R}^{K}$ satisfying the regularity properties (6) and the finiteness property (8). In particular, the total variation distance ( $\ell_{1}-$ distance) $\Phi_{\mathbf{P}}(\cdot):=D_{\varphi_{T V}}(\cdot, \mathbf{P})$ is BS-minimizable (on any such $\boldsymbol{\Omega}$ ). As an exemplary application, let us take $\mathbf{P}:=\mathbf{1}$ and

$$
\begin{equation*}
\boldsymbol{\Omega} \subseteq \boldsymbol{\Omega}_{0}:=\left\{\mathbf{Q} \in \mathbb{R}^{K}: \sum_{i=1}^{d}\left(y_{i}+\sum_{k=1}^{K} x_{i, k}-\sum_{k=1}^{K} x_{i, k} \cdot q_{k}\right)^{2} \leq \varepsilon\right\} \tag{52}
\end{equation*}
$$

with pregiven $y_{i} \in \mathbb{R}$ and $x_{i, k} \in \mathbb{R}(i=1, \ldots, d, k=1, \ldots, K)$ - where the integer $d$ is (say) much smaller than $K-$ and pregiven $\varepsilon \in] 0, \infty\left[\right.$. Non-degeneration assumptions on the entries $\left(x_{i, k}\right)_{i=1, \ldots, d ; k=1, \ldots, K}$ have to be considered so that $\boldsymbol{\Omega}$ (e.g. $\boldsymbol{\Omega}_{0}$ ) satisfies the regularity properties (6) and the corresponding finiteness property (8).
Accordingly, with our BS method 51 we can approximate/tackle the corresponding minimimum $\inf _{\mathbf{Q} \in \Omega} D_{\varphi_{T V}}(\mathbf{Q}, \mathbf{1})$ which with $\widetilde{q}_{k}:=q_{k}-1$ transforms equivalently into the constrained $\ell_{1}-$ norm minimum

$$
\begin{align*}
& \inf _{\widetilde{\mathbf{Q}}}\|\widetilde{\mathbf{Q}}\|_{1}  \tag{53}\\
& \text { such that } \\
& \sum_{i=1}^{d}\left(y_{i}-\sum_{k=1}^{K} x_{i, k} \cdot \widetilde{q}_{k}\right)^{2} \leq \varepsilon \tag{54}
\end{align*}
$$

$$
\begin{equation*}
\text { eventually (cf. } \varsubsetneqq \text { in } \boxed{52} \text { ) with further (i.e. side) constraints on } \mathbf{Q} \text {. } \tag{55}
\end{equation*}
$$

In a multiple-linear-regression context where $\varepsilon$ is a pregiven small error and each data observation $y_{i}$ is of the form $y_{i}=$ $\widetilde{q}_{1} \cdot x_{i, 1}+\cdots+\widetilde{q}_{K} \cdot x_{i, K}+\eta_{i}$ with deterministic explanatory variables $x_{i, k}$, parameters $\widetilde{q}_{k}$ and i.i.d. homoscedastic/standard Gaussian noise $\eta_{i}$, the problem (53) to (55) corresponds to the (minimum value of a formulation of the) well-known basis pursuit denoising problem (cf. Donoho et al. [355], see also e.g. Candès et al. [356], Lustig et al. [357], Candès [358], Candès et al. [359], Goldstein \& Osher [360], Zhang et al. [361], Edgar et al. [362]) - with eventual further constraints. As a side remark, let us mention the direct application of Theorem 22 a) to the continuous weighted $\ell_{r}-$ distance $(r \in] 0, \infty[)$

$$
\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\ell_{r}, \mathbf{M}}(\mathbf{Q}, \mathbf{P}):=\left(\sum_{k=1}^{K} \frac{1}{m_{k}} \cdot\left|q_{k}-p_{k}\right|^{r}\right)^{1 / r} \geq 0, \quad \mathbf{M} \in \mathbb{R}_{>0}^{K}
$$

with the special constellation $\varphi=\varphi_{\beta, \beta, 1}, \mathbf{P}:=\mathbf{1}$ and compact $\Omega_{0}$; by proceeding analogously as above, we can tackle by our BS-method the constrained weighted $\ell_{r}-$ norm minimum

$$
\begin{equation*}
\inf _{\widetilde{\mathbf{Q}}}\left(\sum_{k=1}^{K} \frac{1}{m_{k}} \cdot\left|\widetilde{q}_{k}\right|^{r}\right)^{1 / r} \tag{56}
\end{equation*}
$$

such that the constraint (54) is satisfied.
For the subcase $m_{k}=1$ for all $k=1, \ldots, K$, the problem (56, (57) has been tackled by other methods e.g. in Foucart \& Lai [363] and Liu et al. [364], whereas e.g. Bruckstein et al. [365] deal with general $m_{k}>0$ together with $r=1$; notice that for $m_{k}=1$ the minimization problem (56, 57) is a relaxation of the "pure" sparseness optimization (dimension reduction) problem

such that the constraint (54) is satisfied,
since

$$
\lim _{r \rightarrow 0}\left(\sum_{k=1}^{K}\left|\widetilde{q}_{k}\right|^{r}\right)^{1 / r}=\|\widetilde{\mathbf{Q}}\|_{0}=: \operatorname{card}\left(\left\{k \in\{1, \ldots, K\}: \widetilde{q}_{k} \neq 0\right\}\right)
$$

Remark 27: As a side effect of the above considerations (in slightly more general form), for any parameter-triple $\alpha, \beta, \widetilde{c} \in$ $] 0, \infty[$ with $\widetilde{c} \cdot \beta<1$ we can show the new divergence inequality
for all $\mathbf{Q} \in \mathbb{R}^{K}$ and $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ there holds $D_{\varphi_{\alpha, \beta, \tilde{c}}}(\mathbf{Q}, \mathbf{P}) \leq D_{\varphi_{T V}}(\mathbf{Q}, \mathbf{P}) \quad$ with equality if and only if $\mathbf{Q}=\mathbf{P}$, since $\varphi_{\alpha, \beta, \widetilde{c}}(t) \leq|t-1|$ for all $t \in \mathbb{R}$, with equality if and only if $t=1$.

Example 28: Let us now show how Corollary 24 can be used to tackle the BS-minimizability of the generalized power divergences $\Phi(\cdot):=\Phi_{\mathbf{P}}(\cdot):=D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \mathbf{P})(\mathrm{cf}$. 17 ) for the missing case $\gamma \in] 1,2[$ (and $\widetilde{c} \in] 0, \infty[$ ) in Example 12 . For this, as generator of the base-divergence we take $\varphi:=\varphi_{\alpha, \beta, \frac{\tilde{c}}{\gamma}}$ of Example 13 , with (for simplicity) parameters $\left.\alpha=\beta \in\right] 0,1[$. In Appendix A we shall prove the bound

$$
\begin{equation*}
\text { for all } \gamma \in] 1, \infty[, \beta \in] 0,1[, \widetilde{c} \in] 0, \infty\left[\text { and } t \in \mathbb{R} \text { there holds } \varphi_{\beta, \beta, \frac{\tilde{c}}{\gamma}}(t) \leq \widetilde{c} \cdot \varphi_{\gamma}(t) \quad \text { with equality if and only if } t=1\right. \tag{58}
\end{equation*}
$$

Thus, by confining ourselves to $\gamma \in] 1,2\left[\right.$ we can proceed analogously to Example 26 , with the difference that $\widetilde{\varphi_{\alpha, \beta, \frac{\tilde{c}}{\gamma}}}:=$ $M_{\mathbf{P}} \cdot \varphi_{\alpha, \beta, \frac{\tilde{c}}{\gamma}}=\varphi_{\beta, \beta, \frac{M_{\mathbf{P}} \cdot \tilde{c}}{}}$ and hence the $\widetilde{W}_{i}$ 's are i.i.d. copies of the random variable $\widetilde{W}$ of the form $\widetilde{W}:=1+Z_{1}-Z_{2}$, where $Z_{1}$ and $Z_{2}$ are auxiliary random variables which are independent and $G A M\left(\frac{M_{\mathbf{P}} \cdot \widetilde{c}}{\gamma} \cdot \beta, \frac{M_{\mathbf{P}} \cdot \widetilde{c}}{\gamma} \cdot \beta\right)$-distributed (cf. Section XII of Broniatowski \& Stummer [1], see also Table 1). With these choices, (50) specializes to

$$
\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbf{P})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\llbracket}\left[\exp \left(n \cdot\left(D_{\varphi_{\beta, \beta,}, \frac{\tilde{c}}{\gamma}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right)
$$

for all $\Omega \subset \mathbb{R}^{K}$ satisfying the regularity properties (6) and the finiteness property (8). In particular, for $\left.\gamma \in\right] 1,2[$ and $\widetilde{c} \in] 0, \infty[$ the generalized power divergence $\Phi_{\mathbf{P}}(\cdot):=D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \mathbf{P})$ is BS-minimizable (on any such $\boldsymbol{\Omega}$ ). This contrasts to Example 12 , where $D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \mathbf{P})$ is BS-minimizable in the narrow sense for all the other cases $\left.\gamma \in \mathbb{R} \backslash\right] 1,2[$ and $\widetilde{c} \in] 0, \infty[$ (cf. Broniatowski \& Stummer [1]).

Remark 29: (a) As a side effect of the above considerations (in slightly more general form), for all parameters $\widetilde{c} \in] 0, \infty[$, $\beta \in] 0,1[$ and $\gamma \in] 1, \infty[$ we have shown the new divergence inequality

$$
\text { for all } \mathbf{Q} \in \mathbb{R}^{K} \text { and } \mathbf{P} \in \mathbb{R}_{>0}^{K} \text { there holds } D_{\varphi_{\beta, \beta, \frac{\tilde{c}}{\gamma}}}(\mathbf{Q}, \mathbf{P}) \leq D_{\tilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbf{P}) \quad \text { with equality if and only if } \mathbf{Q}=\mathbf{P}
$$

(b) For the restricted cases where $\boldsymbol{\Omega} \subset \mathbb{R}_{>0}^{K}$ and $\left.\gamma \in\right] 1,2[$, one can e.g. alternatively use as the base-divergence-generator $\varphi:=\frac{\widetilde{c}}{\gamma} \cdot \varphi_{1}$ and employ the well-known bound (cf. e.g. Liese \& Vajda [18])
for all $\gamma \in] 1, \infty[, \widetilde{c} \in] 0, \infty\left[\right.$ and $t \in\left[0, \infty\left[\right.\right.$ there holds $\frac{\widetilde{c}}{\gamma} \cdot \varphi_{1}(t) \leq \widetilde{c} \cdot \varphi_{\gamma}(t) \quad$ with equality if and only if $t=1$,
and hence
for all $\mathbf{Q} \in \mathbb{R}_{\geq 0}^{K}$ and $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ there holds $D_{\frac{\tilde{c}}{\gamma} \cdot \varphi_{1}}(\mathbf{Q}, \mathbf{P}) \leq D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbf{P}) \quad$ with equality if and only if $\mathbf{Q}=\mathbf{P}$.
Thus, we can proceed analogously to Example 26 , with the difference that $\widetilde{\frac{\tilde{c}}{\gamma} \cdot \varphi_{1}}:=M_{\mathbf{P}} \cdot \frac{\widetilde{c}}{\gamma} \cdot \varphi_{1}$ and hence the $\widetilde{W_{i}}$, s are i.i.d. copies of the random variable $\widetilde{W}$ of the form $W=\frac{\gamma}{\widetilde{c} \cdot M_{\mathrm{P}}} \cdot Z$ for a Poisson $P O I\left(\frac{\widetilde{c} \cdot M_{\mathbf{P}}}{\gamma}\right)$-distributed random variable $Z$ (cf. Section XII of Broniatowski \& Stummer [1], see also Table 1). With these choices, (50) specializes accordingly.
(c) As a side effect, we can even show the new divergence bounds
for all $\left.\left.\gamma \in] 1, \infty[, \beta \in] 0, \frac{8}{5}\right], \widetilde{c} \in\right] 0, \infty\left[\right.$ and $t \in\left[0, \infty\left[\right.\right.$ there holds $\varphi_{\beta, \beta, \frac{\tilde{c}}{\gamma}}(t) \leq \frac{\widetilde{c}}{\gamma} \cdot \varphi_{1}(t) \quad$ with equality if and only if $t=1$,
and hence

$$
\text { for all } \mathbf{Q} \in \mathbb{R}_{\geq 0}^{K} \text { and } \mathbf{P} \in \mathbb{R}_{>0}^{K} \text { there holds } D_{\varphi_{\beta, \beta,}, \frac{\tilde{c}}{\gamma}}(\mathbf{Q}, \mathbf{P}) \leq D_{\frac{\tilde{\gamma}}{\gamma} \cdot \varphi_{1}}(\mathbf{Q}, \mathbf{P}) \quad \text { with equality if and only if } \mathbf{Q}=\mathbf{P}
$$

see Appendix A for a proof.

## C. Minimization via Base-Divergence-Method 2

Due to our investigations in Section IV, as an alternative to the new Theorem 22 we can also derive the following new assertions, by using a different base-divergence (function):

Theorem 30: Let us arbitrarily fix some $\mathbf{P} \in \mathbb{R}_{>0}^{K}, M_{\mathbf{P}}>0, \mathbf{Q}^{* *}, \varphi, \widetilde{\zeta}, \boldsymbol{\Omega}, \widetilde{V}$ and $\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}$ (cf. (27)) as in Theorem 16, we call the corresponding $D_{\varphi, \mathbf{P}}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)$ (cf. 23) the base-SBD-divergence (function).
(a) Furthermore, suppose that $\boldsymbol{\Omega} \subset \mathbb{R}^{K}$ is also compact and that $\Phi: \boldsymbol{\Omega} \mapsto \mathbb{R}$ is a continuous function on $\boldsymbol{\Omega}$. Then, there holds

$$
\begin{equation*}
\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\llbracket}\left[\exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}, \mathbf{Q}^{* *}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}\right)\right)\right) \cdot 1_{\Omega}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}\right)\right]\right) \tag{61}
\end{equation*}
$$

and the infimum is attained at some (not necessarily unique) point in $\Omega$. In particular, the function $\Phi(\cdot)$ is bare-simulation minimizable (BS-minimizable) on $\Omega$ (cf. (2) in Definition 1), in terms of the SBD method.
(b) If $\boldsymbol{\Omega} \subset \mathbb{R}^{K}$ is not necessarily compact and $\Phi: \Omega \mapsto \mathbb{R}$ is a continuous function which satisfies the lower-bound condition
there exists a constant $c_{1} \in \mathbb{R}$ such that for all $\mathbf{Q} \in \boldsymbol{\Omega}$ there holds $\Phi(\mathbf{Q}) \geq D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)-c_{1}$,
then the representation/convergence (61) - and hence the corresponding BS-minimizability - still holds, but the infimum may not necessarily be attained/reached at some point in $\Omega$.

The proof of Theorem 30 is given in Appendix A below.
Remark 31: (a) In Theorem 30 we have allowed for the special case that $\mathbf{Q}^{* *}$ can be in $\boldsymbol{\Omega}$ (and thus, $\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=$ 0 of Remark 17 applies); however, in such a situation one gets $\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \neq 0$ in general.
(b) For the special case $\Phi(\cdot):=D_{\varphi, \mathbf{P}}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)$, the exponent in 61) becomes zero and then Theorem 30 (b) collapses to Theorem 16

Alternatively to (48), the limit statement (61) provides another principle for the approximation of the solution of the minimization problem $\Phi(\boldsymbol{\Omega}):=\inf _{\mathbf{Q} \in \Omega} \Phi(\mathbf{Q})$. Indeed, by replacing the right-hand side in 61) by its finite counterpart, we get for given large $n$

$$
\begin{equation*}
-\frac{1}{n} \log \left(\mathbb{E}_{\mathbb{\pi}}\left[\exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}, \mathbf{Q}^{* *}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right)\right]\right) \approx \inf _{Q \in \Omega} \Phi(\mathbf{Q}) \tag{62}
\end{equation*}
$$

it remains to estimate the left-hand side of (62) (see Section XII below, where the latter also provides estimates of the minimizers).

## D. Maximization via Base-Divergence-Method 1

In the previous two subsections, for the above-mentioned contexts (D1) to (D8) - and beyond - we have only dealt with BS-minimizability so far. For their BS-maximizability we obtain the following new fundamental

Theorem 32: Let us arbitrarily fix some $\mathbf{P} \in \mathbb{R}_{>0}^{K}, M_{\mathbf{P}}>0, \varphi, \widetilde{\swarrow}, \widetilde{W}:=\left(\widetilde{W}_{i}\right)_{i \in \mathbb{N}}$ and $\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}$ (cf. (13)) as in Theorem 9 , recall that we have named $D_{\varphi}(\cdot, \mathbf{P})$ as the corresponding base-divergence (function).
(a) Furthermore, suppose that $\boldsymbol{\Omega} \subset \mathbb{R}^{K}$ is compact and satisfies the regularity properties (6), and that $\Phi: \Omega \mapsto \mathbb{R}$ is a continuous function on $\boldsymbol{\Omega}$. Then, there holds

$$
\begin{equation*}
\sup _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\mathbb{T}}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)+\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right) \tag{63}
\end{equation*}
$$

and the supremum is attained at some (not necessarily unique) point in $\boldsymbol{\Omega}$. In particular, the function $\Phi(\cdot)$ is bare-simulation maximizable (BS-maximizable) on $\boldsymbol{\Omega}$ (cf. (3) in Definition 1).
(b) If $\Omega \subset \mathbb{R}^{K}$ is not necessarily compact but satisfies only the regularity properties (6), and $\Phi: \Omega \mapsto \mathbb{R}$ is a continuous function which satisfies the upper-bound condition

$$
\text { there exists a constant } c_{1} \in \mathbb{R} \text { such that for all } \mathbf{Q} \in \boldsymbol{\Omega} \text { there holds } \Phi(\mathbf{Q}) \leq c_{1}-D_{\varphi}(\mathbf{Q}, \mathbf{P}),
$$

then the representation/convergence (63) - and hence the corresponding BS-maximizability - still holds, but the supremum may not necessarily be attained/reached at some point in $\Omega$.

The proof of Theorem 32 will be given in Appendix A below.
Remark 33: (i) In Theorem 32(b), one gets (63) with exponent $D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)+\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right) \leq c_{1}$, which turns into an exponential dampening in case of $c_{1} \leq 0$.
(ii) In Theorem 32 we have allowed for the special case that $\mathbf{P}$ can be in $\boldsymbol{\Omega}$.

Analogously to (48), the limit statement (63) provides the principle for the approximation of the solution of the maximization problem $\Phi(\boldsymbol{\Omega}):=\sup _{\mathbf{Q} \in \Omega} \Phi(\mathbf{Q})$. This can be achieved by replacing the right-hand side in 63) by its finite counterpart, from which we obtain for given large $n$

$$
\begin{equation*}
\frac{1}{n} \log \left(\mathbb{E}_{\pi}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)+\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right) \approx \sup _{Q \in \Omega} \Phi(\mathbf{Q}) \tag{64}
\end{equation*}
$$

it remains to estimate the left-hand side of (64) (see Section XII below, where the latter also provides estimates of the maximizers).

## E. Maximization via Base-Divergence-Method 2

Due to our investigations in Section IV, as an alternative to the new Theorem 32 we can also derive the following new assertions, by employing a different base-divergence (function):

Theorem 34: Let us arbitrarily fix some $\mathbf{P} \in \mathbb{R}_{>0}^{K}, M_{\mathbf{P}}>0, \mathbf{Q}^{* *}, \varphi, \tilde{\mathbb{C}}, \boldsymbol{\Omega}, \tilde{V}$ and $\boldsymbol{\boldsymbol { \xi } _ { n }} \tilde{\mathbf{V}}$ (cf. 27p) as in Theorem 16, recall that we have named $D_{\varphi, \mathbf{P}}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)$ as the corresponding base-SBD-divergence (function).
(a) Furthermore, suppose that $\Omega \subset \mathbb{R}^{K}$ is also compact and that $\Phi: \Omega \mapsto \mathbb{R}$ is a continuous function on $\Omega$. Then, there holds

$$
\begin{equation*}
\sup _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\square}\left[\exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}, \mathbf{Q}^{* *}\right)+\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right)\right]\right) \tag{65}
\end{equation*}
$$

and the supremum is attained at some (not necessarily unique) point in $\boldsymbol{\Omega}$. In particular, the function $\Phi(\cdot)$ is bare-simulation maximizable (BS-maximizable) on $\boldsymbol{\Omega}$ (cf. (3) in Definition 1), in terms of the $S B D$ method.
(b) If $\Omega \subset \mathbb{R}^{K}$ is not necessarily compact and $\Phi: \Omega \mapsto \mathbb{R}$ is a continuous function which satisfies the upper-bound condition

$$
\text { there exists a constant } c_{1} \in \mathbb{R} \text { such that for all } \mathbf{Q} \in \boldsymbol{\Omega} \text { there holds } \Phi(\mathbf{Q}) \leq c_{1}-D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right),
$$

then the representation/convergence (65) - and hence the corresponding BS-maximizability - still holds, but the supremum may not necessarily be attained/reached at some point in $\boldsymbol{\Omega}$.

The proof of Theorem 34 is given in Appendix A below.
Remark 35: In Theorem 34 we have allowed for the special case that $\mathbf{Q}^{* *}$ can be in $\boldsymbol{\Omega}$ (and thus, $\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=0$ of Remark 17 applies).

Analogously to $\sqrt[64]{64}$, the limit statement 65 provides the principle for the approximation of the solution of the maximization problem $\Phi(\boldsymbol{\Omega}):=\sup _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$. Indeed, by replacing the right-hand side in 65 by its finite counterpart, we derive for given large $n$

$$
\begin{equation*}
\frac{1}{n} \log \left(\mathbb{E}_{\rrbracket}\left[\exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}, \mathbf{Q}^{* *}\right)+\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right)\right]\right) \approx \sup _{Q \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \tag{66}
\end{equation*}
$$

it remains to estimate the left-hand side of (66) (see Section XII below, where the latter also provides estimates of the maximizers).

## VI. Deterministic Narrow-Sense Bare-Simulation-Optimization of $\varphi$-Divergences with Constant-Component-Sum Side Constraint

Recall that we have denoted by $\mathbb{S}^{K}:=\left\{\mathbf{Q}:=\left(q_{1}, \ldots, q_{K}\right) \in \mathbb{R}_{\geq 0}^{K}: \sum_{i=1}^{K} q_{i}=1\right\}$ the simplex of probability vectors (probability simplex) and its interior by $\mathbb{S}_{>0}^{K}:=\left\{\mathbf{Q}:=\left(q_{1}, \ldots, q_{K}\right) \in \mathbb{R}_{>0}^{K}: \sum_{i=1}^{K} q_{i}=1\right\}$. For better emphasis, for elements of these two sets we use the symbols $\mathbb{Q}, \mathbb{P}$ instead of $\mathbf{Q}, \mathbf{P}$, etc., but for their components we still use our notation $q_{k}, p_{k}$. Moreover, subsets of $\mathbb{S}^{K}$ or $\mathbb{S}_{>0}^{K}$ will be denoted by $\boldsymbol{\Omega}$ instead of $\boldsymbol{\Omega}$ etc. In this section, we work with constraint sets of the form $A \cdot \boldsymbol{\Omega}$ for some arbitrary $A \in] 0, \infty[$ (sometimes even $A \in \mathbb{R} \backslash\{0\}$ ) which satisfy $\operatorname{int}(A \cdot \boldsymbol{\Omega})=\emptyset$ (cf. Remark 8 (b)) and thus need extra refinements. In more detail, we deal with

Problem 36: For pregiven $\varphi \in \widetilde{\Upsilon}(] a, b[)$, positive-components probability vector $\mathbb{P}:=\left(p_{1}, . ., p_{K}\right) \in \mathbb{S}_{>0}^{K}$, and subset $A \cdot \Omega \subset A \cdot \mathbb{S}^{K}$ with regularity properties - in the relative topology (!!) -

$$
\begin{equation*}
\operatorname{cl}(A \cdot \mathbf{\Omega})=\operatorname{cl}(\operatorname{int}(A \cdot \Omega)), \quad \operatorname{int}(A \cdot \mathbf{\Omega}) \neq \emptyset, \tag{67}
\end{equation*}
$$

find

$$
\Phi_{\mathbb{P}}(A \cdot \boldsymbol{\Omega}):=\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbb{P})
$$

provided that

$$
\begin{equation*}
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbb{P})<\infty \tag{68}
\end{equation*}
$$

and that divergence generator $\varphi$ additionally satisfies the following Condition 37
Condition 37: Let $\varphi \in \widetilde{\Upsilon}(] a, b[)$ and satisfy the representation

$$
\begin{equation*}
\varphi(t)=\sup _{z \in \mathbb{R}}\left(z \cdot t-\log \int_{\mathbb{R}} e^{z y} d \measuredangle(y)\right), \quad t \in \mathbb{R}, \tag{69}
\end{equation*}
$$

for some probability distribution $\mathbb{\$}$ on the real line such that the function $z \mapsto M G F_{\S}(z):=\int_{\mathbb{R}} e^{z y} d \llbracket(y)$ is finite on some open interval containing zero.

Remark 38: Since here $M_{\mathbb{P}}=\sum_{i=1}^{K} p_{i}=1$ and hence (in the notation of the previous Sections $\operatorname{III}$ and $\mathbb{V} \widetilde{\mathbb{P}}:=\mathbb{P} / M_{\mathbb{P}}=\mathbb{P}$, the Condition 5 collapses to Condition 37

For the directed-distance-minimization Problem 36, we proceed (mostly analogously to Section III above) by constructing an appropriate sequence $\left(\boldsymbol{\xi}_{n}\right)_{n \in \mathbb{N}}$ of $\mathbb{R}^{K}$-valued random variables (cf. 2] in Definition 1 and the special case of Remark 2a)) as follows: for any $n \in \mathbb{N}$ and any $k \in\{1, \ldots, K-1\}$, let $n_{k}:=\left\lfloor n \cdot p_{k}\right\rfloor$ (where $\lfloor x\rfloor$ denotes the integer part of $x$ ) and $n_{K}:=n-\sum_{k=1}^{K-1} n_{k}$; for this, we assume that $n \in \mathbb{N}$ is large enough, namely $n \geq \max _{k \in\{1, \ldots, K\}} \frac{1}{p_{k}}$, such that all the integers $n_{k}(k=1, \ldots, K)$ are non-zero. Since we assume $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ and thus none of the $p_{k}$ 's is zero, one has

$$
\lim _{n \rightarrow \infty} \frac{n_{k}}{n}=p_{k}, \quad k=1, \ldots, K
$$

With this at hand, we decompose the set $\{1, \ldots, n\}$ of all integers from 1 to $n$ into the following disjoint blocks: $I_{1}^{(n)}:=$ $\left\{1, \ldots, n_{1}\right\}, I_{2}^{(n)}:=\left\{n_{1}+1, \ldots, n_{1}+n_{2}\right\}$, and so on until the last block $I_{K}^{(n)}:=\left\{\sum_{k=1}^{K-1} n_{k}+1, \ldots, n\right\}$ which therefore contains all integers from $n_{1}+\ldots+n_{K-1}+1$ to $n$. Due to our construction, $I_{k}^{(n)}$ has $n_{k} \geq 1$ elements (i.e. $\left.\operatorname{card}\left(I_{k}^{(n)}\right)=n_{k}\right)$ for all $k \in\{1, \ldots, K\}^{15}$ Furthermore, consider a vector $\mathbf{W}:=\left(W_{1}, \ldots, W_{n}\right)^{2}$ where the $W_{i}$ 's are i.i.d. copies of the random variable $W$ whose distribution is associated with the divergence-generator $\varphi$ through $\sqrt[69]]{ }$, in the sense that $\mathbb{\square}[W \in \cdot]=\mathbb{C}[\cdot]$. We group the $W_{i}$ 's according to the above-mentioned blocks and sum them up blockwise, in order to build the following $K-$ component random vector (instead of $\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}$ in (13))

$$
\boldsymbol{\xi}_{n}^{w \mathbf{W}}:= \begin{cases}\left(\frac{\sum_{i \in I_{1}^{(n)}} W_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(n)}} W_{i}}, \ldots, \frac{\sum_{i \in I_{K}^{(n)}} W_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(n)}} W_{i}}\right), & \text { if } \sum_{j=1}^{n} W_{j} \neq 0  \tag{70}\\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{n} W_{j}=0\end{cases}
$$

Remark 39: (i) (Concerning e.g. computer-program command availability) In case of $\sum_{j=1}^{n} W_{j}=0$, in (70) we may equivalently assign to $\boldsymbol{\xi}_{n}^{w \mathbf{W}}$ any vector outside of $\boldsymbol{\Omega}$ instead of $\infty$.
(ii) By construction, in case of $\sum_{j=1}^{n} W_{j} \neq 0$, the sum of the random $K$ vector components of 70 is now automatically equal to 1 , but - as (depending on $\varphi$ ) the $W_{i}$ 's may take both positive and negative values - these random components may be negative with probability strictly greater than zero (respectively nonnegative with probability strictly less than 1). However, $\square\left[\boldsymbol{\xi}_{n}^{w \mathbf{W}} \in \mathbb{S}_{>0}^{K}\right]>0$ since all the (identically distributed) random variables $W_{i}$ have expectation 1 (as a consequence of the assumed representability $(69)$; in case of $\square\left[W_{1}>0\right]=1$ one has even $\square\left[\boldsymbol{\xi}_{n}^{w \mathbf{W}} \in \mathbb{S}_{>0}^{K}\right]=1$. Summing up things, the probability $\square\left[\boldsymbol{\xi}_{n}^{w \mathbf{W}} \in \mathbb{\Omega}\right]=\square\left[A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}} \in A \cdot \boldsymbol{\Omega}\right]$ is strictly positive and finite at least for large n , whenever $\Phi_{\mathbb{P}}(\boldsymbol{\Omega})=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\varphi}(\mathbb{Q}, \mathbb{P})$ is finite.

With the above-mentioned ingredients, we have proven in Theorem 12 of Broniatowski \& Stummer [1] (an even more general, conditional-expectations-involving version of) the following assertion:

Theorem 40: Let $\mathbb{P} \in \mathbb{S}_{>0}^{K}$, and suppose that the divergence generator $\varphi$ satisfies Condition 37. Additionally, let $\left(W_{i}\right)_{i \in \mathbb{N}}$ be a family of independent and identically distributed $\mathbb{R}$-valued random variables with probability distribution $\mathbb{G}[\cdot]:=\square\left[W_{1} \in \cdot\right]$ being connected with the divergence generator $\varphi \in \Upsilon(] a, b[)$ via the representability 69). Then there holds (in terms of (70p)

$$
\begin{equation*}
\inf _{\mathbb{Q} \in \mathbf{\Omega}} \inf _{m \neq 0} D_{\varphi}(m \cdot \mathbb{Q}, \mathbb{P})=\inf _{m \neq 0} \inf _{\mathbb{Q} \in \mathbf{\Omega}} D_{\varphi}(m \cdot \mathbb{Q}, \mathbb{P})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{T}\left[\boldsymbol{\xi}_{n}^{w \mathbf{W}} \in \boldsymbol{\Omega}\right] \tag{71}
\end{equation*}
$$

for all sets $\Omega$ satisfying the regularity properties (67) in the relative topology and the finiteness property (68) (the latter two with $A=1$ ).
From this and with the help of (10), one gets immediately
Corollary 41: Let $A \in \mathbb{R} \backslash\{0\}, \mathbf{P} \in \mathbb{R}_{>0}^{K}$ with $M_{\mathbf{P}}:=\sum_{i=1}^{K} p_{i}>0$, and suppose that the divergence generator $\varphi$ satisfies Condition 5 Additionally, let $\left(\widetilde{W}_{i}\right)_{i \in \mathbb{N}}$ be a family of independent and identically distributed $\mathbb{R}$-valued random variables with probability distribution $\widetilde{\mathbb{}}[\cdot]:=\mathbb{\square}\left[W_{1} \in \cdot\right]$ being connected with the divergence generator $\varphi \in \Upsilon(] a, b[)$ via the representability (9). Then there holds (in terms of (70) with $\widetilde{W}$ instead of $W$ )

$$
\begin{equation*}
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \inf _{m \neq 0} D_{\varphi}(m \cdot \mathbf{Q}, \mathbf{P})=\inf _{m \neq 0} \inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\varphi}(m \cdot \mathbf{Q}, \mathbf{P})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \llbracket\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{W}}} \in \boldsymbol{\Omega}\right] \tag{72}
\end{equation*}
$$

for all sets $\boldsymbol{\Omega}$ satisfying the regularity properties (67) in the relative topology and the 68).

[^8]Remark 42: (a) As shown in [1], the involved "inner" $m$-minimizations on the left-hand side of 71] (and analogously, of (72)) can be solved explicitly in the important special case of the power divergences (17).
(b) Even more, we have worked out in [1] that the outcomes of (a) can be rewritten in terms of invertible functions $F(\cdot)$ of the divergences $D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbb{Q}, \mathbb{P})$ (and analogously of $D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbf{P})$ ).

Let us illuminate the details of the previous Remark 42. The required representability 69) is satisfied for all (multiple of) the generators $\varphi(\cdot):=\widetilde{c} \cdot \varphi_{\gamma}(\cdot)$ of (16] with $\left.\widetilde{c} \in\right] 0, \infty[$ and $\gamma \in \mathbb{R} \backslash] 1,2[$ (cf. Broniatowski \& Stummer [1]); the corresponding crucial probability laws $\mathbb{\$}$ can be found in Table 1 . The corresponding generalized power divergences $D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbf{P})$ given by (17) will be used as tools to derive our base-divergences for our new fundamental Theorem 52 below. In order to obtain this, for fixed $A \in] 0, \infty\left[\right.$ and $\mathbb{P} \in \mathbb{S}_{>0}^{K}$ we employ the following auxiliary notations:
(S1) $\widetilde{\mathcal{M}}_{\gamma}:=A \cdot \mathbb{S}_{>0}^{K}$ for $\left.\left.\gamma \in\right]-\infty, 0\right]$, respectively, $\widetilde{\mathcal{M}}_{\gamma}:=A \cdot \mathbb{S}^{K}$ for $\left.\left.\gamma \in\right] 0,1\right] \cup[2, \infty[$.
(S2) the modified $\gamma$-order Hellinger integral of $\mathbf{Q}$ and $\mathbb{P}$ given by
$\left.0<H_{\gamma}(\mathbf{Q}, \mathbb{P}):=\sum_{k=1}^{K}\left(q_{k}\right)^{\gamma} \cdot\left(p_{k}\right)^{1-\gamma}=1+\gamma \cdot(A-1)+\gamma \cdot(\gamma-1) \cdot D_{\varphi_{\gamma}}(\mathbf{Q}, \mathbb{P}), \quad \gamma \in\right]-\infty, 0[\cup] 0,1\left[\cup\left[2, \infty\left[, \mathbf{Q} \in \widetilde{\mathcal{M}}_{\gamma} ;\right.\right.\right.$
(S3) for $\gamma \in]-\infty, 0[\cup] 0,1\left[\cup\left[2, \infty[\right.\right.$ and $\widetilde{c} \in] 0, \infty\left[\right.$ we define the function $\left.\left.F_{\gamma, \widetilde{c}, A}:\right]-\infty, \infty[\mapsto]-\infty, \infty\right]$ by

$$
F_{\gamma, \widetilde{c}, A}(x):=\left\{\begin{array}{l}
\frac{\tilde{c}}{\gamma} \cdot\left\{1-A^{\gamma /(\gamma-1)} \cdot\left[1+\gamma \cdot(A-1)+\frac{\gamma \cdot(\gamma-1)}{\widetilde{c}} \cdot x\right]^{-1 /(\gamma-1)}\right\},  \tag{73}\\
\quad \\
\quad \text { if } \gamma \in]-\infty, 0[\cup] 0,1\left[\text { and } 1+\gamma \cdot(A-1)+\frac{\gamma \cdot(\gamma-1)}{\widetilde{c}} \cdot x \geq 0\right. \\
\quad \\
\text { or if } \gamma \in\left[2, \infty\left[\text { and } 1+\gamma \cdot(A-1)+\frac{\gamma \cdot(\gamma-1)}{\widetilde{c}} \cdot x>0\right.\right. \\
\infty, \\
\quad \text { if } \gamma \in\left[2, \infty\left[\text { and } 1+\gamma \cdot(A-1)+\frac{\gamma \cdot(\gamma-1)}{\widetilde{c}} \cdot x \leq 0,\right.\right. \\
\infty, \quad
\end{array} \quad \text { if } \gamma \in\right]-\infty, 0[\cup] 0,1\left[\text { and } 1+\gamma \cdot(A-1)+\frac{\gamma \cdot(\gamma-1)}{\widetilde{c}} \cdot x<0 .\right.
$$

Notice that in the constellations of (S2) only the first line of $(73)$ is relevant, and we can even show $F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})\right) \in$ $\left[0, \infty\left[\right.\right.$ for all $\mathbf{Q} \in \widetilde{\mathcal{M}}_{\gamma}$ (cf. Broniatowski \& Stummer [1]). Moreover, the function $x \mapsto F_{\gamma, \widetilde{c}, A}(x)$ is on its effective domain $\operatorname{dom}\left(F_{\gamma, \widetilde{c}, A}\right):=\left\{x: F_{\gamma, \widetilde{c}, A}(x) \in\right]-\infty, \infty[ \}$ strictly increasing and has the strictly increasing inverse function

$$
F_{\gamma, \widetilde{c}, A}^{\leftarrow}(z):=\frac{\widetilde{c}}{\gamma \cdot(\gamma-1)} \cdot\left\{A^{\gamma} \cdot\left[1-\frac{\gamma}{\widetilde{c}} \cdot z\right]^{-(\gamma-1)}-1-\gamma \cdot(A-1)\right\}, \quad \text { for all } z \in \mathbb{R} \text { such that } \gamma \cdot z \leq \widetilde{c}
$$

(S4) for $\gamma=1$ we employ for $\widetilde{c} \in] 0, \infty\left[\right.$ the strictly increasing function $\left.F_{1, \widetilde{c}, A}:\right]-\infty, \infty[\mapsto]-\infty, \infty[$ defined by

$$
\begin{equation*}
F_{1, \widetilde{c}, A}(x):=\widetilde{c} \cdot\left\{1-A \cdot \exp \left(\frac{1}{A}-1-\frac{x}{A \cdot \widetilde{c}}\right)\right\} \tag{74}
\end{equation*}
$$

Notice that $F_{1, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{1}}(\mathbf{Q}, \mathbb{P})\right) \in\left[0, \infty\left[\right.\right.$ for all $\mathbf{Q} \in \widetilde{\mathcal{M}}_{1}$ (cf. Broniatowski \& Stummer [1]). The corresponding inverse is given by

$$
\left.F_{1, \widetilde{c}, A}^{\leftarrow}(z):=\widetilde{c} \cdot\left\{1-A-A \cdot\left[\log \left(1-\frac{z}{\widetilde{c}}\right)-\log A\right]\right\}, \quad \text { for all } z \in\right]-\infty, \widetilde{c}[
$$

(S5) for $\gamma=0$ we employ for $\widetilde{c} \in] 0, \infty\left[\right.$ the strictly increasing function $\left.F_{0, \widetilde{c}, A}:\right]-\infty, \infty[\mapsto]-\infty, \infty[$ defined by

$$
F_{0, \widetilde{c}, A}(x):=\widetilde{c} \cdot(1-A+\log A)+x
$$

Notice that $F_{0, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{1}}(\mathbf{Q}, \mathbb{P})\right) \in\left[0, \infty\left[\right.\right.$ for all $\mathbf{Q} \in \widetilde{\mathcal{M}}_{0}$ (cf. Broniatowski \& Stummer [1]). The corresponding inverse is given by

$$
F_{0, \widetilde{c}, A}^{\leftarrow}(z):=z-\widetilde{c} \cdot(1-A+\log A), \quad \text { for all } z \in \mathbb{R}
$$

Remark 43: For the special case $A=1, D(\cdot, \cdot):=F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \cdot)\right)$ is a divergence on $\boldsymbol{\Omega}$ (i.e. for all $\mathbb{Q}, \mathbb{P} \in \boldsymbol{\Omega}$ there holds $F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbb{Q}, \mathbb{P})\right) \geq 0$ with equality if and only if $\left.\mathbb{Q}=\mathbb{P}\right)$. Moreover, due to the above-mentioned strict increasingness of $F_{\gamma, \widetilde{c}, 1}$, the (not necessarily unique) minimizer respectively maximizer of $D(\cdot, \mathbb{P})$ and $D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \mathbb{P})$ on (say) compact $\boldsymbol{\Omega}$ coincide.

For such a context, Broniatowski \& Stummer [1] (cf. Theorem $12{ }^{16}$, Formula (39) and Lemma 14 therein) obtain the following assertion on BS-minimizability in the narrow sense:

[^9]Theorem 44: Let $\left.\mathbb{P} \in \mathbb{S}_{>0}^{K}, \widetilde{c} \in\right] 0, \infty[, \gamma \in \mathbb{R} \backslash] 1,2[$ and $A \in] 0, \infty\left[\right.$ be arbitrary but fixed. Moreover, let $\left(W_{i}\right)_{i \in \mathbb{N}}$ be a family of independent and identically distributed $\mathbb{R}$-valued random variables with probability distribution $\mathbb{C}[\cdot]:=\mathbb{\square}\left[W_{1} \in \cdot\right]$ being connected with the divergence generator $\varphi:=\widetilde{c} \cdot \varphi_{\gamma}(\cdot) \in \widetilde{\Upsilon}(] a, b[)$ via the representability (69).
(a) Then there holds

$$
\begin{align*}
& \inf _{\mathbf{Q} \in A \cdot \mathbf{\Omega}} F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{T}\left[\boldsymbol{\xi}_{n}^{w \mathbf{W}} \in \mathbf{\Omega}\right]  \tag{75}\\
& =\inf _{\mathbb{Q} \in \mathbf{\Omega}} \inf _{m \neq 0} D_{\widetilde{c} \cdot \varphi_{\gamma}}(m \cdot \mathbb{Q}, \mathbb{P})=\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \inf _{\widetilde{m} \neq 0} D_{\widetilde{c} \cdot \varphi_{\gamma}}(\widetilde{m} \cdot \mathbf{Q}, \mathbb{P})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \Pi\left[A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}} \in A \cdot \boldsymbol{\Omega}\right]
\end{align*}
$$

for all sets $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ satisfying the regularity properties 67) in the relative topology. In particular, for each $\mathbb{P} \in \mathbb{S}_{>0}^{K}$ the function $\Phi_{\mathbb{P}}(\cdot):=F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \mathbb{P})\right)$ is bare-simulation minimizable (BS-minimizable) in the narrow sense (cf. (2) in Definition 1 and the special case of Remark 2a)) on all sets $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ satisfying (67) in the relative topology.
(b) Moreover, there holds

$$
\begin{equation*}
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})=F_{\gamma, \widetilde{c}, A}^{\leftarrow}\left(-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\square}\left[\boldsymbol{\xi}_{n}^{w \mathbf{W}} \in \mathbf{\Omega}\right]\right) \tag{76}
\end{equation*}
$$

for all sets $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ satisfying the regularity properties (67) in the relative topology. In particular, for each $\mathbb{P} \in \mathbb{S}_{>0}^{K}$ the function $\Phi_{\mathbb{P}}(\cdot):=D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \mathbb{P})$ is bare-simulation minimizable (BS-minimizable) in the narrow sense on all sets $A \cdot \mathbf{\Omega}_{\mathbf{\Omega}} \subset \widetilde{\mathcal{M}}_{\gamma}$ satisfying (67) in the relative topology.

Remark 45: (a) By straightforward rescaling (cf. Corollary 41 above), for $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ with $\left.M_{\mathbf{P}}:=\sum_{i=1}^{K} p_{i}, \widetilde{c} \in\right] 0, \infty[$, $\gamma \in \mathbb{R} \backslash] 1,2[$ and $A \in] 0, \infty[$ one can generalize (76] to

$$
\begin{equation*}
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbf{P})=F_{\gamma, \breve{c}, \breve{A}}^{\leftarrow}\left(-\lim _{n \rightarrow \infty} \frac{1}{n} \log \llbracket\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{w}}} \in \boldsymbol{\Omega}\right]\right) \tag{77}
\end{equation*}
$$

for all sets $A \cdot \Omega \subset \widetilde{\mathcal{M}}_{\gamma}$ satisfying the regularity properties (67) in the relative topology; here, $\breve{c}:=M_{\mathbf{P}} \cdot \widetilde{c}, \breve{A}:=\frac{A}{M_{\mathbf{P}}}$, and $\left(\widetilde{W}_{i}\right)_{i \in \mathbb{N}}$ is a family of independent and identically distributed $\mathbb{R}$-valued random variables with probability distribution $\widetilde{\varangle}[\cdot]:=\mathbb{\square}\left[W_{1} \in \cdot\right]$ being connected with the divergence generator $\varphi:=\widetilde{c} \cdot \varphi_{\gamma}(\cdot)$ via the representability (9).
(b) For the case $\gamma=2$ in Theorem 44 as well as in (a) of this remark, one can even take $A \in \mathbb{R} \backslash\{0\}$ instead of $A \in] 0, \infty[$.
(c) For applications of Theorem 44 to fuzzy sets and basic belief assignments, see Broniatowski \& Stummer [164].

Analogously to (14), the limit statement (77) provides the principle for the approximation of the solution of the minimization problem $\Phi_{\mathbf{P}}(\boldsymbol{\Omega}):=\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbf{P})$. Indeed, by replacing the right-hand side in (77) by its finite counterpart, we deduce for given large $n$

$$
\begin{equation*}
F_{\gamma, \breve{c}, \breve{A}}^{\leftarrow}\left(-\frac{1}{n} \log \Pi\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{w}}} \in \boldsymbol{\Omega}\right]\right) \approx \inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbf{P}) \tag{78}
\end{equation*}
$$

it remains to estimate the left-hand side of (78) (see Section XIII below, where the latter also provides estimates of the minimizers).

## VII. Deterministic Narrow-Sense Bare-Simulation-Optimization of Bregman Distances with Constant-Component-Sum Side Constraint

In the previous Section VI, we have recalled/summarized recently achieved (cf. Broniatowski \& Stummer [1]) narrowsense bare-simulation minimization results on CASM $\varphi$-divergences $\mathbf{Q} \mapsto D_{\varphi}(\mathbf{Q}, \mathbf{P})$ under the additional constraints that all the components $q_{k}$ are nonnegative/strictly positive and that $\sum_{k=1}^{K} q_{k}=A$ for some (say) $A>0$, where we have mostly concentrated on the explicitly solvable subcase $\varphi=\widetilde{c} \cdot \varphi_{\gamma}(\widetilde{c} \in] 0, \infty[, \gamma \in \mathbb{R} \backslash] 1,2[)$. On the other hand, independently of any constraints, we have seen in Section $I V$ that the $\varphi$-divergences generalize to the scaled Bregman distances (cf. (23)) $\mathbf{Q} \mapsto D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ (recall that $D_{\varphi, \mathbf{P}}^{S B D}(\mathbf{Q}, \mathbf{P})=D_{\varphi}(\mathbf{Q}, \mathbf{P})$ ). In the following, we work out how the results of Section VI generalize to the bare-simulation minimization of these scaled Bregman distances under the above-mentioned additional constraints. We first achieve

Theorem 46: Let $\mathbb{P} \in \mathbb{S}_{>0}^{K}$, and suppose that the divergence generator $\varphi$ satisfies Condition 37 Additionally, let $\mathbf{Q}^{* *} \in \mathbb{R}^{K}$ such that 21 holds. Moreover, we assume that $\boldsymbol{\Omega} \subset \mathbb{S}^{K}$ satisfies the regularity properties 67) in the relative topology as well as the finiteness property

$$
\begin{equation*}
\inf _{\mathbb{Q} \in \mathbb{\Omega}} D_{\varphi, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)<\infty \tag{79}
\end{equation*}
$$

Additionally, let $V:=\left(\mathbf{V}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of random vectors constructed via 25) and (26) (where we write $V$ instead of $\widetilde{V}$, since $M_{\mathbb{P}}=1$ and thus $\widetilde{p}_{k}=p_{k} / M_{\mathbb{P}}=p_{k}$ as well as $\widetilde{\mathbb{}}=()$. Then, in terms of the random vectors $\boldsymbol{\xi}_{n}^{w \mathbf{V}}$ given by

$$
\boldsymbol{\xi}_{n}^{w \mathbf{V}}:= \begin{cases}\left(\frac{\sum_{i \in I_{1}^{(n)}} V_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(n)}} V_{i}}, \ldots, \frac{\sum_{i \in I_{K}^{(n)} V_{i}}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(n)}} V_{i}}\right), & \text { if } \sum_{j=1}^{n} V_{j} \neq 0  \tag{80}\\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{n} V_{j}=0\end{cases}
$$

there holds

$$
\begin{equation*}
\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \inf _{m \neq 0} D_{\varphi, \mathbb{P}}^{S B D}\left(m \cdot \mathbb{Q}, \mathbf{Q}^{* *}\right)=\inf _{m \neq 0} \inf _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\varphi, \mathbb{P}}^{S B D}\left(m \cdot \mathbb{Q}, \mathbf{Q}^{* *}\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\square}\left[\boldsymbol{\xi}_{n}^{w \mathbf{V}} \in \boldsymbol{\Omega}\right] \tag{81}
\end{equation*}
$$

The proof of Theorem 46 will be given in Appendix A below.
From Theorem 46 and with the help of 24, one gets immediately
Corollary 47: Let $A \in \mathbb{R}, \mathbf{P} \in \mathbb{R}_{>0}^{K}$ with $M_{\mathbf{P}}:=\sum_{i=1}^{K} p_{i}>0$, and suppose that the divergence generator $\varphi$ satisfies Condition 5. Additionally, let $\mathbf{Q}^{* *} \in \mathbb{R}^{K}$ such that (21) holds. Moreover, we assume that $\boldsymbol{\Omega} \subset \mathbb{S}^{K}$ satisfies the regularity properties 67) in the relative topology as well as the finiteness property

$$
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)<\infty
$$

Additionally, let $\widetilde{V}:=\left(\widetilde{\mathbf{V}}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of random vectors constructed via 25) and 26). Then there holds (in terms of (80) with $\widetilde{V}$ instead of $V$ )

$$
\begin{equation*}
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \inf _{m \neq 0} D_{\varphi, \mathbf{P}}^{S B D}\left(m \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=\inf _{m \neq 0} \inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\varphi, \mathbf{P}}^{S B D}\left(m \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\Pi}\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}} \in \boldsymbol{\Omega}\right] \tag{82}
\end{equation*}
$$

Remark 48: (a) Analogously to Remark 42(a), the involved "inner" $m$-minimizations on the left-hand side of 81) (and analogously, of 82 ) can be solved explicitly in the important special case of the scaled Bregman power distances 30 .
(b) Contrary to Remark 42 (b), the outcomes of (a) can generally NOT be rewritten in terms of invertible functions $F(\cdot)$ of the divergences $D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)$ (and analogously of $D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ ). This means that we can generally NOT use our narrow-sense bare-simulation procedure for the minimization of $\mathbb{Q} \mapsto D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)=: \Phi_{\mathbb{P}}(\mathbb{Q})$ (respectively $\mathbf{Q} \mapsto$ $\left.D_{\widetilde{C} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=: \Phi_{\mathbf{P}}(\mathbf{Q})\right)$. However, we are able to employ our bare-simulation procedure in the (non-narrow-)sense of (2) for these problems (by applying the below-mentioned Theorem 52 or alternatively, Theorem 55 and Remark 57
(c) For the special case $\mathbb{P}=\mathbb{Q}^{* *}$ (respectively $\mathbf{P}=\mathbf{Q}^{* *}$ ), the Theorem 46 collapses to Theorem 40 (respectively, Corollary 47 collapses to Corollary 41).
(d) Notice that the quantity $\breve{D}_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right):=\inf _{m \neq 0} D_{\varphi, \mathbf{P}}^{S B D}\left(m \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)$ satisfies the axioms of a divergence, that is, $\breve{D}_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right) \geq 0$, as well as $\breve{D}_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=0$ if and only if $\mathbb{Q}=\mathbf{Q}^{* *}$ (reflexivity). Hence, 82 reflects a corresponding narrow-sense bare-simulation for this.

In the following, we illuminate the details of the previous Remark 48 (a),(b). The required representability (69) respectively (9) is satisfied for all the generators $\varphi(\cdot):=\widetilde{c} \cdot \varphi_{\gamma}(\cdot)$ of (16) with $\left.\widetilde{c} \in\right] 0, \infty[$ and $\gamma \in \mathbb{R} \backslash] 1,2[$ (cf. Broniatowski \& Stummer [1]); the corresponding crucial probability laws $\mathbb{(}$ (respectively $\widetilde{\varangle}$ by taking $\widetilde{c} \cdot M_{\mathbf{P}}$ instead of $\widetilde{c}$ ) can be found in Table 1 . Moreover, we fix $A \in] 0, \infty\left[, \mathbf{P} \in \mathbb{R}_{>0}^{K}\right.$ and employ the following auxiliary notations:
(T1) recall from (S1) that $\widetilde{\mathcal{M}}_{\gamma}:=A \cdot \mathbb{S}_{>0}^{K}$ for $\left.\left.\gamma \in\right]-\infty, 0\right]$, respectively, $\widetilde{\mathcal{M}}_{\gamma}:=A \cdot \mathbb{S}^{K}$ for $\left.\left.\gamma \in\right] 0,1\right] \cup[2, \infty[$ and also set $\widetilde{\mathcal{M}}_{\gamma}:=A \cdot \mathbb{S}^{K}$ for $\left.\gamma \in\right] 1,2\left[\right.$ (the latter will be mainly employed for the purposes of the next theorem only), $\widetilde{\mathcal{N}}_{\gamma}:=\mathbb{R}_{>0}^{K}$ for $\gamma \in \mathbb{R}^{K} \backslash\{2\}$, respectively, $\widetilde{\mathcal{N}}_{2}:=\mathbb{R}$ (for consistency of $\mathbf{Q}^{* *}$ in (30) and $\mathbf{Q}^{* *}$ in 85).
(T2) the modified (discrete) $\gamma$-order Hellinger integral of $\mathbf{Q}$ and $\mathbf{P}$ given by

$$
\begin{equation*}
0<H_{\gamma}(\mathbf{Q}, \mathbf{P}):=\sum_{k=1}^{K}\left(q_{k}\right)^{\gamma} \cdot\left(p_{k}\right)^{1-\gamma}, \quad \gamma \in \mathbb{R} \backslash\{0,1\}, \mathbf{Q} \in \widetilde{\mathcal{M}}_{\gamma} \tag{83}
\end{equation*}
$$

(T3) the modified (discrete) $\gamma$-order Hellinger integral of $\mathbf{Q}^{* *}$ and $\mathbf{P}$ given by

$$
\begin{equation*}
H_{\gamma}\left(\mathbf{Q}^{* *}, \mathbf{P}\right)=\sum_{k=1}^{K}\left(q_{k}^{* *}\right)^{\gamma} \cdot\left(p_{k}\right)^{1-\gamma}, \quad \gamma \in \mathbb{R} \backslash\{0,1\}, \quad \mathbf{Q}^{* *} \in \widetilde{\mathcal{N}}_{\gamma} \tag{84}
\end{equation*}
$$

(T4) the $\gamma$-order triple power sum of $\mathbf{Q}, \mathbf{Q}^{* *}$ and $\mathbf{P}$ given by

$$
\begin{equation*}
T_{\gamma}\left(\mathbf{Q}, \mathbf{Q}^{* *}, \mathbf{P}\right):=\sum_{k=1}^{K} q_{k} \cdot\left(q_{k}^{* *}\right)^{\gamma-1} \cdot\left(p_{k}\right)^{1-\gamma}, \quad \gamma \in \mathbb{R} \backslash\{1\}, \mathbf{Q} \in \mathbb{R}^{K}, \mathbf{Q}^{* *} \in \tilde{\mathcal{N}}_{\gamma} \tag{85}
\end{equation*}
$$

(T5) the modified Kullback-Leibler information distance (modified relative entropy) given by

$$
\begin{equation*}
I\left(\mathbf{Q}, \mathbf{Q}^{* *}\right):=\sum_{k=1}^{K} q_{k} \cdot \log \left(\frac{q_{k}}{q_{k}^{* *}}\right), \quad \mathbf{Q} \in \widetilde{\mathcal{M}}_{1}=A \cdot \mathbb{S}^{K}, \quad \mathbf{Q}^{* *} \in \widetilde{\mathcal{N}}_{1}=\mathbb{R}_{>0}^{K} \tag{86}
\end{equation*}
$$

(T6) the logarithmic 0 -order triple power sum of $\mathbf{Q}, \mathbf{Q}^{* *}$ and $\mathbf{P}$ given by

$$
\begin{equation*}
\breve{T}_{0}\left(\mathbf{Q}, \mathbf{Q}^{* *}, \mathbf{P}\right):=-\sum_{k=1}^{K} p_{k} \cdot \log \left(\frac{q_{k}}{q_{k}^{* *}}\right), \quad \mathbf{Q} \in \mathbb{R}_{>0}^{K}, \quad \mathbf{Q}^{* *} \in \widetilde{\mathcal{N}}_{0}=\mathbb{R}_{>0}^{K} \tag{87}
\end{equation*}
$$

In terms of (T1) to (T6), we obtain the following assertions:
Theorem 49: Let $A \in] 0, \infty\left[\right.$ and $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ be arbitrarily fixed.
(a) Let $\widetilde{c} \in] 0, \infty[$ be arbitrary, $\gamma \in]-\infty, 0[\cup] 0,1[\cup] 1, \infty\left[, \mathbf{Q} \in \widetilde{\mathcal{M}}_{\gamma}\right.$ and $\mathbf{Q}^{* *} \in \mathbb{R}_{>0}^{K}$. Then one has

$$
\begin{align*}
\inf _{m \neq 0} D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(m \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right) & =\frac{\widetilde{c}}{\gamma} \cdot\left[H_{\gamma}\left(\mathbf{Q}^{* *}, \mathbf{P}\right)-T_{\gamma}\left(\mathbf{Q}, \mathbf{Q}^{* *}, \mathbf{P}\right)^{\gamma /(\gamma-1)} \cdot H_{\gamma}(\mathbf{Q}, \mathbf{P})^{-1 /(\gamma-1)}\right] \\
& =: \breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right) \tag{88}
\end{align*}
$$

and consequently (cf. (82)) for any $\gamma \in]-\infty, 0[\cup] 0,1\left[\cup\left[2, \infty\left[\right.\right.\right.$ and any subset $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ with 67] one gets

$$
\begin{align*}
& \inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \frac{\widetilde{c}}{\gamma} \cdot\left[H_{\gamma}\left(\mathbf{Q}^{* *}, \mathbf{P}\right)-T_{\gamma}\left(\mathbf{Q}, \mathbf{Q}^{* *}, \mathbf{P}\right)^{\gamma /(\gamma-1)} \cdot H_{\gamma}(\mathbf{Q}, \mathbf{P})^{-1 /(\gamma-1)}\right] \\
& =\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \breve{D} \widetilde{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\square}\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}} \in \mathbf{\Omega}\right] \tag{89}
\end{align*}
$$

For the case $\gamma=2$ one can even allow for $A<0$ and $\mathbf{Q}^{* *} \in \mathbb{R}^{K}$.
(b) For any $\widetilde{c}>0, \mathbf{Q} \in \widetilde{\mathcal{M}}_{1}=A \cdot \mathbb{S}^{K}$ and $\mathbf{Q}^{* *} \in \mathbb{R}_{>0}^{K}$ one gets

$$
\begin{equation*}
\inf _{m \neq 0} D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(m \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=\widetilde{c} \cdot\left[M_{\mathbf{Q}^{* *}}-A \cdot \exp \left(-\frac{1}{A} \cdot I\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)\right)\right]=: \breve{D_{\widetilde{c}} \cdot \varphi_{1}, \mathbf{P}} \mathbf{P}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right) \tag{90}
\end{equation*}
$$

(which exceptionally does not depend on $\mathbf{P}$ ) and consequently (cf. (82)) for any subset $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{1}=A \cdot \mathbb{S}^{K}$ with 67) one has

$$
\begin{align*}
& \inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \widetilde{c} \cdot\left[M_{\mathbf{Q}^{* *}}-A \cdot \exp \left(-\frac{1}{A} \cdot I\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)\right)\right] \\
& =\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \breve{D}_{\widetilde{\widetilde{c}} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\square}\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}} \in \boldsymbol{\Omega}\right] . \tag{91}
\end{align*}
$$

(c) For any $\widetilde{c}>0, \mathbf{Q} \in \widetilde{\mathcal{M}}_{0}=A \cdot \mathbb{S}_{>0}^{K}$ and $\mathbf{Q}^{* *} \in \mathbb{R}_{>0}^{K}$ we obtain

$$
\begin{equation*}
\inf _{m \neq 0} D_{\widetilde{c} \cdot \varphi_{0}, \mathbf{P}}^{S B D}\left(m \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=\widetilde{c} \cdot\left[M_{\mathbf{P}} \cdot \log \left(T_{0}\left(\mathbf{Q}, \mathbf{Q}^{* *}, \mathbf{P}\right)\right)+\breve{T}_{0}\left(\mathbf{Q}, \mathbf{Q}^{* *}, \mathbf{P}\right)-M_{\mathbf{P}} \cdot \log \left(M_{\mathbf{P}}\right)\right]=: \breve{D}_{\widetilde{c} \cdot \varphi_{0}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q} \mathbf{Q}^{* *}\right) \tag{92}
\end{equation*}
$$

and consequently (cf. 82)) for any set subset $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{0}=A \cdot \mathbb{S}_{>0}^{K}$ with 67) one gets

$$
\begin{align*}
& \inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \widetilde{c} \cdot\left[M_{\mathbf{P}} \cdot \log \left(T_{0}\left(\mathbf{Q}, \mathbf{Q}^{* *}, \mathbf{P}\right)\right)+\breve{T}_{0}\left(\mathbf{Q}, \mathbf{Q}^{* *}, \mathbf{P}\right)-M_{\mathbf{P}} \cdot \log \left(M_{\mathbf{P}}\right)\right] \\
& =\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \breve{D}_{\widetilde{c} \cdot \varphi_{0}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\square}\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}} \in \mathbf{\Omega}\right] . \tag{93}
\end{align*}
$$

Remark 50: In accordance with Remark 48 d), the quantity $\breve{D_{\widetilde{c}} \cdot \varphi_{\gamma}, \mathbf{P}} \underset{\mathbf{P}}{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ in Theorem 49 can be regarded as (new class of) divergences between $\mathbf{Q}$ and $\mathbf{Q}^{* *}$. Accordingly, we call $\breve{D} \breve{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}} \underset{\mathbf{D}}{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ the inner-minimization-scaled-Bregman-distance (in short, innmin-SBD), which is BS-minimized - in a narrow sense - by 89 respectively (91) respectively (93). The BS-minimization - in a wide sense - of the "original" scaled Bregman divergence $\mathbf{Q} \mapsto D_{\widetilde{C} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ will be treated in Remark 57 below.

The proof of Theorem 49 will be given in Appendix A

Analogously to (78), the limit statements (89, (91) and (93), provide the principle for the approximation of the solution of the divergence minimization problem $\Phi_{\mathbf{P}}(\boldsymbol{\Omega}):=\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$. Indeed, by replacing the right-hand side in those by their finite counterparts, we deduce for given large $n$

$$
\begin{equation*}
-\frac{1}{n} \log \Pi\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}} \in \boldsymbol{\Omega}\right] \approx \inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right) \tag{94}
\end{equation*}
$$

it remains to estimate the left-hand side of ( 78 (see Section XIII below, where the latter also provides estimates of the minimizers).

Theorem 49 establishes the part (a) of our above-mentioned Remark 48. As far as the corresponding part (b) is concerned, it is clear that the involved functions $\mathbf{Q} \mapsto \breve{D}{\breve{\widetilde{c}} \cdot \varphi_{\gamma}, \mathbf{P}}_{S B D}^{\mathbf{Q}}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ can generally NOT be rewritten in terms of $\mathbf{Q}$-independent invertible functions $\breve{F}(\cdot)$ of the divergences $D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$. This means that we can generally NOT employ our narrow-sense baresimulation procedure for the minimization of $\mathbf{Q} \mapsto D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$. However, there are a few important exceptions given in the following

Theorem 51: Let $\left.\mathbf{P} \in \mathbb{R}_{>0}^{K}, \widetilde{c} \in\right] 0, \infty[, \gamma \in \mathbb{R}$ and $A \in] 0, \infty\left[\right.$ be arbitrary but fixed. Moreover, let $\left(W_{i}\right)_{i \in \mathbb{N}}$ be a family of independent and identically distributed $\mathbb{R}$-valued random variables with probability distribution $\mathbb{\square}[\cdot]:=\mathbb{\square}\left[W_{1} \in \cdot\right]$ being connected with the divergence generator $\varphi:=\widetilde{c} \cdot \varphi_{\gamma}(\cdot) \in \widetilde{\Upsilon}(] a, b[)$ via the representability 69).
(a) If $\gamma \in \mathbb{R} \backslash\{1\}$, then for all $C \in] 0, \infty[, \widetilde{c} \in] 0, \infty\left[\right.$ and $\mathbf{Q} \in \widetilde{\mathcal{M}}_{\gamma}$ there holds in the special subsetup $\mathbf{Q}^{* *}:=C \cdot \mathbf{P}$ the representation

$$
\begin{equation*}
\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}(\mathbf{Q}, C \cdot \mathbf{P})=\breve{F}_{\gamma, \widetilde{c}, A, M_{\mathbf{P}}, C}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}(\mathbf{Q}, C \cdot \mathbf{P})\right) \tag{95}
\end{equation*}
$$

with function $\left.\left.\breve{F}_{\gamma, \widetilde{c}, A, M_{\mathbf{P}}, C}:\right]-\infty, \infty[\mapsto]-\infty, \infty\right]$ given by
which on its effective domain $\operatorname{dom}\left(\breve{F}_{\gamma, \widetilde{c}, A, M_{\mathbf{P}}, C}\right)$ is strictly increasing with strictly increasing inverse function

$$
\breve{F} \breve{F}_{\gamma, \widetilde{c}, A, M_{\mathbf{P}}, C}^{\leftarrow}(z):=\left\{\begin{array}{l}
\frac{\widetilde{c}}{\gamma \cdot(\gamma-1)} \cdot\left\{A^{\gamma} \cdot\left[M_{\mathbf{P}}-\frac{\gamma}{\tilde{c} \cdot C^{\gamma}} \cdot z\right]^{-(\gamma-1)}-C^{\gamma} \cdot M_{\mathbf{P}}-\gamma \cdot C^{\gamma-1} \cdot\left(A-C \cdot M_{\mathbf{P}}\right)\right\}  \tag{97}\\
\text { if } \gamma \in]-\infty, 0[\cup] 0,1\left[\text { and } \gamma \cdot z \leq \widetilde{c} \cdot C^{\gamma} \cdot M_{\mathbf{P}}\right. \\
\quad \text { or if } \gamma \in] 1,2[\cup] 2, \infty\left[\text { and } \gamma \cdot z<\widetilde{c} \cdot C^{\gamma} \cdot M_{\mathbf{P}}\right. \\
\frac{\widetilde{c}}{2} \cdot\left\{A^{2} \cdot\left[M_{\mathbf{P}}-\frac{2}{\widetilde{c} \cdot C^{2}} \cdot z\right]^{-1}-C^{2} \cdot M_{\mathbf{P}}-2 \cdot C \cdot\left(A-C \cdot M_{\mathbf{P}}\right)\right\}, \\
\text { if } \gamma=2 \text { and } 2 \cdot z<\widetilde{c} \cdot C^{2} \cdot M_{\mathbf{P}} \\
\left.z-\widetilde{c} \cdot\left(M_{\mathbf{P}}-\frac{A}{C}+M_{\mathbf{P}} \cdot \log \left(\frac{A}{C}\right)-M_{\mathbf{P}} \cdot \log \left(M_{\mathbf{P}}\right)\right), \quad \text { if } \gamma=0 \text { and } z \in\right]-\infty, \infty[.
\end{array}\right.
$$

Consequently (cf. 89], (93)) for any $\gamma \in \mathbb{R} \backslash\left[1,2\left[\right.\right.$ and any subset $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ with 67) one gets

$$
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \breve{F}_{\gamma, \widetilde{c}, A, M_{\mathbf{P}}, C}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}(\mathbf{Q}, C \cdot \mathbf{P})\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\pi}\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}} \in \boldsymbol{\Omega}\right]
$$

and

$$
\begin{equation*}
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}(\mathbf{Q}, C \cdot \mathbf{P})=\breve{F_{\gamma, \widetilde{c}, A, M_{\mathbf{P}}, C}^{\leftarrow}}\left(-\lim _{n \rightarrow \infty} \frac{1}{n} \log \llbracket\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}} \in \boldsymbol{\Omega}\right]\right) \tag{98}
\end{equation*}
$$

In particular, the functions $\Phi_{\mathbf{P}}(\cdot):=\breve{F}_{\gamma, \widetilde{c}, A, M_{\mathbf{P}}, C}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}(\cdot, C \cdot \mathbf{P})\right)$ and $\Phi_{\mathbf{P}}(\cdot):=D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}(\cdot, C \cdot \mathbf{P})$ are bare-simulation minimizable (BS-minimizable) in the narrow sense (cf. (2) in Definition 1 and the special case of Remark 2(a)) on all sets $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ satisfying (67) in the relative topology.
(b) If $\gamma=1$, then for all $\widetilde{c} \in] 0, \infty\left[, \mathbf{Q}^{* *} \in \mathbb{R}_{>0}^{K}\right.$ and $\mathbf{Q} \in \widetilde{\mathcal{M}}_{1}=A \cdot \mathbb{S}^{K}$ there holds the representation

$$
\begin{equation*}
\breve{D}_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=\breve{F}_{1, \widetilde{c}, A, M_{\mathbf{Q}^{* *}}}\left(D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)\right) \tag{99}
\end{equation*}
$$

with strictly increasing function $\left.\breve{F}_{1, \widetilde{c}, A, M_{\mathbf{Q}^{* *}}}:\right]-\infty, \infty[\mapsto]-\infty, \infty[$ given by

$$
\begin{equation*}
\left.\breve{F}_{1, \widetilde{c}, A, M_{\mathbf{Q}^{* *}}}(x):=\widetilde{c} \cdot\left\{M_{\mathbf{Q}^{* *}}-A \cdot \exp \left(\frac{M_{\mathbf{Q}^{* *}}}{A}-1-\frac{x}{A \cdot \widetilde{c}}\right)\right\}, \quad x \in\right]-\infty, \infty[ \tag{100}
\end{equation*}
$$

having strictly increasing inverse function

$$
\begin{equation*}
\left.\breve{F}_{1, \widetilde{c}, A, M_{\mathbf{Q}^{* *}}}^{\leftarrow}(z):=\widetilde{c} \cdot\left\{M_{\mathbf{Q}^{* *}}-A-A \cdot\left[\log \left(M_{\mathbf{Q}^{* *}}-\frac{z}{\widetilde{c}}\right)-\log A\right]\right\}, \quad \text { for all } z \in\right]-\infty, \widetilde{c} \cdot M_{\mathbf{Q}^{* *}}[. \tag{101}
\end{equation*}
$$

Consequently (cf. 91) for any set subset $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{1}$ with 67) one gets

$$
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \breve{F}_{1, \widetilde{c}, A, M_{\mathbf{Q}^{* *}}}\left(D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \llbracket\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}} \in \boldsymbol{\Omega}\right]
$$

and

$$
\begin{equation*}
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=\breve{F}_{1, \widetilde{c}, A, M_{\mathbf{Q}^{* *}}}^{\leftarrow}\left(-\lim _{n \rightarrow \infty} \frac{1}{n} \log \llbracket\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}} \in \boldsymbol{\Omega}\right]\right) \tag{102}
\end{equation*}
$$

In particular, the functions $\Phi_{\mathbf{P}}(\cdot):=\breve{F}_{1, \widetilde{c}, A, M_{\mathbf{Q}^{* *}}}\left(D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)\right)$ and $\Phi_{\mathbf{P}}(\cdot):=D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)$ are bare-simulation minimizable (BS-minimizable) in the narrow sense (cf. (2) in Definition 1 and the special case of Remark 2 a)) on all sets $A \cdot \Omega \subset \widetilde{\mathcal{M}}_{1}$ satisfying (67) in the relative topology.

The assertions of Theorem 51 follow by straightforward caluclations from Theorem 49 For the special case $C=1$, Theorem 51 collapses to Theorem 44 .

Analogously to (78), the limit statements (98) and 102 provide the principle for the approximation of the solution of the minimization problems $\Phi_{\mathbf{P}}(\boldsymbol{\Omega}):=\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}(\mathbf{Q}, C \cdot \mathbf{P})\left(\right.$ for $\gamma \in \mathbb{R} \backslash\left[1,2[)\right.$ and $\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)($ for $\gamma=1)$. Indeed, we replace the right-hand side in those by their finite counterparts, and accordingly obtain for given large $n$

$$
\begin{array}{ll}
\breve{F}_{\gamma, \widetilde{c}, A, M_{\mathbf{P}}, C}^{\leftarrow}\left(-\frac{1}{n} \log \Pi\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{v}}} \in \mathbf{\Omega}\right]\right) \approx \inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\widetilde{\widetilde{c}} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}(\mathbf{Q}, C \cdot \mathbf{P}), & \text { for } \gamma \in \mathbb{R} \backslash[1,2[, \\
\breve{F}_{1, \widetilde{c}, A, M_{\mathbf{Q}^{* *}}}^{\leftarrow}\left(-\frac{1}{n} \log \Pi\left[\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{v}}} \in \mathbf{\Omega}\right]\right) \approx \inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right), & \text { for } \gamma=1 \tag{104}
\end{array}
$$

it remains to estimate the left-hand sides of (103) and (104) (see Section XIII below, where the latter also provides estimates of the minimizers).

## VIII. Bare-Simulation-Method for General Deterministic Divergence-Optimization-Problems with Constant-Component-Sum Side Constraint

## A. Minimization via Base-Divergence-Method 1

Recall that we are interested in the constrained optimization of the continuous functions $\mathbf{Q} \mapsto \Phi_{\mathbf{P}}(\mathbf{Q})$ in the above-mentioned cases (D1) to (D8) of Subsection V-A, and beyond. Notice that - on constraint sets of the form $A \cdot \mathbf{\Omega}$ with 67) (to be treated in this section) - the class (D1) of CASM $\varphi$-divergences $\Phi_{\mathbf{P}}(\mathbf{Q}):=D_{\varphi}(\mathbf{Q}, \mathbf{P})$ which can not be covered by the narrow-sense BS minimizability results of Section VI (namely seemingly all $\varphi$-divergences which are not generalized power divergences $D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbf{P})$, cf. (17)) is now much larger than the class (D1) of CASM $\varphi$-divergences which can not be covered by the narrow-sense BS minimizability results of Section III dealing with constraint sets of the form $\Omega$ with (6). One corresponding example is the prominent Jensen-Shannon divergence (being also called symmetrized and normalized KullbackLeibler information distance, symmetrized and normalized relative entropy, capacitory discrimination), see Broniatowski \& Stummer [1] for details.

However, for such cases - and beyond - we can apply the following new fundamental non-narrow-sense BS-minimizability:
Theorem 52: Let us arbitrarily fix some $\left.\mathbb{P} \in \mathbb{S}_{>0}^{K}, \widetilde{c} \in\right] 0, \infty[, A \in] 0, \infty\left[, \varphi_{\gamma}\right.$ with $\left.\gamma \in \mathbb{R} \backslash\right] 1,2\left[, \llbracket, W:=\left(W_{i}\right)_{i \in \mathbb{N}}\right.$ and $\boldsymbol{\xi}_{n}^{w \mathbf{W}}$ (cf. 70 ) as in Theorem 44.
(a) Furthermore, suppose that $A \cdot \Omega \subset \widetilde{\mathcal{M}}_{\gamma}$ is compact and satisfies the regularity properties 67) in the relative topology, and that $\Phi: A \cdot \Omega \mapsto \mathbb{R}$ is a continuous function on $A \cdot \Omega$. Then, there holds

$$
\begin{equation*}
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\pi}\left[\exp \left(n \cdot\left(F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}, \mathbb{P}\right)\right)-\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right]\right) \tag{105}
\end{equation*}
$$

and the infimum is attained at some (not necessarily unique) point in $A \cdot \boldsymbol{\Omega}$. In particular, the function $\Phi(\cdot)$ is bare-simulation minimizable (BS-minimizable) on $A \cdot \Omega$ (cf. (2) in Definition 1).
(b) If $A \cdot \Omega \subset \widetilde{\mathcal{M}}_{\gamma}$ is not necessarily compact but satisfies the regularity properties 67) in the relative topology and the finiteness property (68) with $\varphi:=\widetilde{c} \cdot \varphi_{\gamma}$, and $\Phi: A \cdot \boldsymbol{\Omega} \mapsto \mathbb{R}$ is a continuous function which satisfies the lower-bound condition
there exists a constant $c_{1} \in \mathbb{R}$ such that for all $\mathbf{Q} \in A \cdot \boldsymbol{\Omega}$ there holds $\Phi(\mathbf{Q}) \geq F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})\right)-c_{1}$,
then the representation/convergence (105) - and hence the corresponding BS-minimizability - still holds, but the infimum may not necessarily be attained/reached at some point in $A \cdot \mathbf{\Omega}$.

The proof of Theorem 52 will be given in Appendix A below. Clearly, Theorem 52 (a) can be applied to obtain $\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ for all the directed distances/divergences $\Phi(\cdot):=\Phi_{\breve{\mathbf{P}}}(\cdot)$ (where $\breve{\mathbf{P}}$ needs not coincide with $\mathbb{P}$ ) and friends given in (D1) to (D8) of Subsection V-A, which are therefore all BS-minimizable on compact $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ with regularity 67) in the relative topology.

Analogously to $\sqrt{78}$, the limit statement $\sqrt{105}$ provides the principle for the approximation of the solution of the minimization problem $\Phi(\boldsymbol{\Omega}):=\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$. This can be achieved by replacing the right-hand side in 105 by its finite counterpart, from which we obtain for given large $n$

$$
\begin{equation*}
-\frac{1}{n} \log \left(\mathbb{E}_{\mathbb{R}}\left[\exp \left(n \cdot\left(F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}, \mathbb{P}\right)\right)-\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right]\right) \approx \inf _{Q \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \tag{107}
\end{equation*}
$$

it remains to estimate the left-hand side of (107) (see Section XIII below, where the latter also provides estimates of the minimizers).

Example 53: As a continuation of Example 28 in connection with Remark 29 b), let us how Theorem 52 can be used to tackle the BS-minimizability - on $A \cdot \Omega$ - of the generalized power divergences $\Phi(\cdot):=\Phi_{\mathbb{P}}(\cdot):=D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \mathbb{P})$ (cf. (17) for the missing case $\gamma \in] 1,2[$ (and $\widetilde{c} \in] 0, \infty[$ ). Indeed, by employing (74) it is easy to see that for all $x \in\left[0, \infty[, A \in] 0, \infty[, \widetilde{c} \in] 0, \infty[, \gamma \in] 1,2\left[\right.\right.$ there holds $x \geq F_{1, \frac{\tilde{c}}{\gamma}, A}(x)=\frac{\widetilde{c}}{\gamma} \cdot\left\{1-A \cdot \exp \left(\frac{1}{A}-1-\frac{x}{A \cdot \frac{\widetilde{c}}{\gamma}}\right)\right\}($

$$
\begin{equation*}
\text { with equality if and only if } x=\frac{\widetilde{c}}{\gamma} \cdot(1-A) \geq 0 \tag{108}
\end{equation*}
$$

(and even for a wider range of $\gamma$ ). By using (59) and 108) we obtain

$$
\begin{equation*}
\text { for all } \mathbf{Q} \in A \cdot \Omega \text { and all } \gamma \in] 1,2\left[\text { there holds } \quad \Phi_{\mathbb{P}}(\mathbf{Q}):=D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P}) \geq D_{\frac{\tilde{c}}{\gamma} \cdot \varphi_{1}}(\mathbf{Q}, \mathbb{P}) \geq F_{1, \frac{\tilde{c}}{\gamma}, A}\left(D_{\frac{\tilde{c}}{\gamma} \cdot \varphi_{1}}(\mathbf{Q}, \mathbb{P})\right)\right. \tag{109}
\end{equation*}
$$

notice that the inequalities in (109) turn into equalities if $q_{k}=p_{k}$ for all $k \in\{1, \ldots, K\}$ (and hence, $A=1$ ) but also e.g. if $q_{K}=0$ and $q_{k}=p_{k}$ for all $k \in\{1, \ldots, K-1\}$ (and hence, $A<1$ ). According to (109), the bound 106) is satisfied with $c_{1}=0$. Thus, we can proceed analogously to Remark 29(b), and choose the $W_{i}$ 's to be i.i.d. copies of the random variable $W$ of the form $W=\frac{\gamma}{\widetilde{c}} \cdot Z$ for a Poisson $P O I\left(\frac{\widetilde{c}}{\gamma}\right)$-distributed random variable $Z$ (cf. Broniatowski \& Stummer [1], see also Table 1). With these choices, 105 specializes to

$$
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\mathbb{}}\left[\exp \left(n \cdot\left(F_{1, \frac{\tilde{c}}{\gamma}, A}\left(D_{\frac{\tilde{c}}{\gamma} \cdot \varphi_{1}}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}, \mathbb{P}\right)\right)-D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}, \mathbb{P}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right]\right)
$$

for all $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ satisfying the regularity properties (67) in the relative topology and the finiteness property 68 with $\varphi:=\frac{\widetilde{\widetilde{c}}}{\gamma} \cdot \varphi_{1}$.

## B. Maximization via Base-Divergence-Method 1

For the non-narrow-sense BS-maximizability we obtain the following new fundamental
Theorem 54: Let us arbitrarily fix some $\left.\mathbb{P} \in \mathbb{S}_{>0}^{K}, \widetilde{c} \in\right] 0, \infty[, A \in] 0, \infty\left[, \varphi_{\gamma}\right.$ with $\left.\gamma \in \mathbb{R} \backslash\right] 1,2\left[, \mathbb{C}, W:=\left(W_{i}\right)_{i \in \mathbb{N}}\right.$ and $\boldsymbol{\xi}_{n}^{w \mathbf{W}}$ (cf. 70 ) as in Theorem 44.
(a) Furthermore, suppose that $A \cdot \Omega \subset \widetilde{\mathcal{M}}_{\gamma}$ is compact and satisfies the regularity properties 67) in the relative topology, and that $\Phi: A \cdot \boldsymbol{\Omega} \mapsto \mathbb{R}$ is a continuous function on $A \cdot \Omega$. Then, there holds

$$
\begin{equation*}
\sup _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\mathbb{\Omega}}\left[\exp \left(n \cdot\left(F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}, \mathbb{P}\right)\right)+\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right]\right) \tag{110}
\end{equation*}
$$

and the supremum is attained at some (not necessarily unique) point in $A \cdot \mathbf{\Omega}$. In particular, the function $\Phi(\cdot)$ is bare-simulation maximizable (BS-maximizable) on $A \cdot \boldsymbol{\Omega}$ (cf. (3) in Definition 11 .
(b) If $A \cdot \Omega \subset \widetilde{\mathcal{M}}_{\gamma}$ is not necessarily compact but satisfies the regularity properties 67) in the relative topology and $\Phi$ : $A \cdot \Omega \mapsto \mathbb{R}$ is a continuous function which satisfies the upper-bound condition
there exists a constant $c_{1} \in \mathbb{R}$ such that for all $\mathbf{Q} \in A \cdot \boldsymbol{\Omega}$ there holds $\quad \Phi(\mathbf{Q}) \leq c_{1}-F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})\right)$,
then the representation/convergence (110) - and hence the corresponding BS-maximizability - still holds, but the supremum may not necessarily be attained/reached at some point in $A \cdot \mathbf{\Omega}$.

The proof of Theorem 54 will be given in Appendix A below.
Analogously to (107), the limit statement 110 provides the principle for the approximation of the solution of the maximization problem $\Phi(\boldsymbol{\Omega}):=\sup _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$. This can be achieved by replacing the right-hand side in 110 by its finite counterpart, from which we obtain for given large $n$

$$
\begin{equation*}
\frac{1}{n} \log \left(\mathbb{E}_{\mathbb{m}}\left[\exp \left(n \cdot\left(F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}, \mathbb{P}\right)\right)+\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right]\right) \approx \sup _{Q \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \tag{111}
\end{equation*}
$$

it remains to estimate the left-hand side of (111) (see Section XIII below, where the latter also provides estimates of the maximizers).

## C. Minimization via Base-Divergence-Method 2

Due to our investigations in Section VII, as an alternative to the new Theorem 52 we can also derive the following new assertions, by switching the involved base-divergences:

Theorem 55: Let us arbitrarily fix some $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ (recall $M_{\mathbf{P}}:=\sum_{i=1}^{K} p_{i}>0$ ), $\left.\mathbf{Q}^{* *}, \widetilde{c} \in\right] 0, \infty[, A \in] 0, \infty\left[\right.$, $\varphi_{\gamma}$ with $\gamma \in \mathbb{R} \backslash] 1,2\left[, \widetilde{V}\right.$ and $\boldsymbol{\xi}_{n}^{w} \widetilde{\mathbf{V}}$ (cf. (80) with $\widetilde{V}$ instead of $V$ ) as in Theorem 49 , we call the corresponding $\breve{D} \widetilde{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}\left(\cdot, \mathbf{Q}^{* *}\right)(\mathrm{cf}$. (88), (90), (92)) the base-innmin-SBD-divergence (function).
(a) Furthermore, suppose that $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ is compact and satisfies the regularity properties 67) in the relative topology, and that $\Phi: A \cdot \mathbb{\Omega} \mapsto \mathbb{R}$ is a continuous function on $A \cdot \mathbb{\Omega}$. Then, there holds

$$
\begin{equation*}
\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\mathbb{\Omega}}\left[\exp \left(n \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(A \cdot \boldsymbol{\xi}_{n}^{w} \tilde{\mathbf{V}}, \mathbf{Q}^{* *}\right)-\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}\right)\right)\right) \cdot 1_{\mathbb{\Omega}}\left(\boldsymbol{\xi}_{n}^{w} \tilde{\mathbf{V}}^{S}\right)\right]\right) \tag{112}
\end{equation*}
$$

and the infimum is attained at some (not necessarily unique) point in $A \cdot \mathbf{\Omega}$. In particular, the function $\Phi(\cdot)$ is bare-simulation minimizable (BS-minimizable) on $A \cdot \Omega$ (cf. (2) in Definition 11), in terms of the SBD method.
(b) If $A \cdot \Omega \subset \widetilde{\mathcal{M}}_{\gamma}$ is not necessarily compact but satisfies the regularity properties 67) in the relative topology with $\varphi:=\widetilde{c} \cdot \varphi_{\gamma}$, and $\Phi: A \cdot \Omega \mapsto \mathbb{R}$ is a continuous function which satisfies the lower-bound condition
there exists a constant $c_{1} \in \mathbb{R}$ such that for all $\mathbf{Q} \in A \cdot \mathbf{\Omega}$ there holds $\Phi(\mathbf{Q}) \geq \breve{D_{\widetilde{c}} \cdot \varphi_{\gamma}, \mathbf{P}} \underset{S}{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)-c_{1}$,
then the representation/convergence 112 - and hence the corresponding BS-minimizability - still holds, but the infimum may not necessarily be attained/reached at some point in $A \cdot \Omega$.

Remark 56: (a) For the case $\gamma \in \mathbb{R} \backslash\{1\}$ and the special subsetup $\mathbf{Q}^{* *}:=C \cdot \mathbf{P}$ (cf. Theorem 51 a) ), in Theorem 55 one can equivalently replace $\breve{D} \breve{\widetilde{c}}_{\cdot}^{S B D} \cdot \varphi_{\gamma}, \mathbf{P}, ~(\cdot, C \cdot \mathbf{P})$ by $\breve{F}_{\gamma, \widetilde{c}, A, M_{\mathbf{P}}, C}\left(D{\underset{\widetilde{c}}{ } \cdot \varphi_{\gamma}, \mathbf{P}}_{S B D}(\cdot, C \cdot \mathbf{P})\right)$ (cf. 95p, (96)). By additionally taking $C=1$ and $\mathbf{P}:=\mathbb{P}$ to be a probability vector, one collapsedly ends up with the corresponding assertions of Theorem 52
(b) For the case $\gamma=1$, in Theorem 55 one can equivalently replace $\breve{D_{\widetilde{c}} \cdot \varphi_{1}, \mathbf{P}}\left(\cdot, \mathbf{Q}^{* *}\right)$ by $\breve{F}_{1, \widetilde{c}, A, M_{\mathbf{Q}^{* *}}}\left(D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)\right)$ (cf. (99), 100).

Remark 57: The BS-minimization - in a wide sense - $\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ of the scaled Bregman divergence $\Phi(\mathbf{Q}):=$ $D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ follows immediately as special case of Theorem 55 Notice that in 112) the corresponding exponential part $\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}, \mathbf{Q}^{* *}\right)-\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}\right)$ is generally non-zero.

The proof of Theorem 55 will be given in Appendix A below. Clearly, Theorem 55 (a) can be applied to obtain $\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ for all the directed distances/divergences $\Phi(\cdot):=\Phi_{\mathbf{P}}(\cdot)$ and friends given in (D1) to (D8) of Subsection V-A, which are therefore all BS-minimizable on compact $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ with regularity 67) in the relative topology.

Analogously to (107), the limit statement 112 provides the principle for the approximation of the solution of the minimization problem $\Phi(\boldsymbol{\Omega}):=\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$. This can be achieved by replacing the right-hand side in 112 by its finite counterpart, from which we obtain for given large $n$

$$
\begin{equation*}
-\frac{1}{n} \log \left(\mathbb{E}_{\mathbb{T}}\left[\exp \left(n \cdot\left(\breve{D}_{\widetilde{\mathrm{C}} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}, \mathbf{Q}^{* *}\right)-\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}\right)\right]\right) \approx \inf _{Q \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \tag{113}
\end{equation*}
$$

it remains to estimate the left-hand side of (113) (see Section XIII below, where the latter also provides estimates of the minimizers).

## D. Maximization via Base-Divergence-Method 2

For the non-narrow-sense BS-maximizability via innmin-SBDs as base divergences, we obtain the following new fundamental
Theorem 58: Let us arbitrarily fix some $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ (recall $M_{\mathbf{P}}:=\sum_{i=1}^{K} p_{i}>0$ ), $\left.\mathbf{Q}^{* *}, \widetilde{c} \in\right] 0, \infty[, A \in] 0, \infty\left[\right.$, $\varphi_{\gamma}$ with $\gamma \in \mathbb{R} \backslash] 1,2\left[, \widetilde{V}\right.$ and $\boldsymbol{\xi}_{n}^{w} \widetilde{\mathbf{V}}$ (cf. (80) with $\widetilde{V}$ instead of $V$ ) as in Theorem 49 , recall that we have named the corresponding $\breve{D} \underset{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)$ (cf. 88), (90), (92)) the base-innmin-SBD-divergence (function).
(a) Furthermore, suppose that $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ is compact and satisfies the regularity properties 67) in the relative topology, and that $\Phi: A \cdot \boldsymbol{\Omega} \mapsto \mathbb{R}$ is a continuous function on $A \cdot \boldsymbol{\Omega}$. Then, there holds

$$
\begin{equation*}
\sup _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\mathbb{\Omega}}\left[\exp \left(n \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(A \cdot \boldsymbol{\xi}_{n}^{w} \widetilde{\mathbf{V}}^{S}, \mathbf{Q}^{* *}\right)+\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w} \widetilde{\mathbf{V}}^{\prime}\right)\right]\right) \tag{114}
\end{equation*}
$$

and the supremum is attained at some (not necessarily unique) point in $A \cdot \boldsymbol{\Omega}$. In particular, the function $\Phi(\cdot)$ is bare-simulation maximizable (BS-maximizable) on $A \cdot \Omega$ (cf. (3) in Definition 1), in terms of the SBD method.
(b) If $A \cdot \Omega \subset \widetilde{\mathcal{M}}_{\gamma}$ is not necessarily compact but satisfies the regularity properties 67) in the relative topology, and $\Phi: A \cdot \Omega \mapsto \mathbb{R}$ is a continuous function which satisfies the lower-bound condition

$$
\text { there exists a constant } c_{1} \in \mathbb{R} \text { such that for all } \mathbf{Q} \in A \cdot \mathbf{\Omega} \text { there holds } \Phi(\mathbf{Q}) \leq c_{1}-\breve{D_{\widetilde{c}} \cdot \varphi_{\gamma}, \mathbf{P}}{ }^{S B D}\left(\mathbf{Q}, \mathbf{Q} \mathbf{Q}^{* *}\right)
$$

then the representation/convergence $(114)$ - and hence the corresponding BS-minimizability - still holds, but the supremum may not necessarily be attained/reached at some point in $A \cdot \boldsymbol{\Omega}$.

Remark 59: (a) For the case $\gamma \in \mathbb{R} \backslash\{1\}$ and the special subsetup $\mathbf{Q}^{* *}:=C \cdot \mathbf{P}$ (cf. Theorem 51 a) ), in Theorem 58 one can equivalently replace $\breve{D} \breve{\widetilde{c}}_{\cdot}^{S B D} \cdot \varphi_{\gamma}, \mathbf{P}, ~(\cdot, C \cdot \mathbf{P})$ by $\breve{F}_{\gamma, \widetilde{c}, A, M_{\mathbf{P}}, C}\left(D{\underset{\widetilde{c}}{ } \cdot \varphi_{\gamma}, \mathbf{P}}_{S B D}(\cdot, C \cdot \mathbf{P})\right)$ (cf. 95), (96)). By additionally taking $C=1$ and $\mathbf{P}:=\mathbb{P}$ to be a probability vector, one collapsedly ends up with the corresponding assertions of Theorem 54
(b) For the case $\gamma=1$, in Theorem 58 one can equivalently replace $\breve{D_{\widetilde{c}} \cdot \varphi_{1}, \mathbf{P}} \underset{S B D}{S B}\left(\cdot, \mathbf{Q}^{* *}\right)$ by $\breve{F}_{1, \widetilde{c}, A, M_{\mathbf{Q}^{* *}}}\left(D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)\right)$ (cf. (99), (100).

The proof of Theorem 58 will be given in Appendix A below. Certainly, Theorem 58 a) can be applied to obtain $\sup _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ for all the directed distances/divergences $\Phi(\cdot):=\breve{\Phi}_{\breve{\mathbf{P}}}(\cdot)$ (where $\breve{\mathbf{P}}$ needs not coincide with $\mathbf{P}$ ) and friends given in (D1) to (D8) of Subsection V-A, which are therefore all BS-maximizable on compact $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ with regularity properties (67) in the relative topology.

Analogously to (111), the limit statement (114) provides the principle for the approximation of the solution of the maximization problem $\Phi(\boldsymbol{\Omega}):=\sup _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$. This can be achieved by replacing the right-hand side in (114) by its finite counterpart, from which we obtain for given large $n$

$$
\begin{equation*}
\frac{1}{n} \log \left(\mathbb{E}_{\llbracket}\left[\exp \left(n \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}, \mathbf{Q}^{* *}\right)+\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \tilde{\mathbf{V}}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w} \widetilde{\mathbf{V}}\right)\right]\right) \approx \sup _{Q \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \tag{115}
\end{equation*}
$$

it remains to estimate the left-hand side of (115) (see Section XIII below, where the latter also provides estimates of the maximizers).

## IX. Narrow-Sense Bare-Simulation-Minimization of $\varphi$-Divergences under risk

## A. The statistical view

In contrast to the previous Sections VI|VII|VIII we now work out our BS method for the important setup where basically IP is a random (unknown) element of the (open) simplex $\mathbb{S}_{>0}^{K}$ of zeros-free $K$-component probability (frequency) vectors and $\boldsymbol{\Omega} \subset \mathbb{S}^{K}$ (i.e. $A=1$ ). Its importance stems from the fact that in the statistics of discrete data - and in the adjacent research fields of information theory, artificial intelligence and machine learning - one often encounters the following minimum distance estimation (MDE) problem which is often also named as estimation of the asymptotic risk:
(MDE1) for index $i \in \mathbb{N}$, let the generation of the $i-$ th (uncertainty-prone) data point be represented by the random variable $X_{i}$ which takes values in the discrete set $\mathcal{Y}:=\left\{d_{1}, \cdots, d_{K}\right\}$ of $K$ distinct values "of any kind". It is assumed that there exists a - true unknown - probability distribution $\mathbb{P}[\cdot]$ on $\mathcal{Y}$ which is the a.s. limit (as $n$ tends to infinity) of the empirical distributions $\mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right)$ defined by the collection $\mathbf{X}_{1}^{n}:=\left(X_{1}, \ldots, X_{n}\right)$, i.e.

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right):=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \delta_{X_{i}}=\mathbb{P} \quad \text { a.s. } \tag{116}
\end{equation*}
$$

where $\delta_{y}$ denotes the one-point distribution (Dirac mass) at point $y{ }^{17}$. We assume that none of the entries of $\mathbb{P}$ bears zero mass so that $\mathbb{P}$ is identified with a point in the interior of $\mathbb{S}^{K}$ (see below). The underlying probability space (say, $(\mathfrak{X}, \mathcal{A}, \square))$ where the above a.s. convergence holds, pertains to the random generation of the sequence $\left(X_{i}\right)_{i \in \mathbb{N}}$, of which we do not need to know but for (116). Examples include the i.i.d. case (where the $X_{i}$ 's are independent and have common distribution $\mathbb{P}$ ), ergodic Markov chains on $\mathcal{Y}$ with stationary distribution $\mathbb{P}$, more globally autoregressive chains with stationary distribution $\mathbb{P}$, etc.
Remark 60: (a) Let us briefly discuss our assumption 116) (resp. its vector form 119) below) on the limit behavior of the empirical distribution of the sample $\mathbf{X}_{1}^{n}=\left(X_{1}, \ldots, X_{n}\right)$ as $n$ tends to infinity. In the "basic" statistical context, the sample $\mathbf{X}_{1}^{n}$ consists of i.i.d. replications of a generic random variable $X$ with probability distribution $\mathbb{P}$. However, our approach captures many other sampling schemes, where the distribution $\mathbb{P}$ is defined implicitly through (116) for which we aim at some estimate of $\Phi_{\mathbb{P}}(\Omega)$ of a family $\Omega$ of probability distributions on $\mathcal{Y}$. Sometimes the sequence of samples may stem from a "triangular" array $\left(X_{1, n}, . ., X_{k_{n}, n}\right)_{n \in \mathbb{N}}$ with $k_{n} \rightarrow \infty$ (as $n$ tends to infinity) and 116) is substituted by

$$
\lim _{n \rightarrow \infty} \frac{1}{k_{n}} \sum_{j=1}^{k_{n}} \delta_{X_{j, n}}=\mathbb{P} \quad \text { a.s. }
$$

which does not alter the results of this paper by any means.
(b) As another alternative to (116) (resp. its vector form 119) below), in the following we could also (verbatim) employ any other sequence $\mathbb{P}_{n}\left(\mathbf{X}_{1}^{n}\right)$ of probability-distribution-valued function(al)s for which $\lim _{n \rightarrow \infty} \mathbb{P}_{n}\left(\mathbf{X}_{1}^{n}\right)=\mathbb{P}$ a.s.
(MDE2) given a model $\Omega$, i.e. a family $\mathbb{\Omega}$ of probability distributions $\mathbb{Q}$ on $\mathcal{Y}$ each of which serves as a potential description of the underlying (unknown) data-generating mechanism $\mathbb{P}$, one would like to find the minimum directed distance/divergence (cf. (iii) in Section III)

$$
\begin{equation*}
\Phi_{\mathbb{P}}(\Omega):=\inf _{\mathbb{Q} \in \Omega} D(\mathbb{Q}, \mathbb{P}) \tag{117}
\end{equation*}
$$

which quantifies the adequacy ${ }^{18}$ of the model $\Omega$ for modelling the true unknown data-generating mechanism $\mathbb{P}$, via the minimal distance/dissimilarity of $\Omega$ to $\mathbb{P}$; a lower $\Phi_{\mathbb{P}}$-value means a better adequacy (in the sense of a lower departure between the model and the truth, cf. Lindsay [366], Lindsay et al. [367], Markatou \& Chen [221], Markatou \& Chen [368]). Hence, especially in the context of model selection within complicated big-data contexts, for the search of appropriate models $\Omega$ and model elements/members therein, the (fast and efficient) computation of $\Phi_{\mathbb{P}}(\mathbb{\Omega})$ constitutes a decisive first step, since if the latter is "too large" (respectively "much larger than" $\Phi_{\mathbb{P}}(\bar{\Omega})$ for some competing model $\bar{\Omega})$, then the model $\Omega$ is "not adequate enough" (respectively "much less adequate than" $\bar{\Omega}$ ); in such a situation, the effort of computing the (not necessarily unique) best model element/member $\arg \inf _{\mathbb{Q} \in \Omega} D(\mathbb{Q}, \mathbb{P})$ within the model $\Omega$ is "not very useful" and is thus a "waste of computational time". Because of such considerations, we concentrate first on finding the infimum (117); finding the corresponding minimizer $(s) \operatorname{arginf}_{\mathbb{Q} \in \Omega} D(\mathbb{Q}, \mathbb{P})$ - which can be interpreted as the (not necessarily unique) model member $\mathbb{Q} \in \mathbb{\Omega}$ which most adequately describes the true unknown data-generating mechanism $\mathbb{P}$ - will be treated later in Section XIV

Since $\operatorname{int}(\Omega)$ is required to be a non-empty set (in the relative topology) in the space of probability distributions on $\mathcal{Y}$, the present procedure is fitted for semi-parametric models $\mathbb{\Omega}$, e.g. defined through moment conditions (as extensions of the Empirical Likelihood paradigm, see e.g. Broniatowski \& Keziou [369]), or through L-moment conditions (i.e. moment conditions pertaining to quantile measures, see Broniatowski \& Decurninge [370]), or even more involved non-parametric models where the geometry of $\Omega$ does not allow for ad-hoc procedures. In such setups, there is typically no closed form of the divergence with respect to any probability distribution available.
The measurement or the estimation of $\Phi_{\mathbb{P}}(\Omega)$ is a tool for the choice of pertinent putative models $\Omega$ among a class of specifications. The case when $\Phi_{\mathbb{P}}(\Omega)>0$ is interesting in its own, since it is quite common in engineering modelling to argue in favor of misspecified models (or (non-void) neighborhoods of such models for sake of robustness issues), due to quest for conservatism; the choice between them is a widely open field e.g. in the practice of reliability.
An estimate of $\Phi_{\mathbb{P}}(\Omega)$ can be used as a statistics for some test of fit, and indeed the likelihood ratio test adapted to some semi-parametric models has been generalized to the divergence setting (see Broniatowski \& Keziou [369]). The statement of the limit distributions of our estimate, under the model and under misspecification, is postponed to future work. In the following, we compute/approximate (117) - and beyond - by our bare simulation ( $B S$ ) method, by appropriately adapting our methods of the previous Sections VIVIIVIII. To achieve this, let us first remark that, as usual, each probability distribution (probability measure) $\mathbb{P}$ on $\mathcal{Y}=\left\{d_{1}, \ldots, d_{K}\right\}$ can be uniquely identified with the (row) vector $\mathbb{P}:=\left(p_{1}, \ldots, p_{K}\right) \in \mathbb{S}^{K}$ of the corresponding

[^10]probability masses (frequencies) $p_{k}=\mathbb{P}\left[\left\{d_{k}\right\}\right]$ via $\mathbb{P}[B]=\sum_{k=1}^{K} p_{k} \cdot 1_{B}\left(d_{k}\right)$ for each $B \subset \mathcal{Y}$, where $1_{B}(\cdot)$ denotes the indicator function on the set $B$. In particular, the probability distribution $\mathbb{P}$ in (MDE1) can be identified with $\left(p_{1}, \ldots, p_{K}\right)$ in terms of $p_{k}=\mathbb{P}\left[\left\{d_{k}\right\}\right]$ (which in the i.i.d. case turns into $p_{k}=\llbracket\left[X_{1}=d_{k}\right]$ ). Along this line, the family $\Omega$ of probability distributions in (MDE2) can be identified with a subset $\boldsymbol{\Omega} \subset \mathbb{S}^{K}$ of probability vectors (viz. of vectors of probability masses). Analogously, each finite nonnegative measure $Q$ on $\mathcal{Y}$ can be uniquely identified with a vector $\mathbf{Q}:=\left(q_{1}, \ldots, q_{K}\right) \in \mathbb{R}_{\geq 0}^{K}$, and each finite signed measure $Q$ with a vector $\mathbf{Q}:=\left(q_{1}, \ldots, q_{K}\right) \in \mathbb{R}^{K}$. The corresponding divergences between distributions/measures are then, as usual, defined through the divergences between their respective masses/frequencies:
$$
D(Q, \mathbb{P}):=D(\mathbf{Q}, \mathbb{P})
$$

In particular, $\mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right)$ can be identified with the vector $\mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right):=\left(p_{n, 1}^{e m p}\left(\mathbf{X}_{1}^{n}\right), \ldots, p_{n, K}^{e m p}\left(\mathbf{X}_{1}^{n}\right)\right)$ where

$$
\begin{equation*}
p_{n, k}^{e m p}\left(\mathbf{X}_{1}^{n}\right):=\frac{1}{n} \cdot n_{k}\left(\mathbf{X}_{1}^{n}\right):=\frac{1}{n} \cdot \operatorname{card}\left(\left\{i \in\{1, \ldots, n\}: X_{i}=d_{k}\right\}\right)=: \frac{1}{n} \cdot \operatorname{card}\left(I_{k}^{(n)}\left(\mathbf{X}_{1}^{n}\right)\right), \quad k \in\{1, \ldots, K\} \tag{118}
\end{equation*}
$$

and accordingly the required limit behaviour (116) is equivalent to the vector-convergence

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{n_{1}\left(\mathbf{X}_{1}^{n}\right)}{n}, \ldots, \frac{n_{K}\left(\mathbf{X}_{1}^{n}\right)}{n}\right)=\left(p_{1}, \ldots, p_{K}\right) \quad \text { a.s. } \tag{119}
\end{equation*}
$$

As usual, $\mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right)$ can be interpreted as the vectorized histogram of the sample $\left(X_{1}, \ldots, X_{n}\right)$.
Notice that, in contrast to the above Section VIII, the sets $I_{k}^{(n)}\left(\mathbf{X}_{1}^{n}\right)$ of indexes introduced in (118) and their numbers $n_{k}\left(\mathbf{X}_{1}^{n}\right)=$ $\operatorname{card}\left(I_{k}^{(n)}\right)$ of elements are now random (due to their dependence on the $X_{i}$ 's). Of course, $M_{\mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right)}=1$. In a batch procedure, when inference is done once/after the sample $\mathbf{X}_{1}^{n}=\left(X_{1}, \ldots, X_{n}\right)$ is observed, we may reorder this sample by putting the $n_{1}$ sample points $X_{i}$ which are equal to $d_{1}$ in the first places, and so on; accordingly one ends up with index sets $I_{k}^{(n)}\left(\mathbf{X}_{1}^{n}\right)$ which are completely analogue to the ones used in the Sections VI/VIIVIII When the online acquisition of the data $X_{i}$ 's is required, then we usually do not reorder the sample, and the $I_{k}^{(n)}\left(\mathbf{X}_{1}^{n}\right)$ 's do generally not consist in consecutive indexes, which does not make any change with respect to the resulting construction nor to the estimator. Let us first concentrate on the well-known CASM $\varphi$-divergences $D(\cdot, \cdot):=D_{\varphi}(\cdot, \cdot)$ — in the probability-vector form context — and solve the following

Problem 61: For pregiven $\varphi \in \widetilde{\Upsilon}(] a, b[)$, unknown zeros-free probability vector $\mathbb{P}:=\left(p_{1}, . ., p_{K}\right) \in \mathbb{S}_{>0}^{K}$ satisfying (119), and subset $\boldsymbol{\Omega} \subset \mathbb{S}^{K}$ with regularity properties - in the relative topology (!!) -

$$
\operatorname{cl}(\mathbf{\Omega})=\operatorname{cl}(\operatorname{int}(\mathbf{\Omega})), \quad \operatorname{int}(\mathbf{\Omega}) \neq \emptyset \quad(\operatorname{cf.} \text { 67) })
$$

find

$$
\Phi_{\mathbb{P}}(\boldsymbol{\Omega}):=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\varphi}(\mathbb{Q}, \mathbb{P})
$$

provided that

$$
\inf _{\mathbb{Q} \in \mathbb{\Omega}} D_{\varphi}(\mathbb{Q}, \mathbb{P})<\infty
$$

and that the divergence generator $\varphi$ additionally satisfies the Condition 37 (i.e. the representability 69 holds with probability distribution $($ ).
To tackle Problem 61, we proceed analogously to Section VI and employ a family of random variables $\left(W_{i}\right)_{i \in \mathbb{N}}$ of independent and identically distributed $\mathbb{R}$-valued random variables with probability distribution $\mathbb{\widetilde { C }} \cdot]:=\llbracket\left[W_{1} \in \cdot\right]$ - being connected with the divergence generator $\varphi \in \widetilde{\Upsilon}(] a, b[)$ via the representability $\sqrt[69]{ })$ - such that $\left(W_{i}\right)_{i \in \mathbb{N}}$ is independent of $\left(X_{i}\right)_{i \in \mathbb{N}} \underline{19}$ Moreover, we use

$$
\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{W}}:= \begin{cases}\left(\frac{\sum_{i \in I_{1}^{(n)}\left(\mathbf{x}_{1}^{n}\right)} W_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(n)}\left(\mathbf{x}_{1}^{n}\right)} W_{i}}, \ldots, \frac{\sum_{i \in I_{K}^{(n)}\left(\mathbf{x}_{1}^{n}\right)} W_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(n)}\left(\mathbf{x}_{1}^{n}\right)} W_{i}}\right), & \text { if } \sum_{j=1}^{n} W_{j} \neq 0  \tag{120}\\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{n} W_{j}=0\end{cases}
$$

Notice that the right-hand side of (120) structurally coincides with the right-hand side of (70), however - as explained above the construction of the involved partition $I_{k}^{(n)}\left(\mathbf{X}_{1}^{n}\right)$ differs from the non-random $I_{k}^{(n)}$ which we also indicate with (respective) different indexing on the corresponding left-hand sides.

With the above-mentioned ingredients, we have proven (cf. Theorem 12 of [1]) a more general, conditional-expectationsinvolving version of Theorem 40, from this, we have proceeded analogously to the derivation of the Theorem 44 . Indeed, as mentioned above, the required representability (69) is satisfied for all (multiple of) the generators $\widetilde{c} \cdot \varphi_{\gamma}(\cdot)$ of 16 with $\widetilde{c} \in] 0, \infty[$ and $\gamma \in \mathbb{R} \backslash] 1,2[$. In terms of the auxiliary notations in (S1) to (S5) with $A:=1$ and the conditional distributions

[^11]$\mathbb{\Pi}_{n}[\cdot]:=\mathbb{\Pi}_{\mathbf{X}_{1}^{n}}[\cdot]:=\mathbb{\square}\left[\cdot \mid X_{1}, \ldots, X_{n}\right]$ 20, we have obtained in in Broniatowski \& Stummer [1] the following assertion on BS-minimizability in the narrow sense:

Theorem 62: Suppose that $\left(X_{i}\right)_{i \in \mathbb{N}}$ is a sequence of random variables with values in $\mathcal{Y}:=\left\{d_{1}, \cdots, d_{K}\right\}$ such that (119) holds for some probability vector $\mathbb{P} \in \mathbb{S}_{>0}^{K}$. Furthermore, we arbitrarily fix $\left.\widetilde{c} \in\right] 0, \infty[$ and $\gamma \in \mathbb{R} \backslash] 1,2\left[\right.$. Moreover, let $\left(W_{i}\right)_{i \in \mathbb{N}}$ be a family of independent and identically distributed $\mathbb{R}$-valued random variables with probability distribution $\mathbb{G}[\cdot]:=\mathbb{\square}\left[W_{1} \in \cdot\right]$ being connected with the divergence generator $\widetilde{c} \cdot \varphi_{\gamma} \in \Upsilon(] a, b[)$ via the representability (69), such that $\left(W_{i}\right)_{i \in \mathbb{N}}$ is independent of $\left(X_{i}\right)_{i \in \mathbb{N}}$.
(a) Then there holds

$$
\inf _{\mathbb{Q} \in \mathbb{\Omega}} F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbb{Q}, \mathbb{P})\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \Pi_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{W}} \in \boldsymbol{\Omega}\right]
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ satisfying the regularity properties 67] in the relative topology. In particular, for each such $\mathbb{P} \in \mathbb{S}_{>0}^{K}$ with (119) the function $\Phi_{\mathbb{P}}(\cdot):=F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \mathbb{P})\right)$ is bare-simulation minimizable (BS-minimizable) in the narrow sense (cf. (2) in Definition 1 and the special case of Remark 2 a)) on all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ satisfying (67) in the relative topology. (b) Moreover, there holds

$$
\begin{equation*}
\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbb{Q}, \mathbb{P})=F_{\gamma, \widetilde{c}, 1}^{\leftarrow}\left(-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\Pi}_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{W}} \in \boldsymbol{\Omega}\right]\right)=\lim _{n \rightarrow \infty} F_{\gamma, \widetilde{c}, 1}^{\leftarrow}\left(-\frac{1}{n} \log \mathbb{\Pi}_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{W}} \in \boldsymbol{\Omega}\right]\right) \tag{121}
\end{equation*}
$$

for all sets $\Omega \subset \widetilde{\mathcal{M}}_{\gamma}$ satisfying the regularity properties (67) in the relative topology. In particular, for each such $\mathbb{P} \in \mathbb{S}_{>0}^{K}$ with 119 the function $\Phi_{\mathbb{P}}(\cdot):=D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \mathbb{P})$ is bare-simulation minimizable (BS-minimizable) in the narrow sense on all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ satisfying (67) in the relative topology.

Remark 63: For an equivalent version of Theorem 62 in terms of probability distributions $\mathbb{Q} \in \mathbb{Q}$ rather than probability vectors $\mathbb{Q} \in \mathbb{\Omega}$, the reader is referred to Broniatowski \& Stummer [1] (cf. Theorem 12, Formula (39) and Lemma 14 therein).

The limit statement 121 provides the principle for the estimation - based on the random sample $\mathbf{X}_{1}^{n}=\left(X_{1}, \ldots, X_{n}\right)$ - of the solution of the minimization problem

$$
\Phi_{\mathbb{P}}(\boldsymbol{\Omega}):=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbb{Q}, \mathbb{P})
$$

which quantifies the adequacy (misspecification error) of the model $\boldsymbol{\Omega}$ for modelling the true unknown data-generating mechanism $\mathbb{P}$. Indeed, by replacing the right-hand side in 121 ) by its finite counterpart, we deduce for given large $n$ (with a slight abuse of notation)

$$
\begin{equation*}
\underline{M}_{n}^{B S, P D}\left(X_{1}, \ldots, X_{n}\right):=\underline{M}_{n}^{B S, P D}\left(\mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right)\right):=F_{\gamma, \widetilde{c}, 1}^{\leftarrow}\left(-\frac{1}{n} \log \square_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{W}} \in \mathbb{\Omega}\right]\right) \approx \inf _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbb{Q}, \mathbb{P}) \tag{122}
\end{equation*}
$$

where $P D$ is the abbreviation for power divergences; it remains to estimate the involved conditional probability $\Pi_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w} \in \mathbb{\Omega}\right]$ in (122). The latter can be performed either by a naive estimator of the frequency of those replications of $\boldsymbol{\xi}_{n, \mathbf{X}}^{\mathbf{W}}$ which hit $\boldsymbol{\Omega}$, or more efficiently by some improved estimator; for details, the reader is referred to Section X of Broniatowski \& Stummer [1], see also the corresponding extensions given in Section XIV below, where the latter also provides e.g. estimates of the minimizers).

## B. The pure data-analytic view on the risk case

Let us begin with the remark that - by constructior ${ }^{21}$ - the above-mentioned sample-based function (statistical functional) $\underline{M}_{n}^{B S, P D}\left(X_{1}, \ldots, X_{n}\right)$ does not coincide with the sample-based function (with slight abuse of notation)

$$
\underline{F M}_{n}^{B S, P D}\left(X_{1}, \ldots, X_{n}\right):=\underline{F M}_{n}^{B S, P D}\left(\mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right)\right):=\inf _{\mathbb{Q} \in \mathbb{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\mathbb{Q}, \mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right)\right)
$$

which quantifies the adequacy (misspecification error) of the model $\boldsymbol{\Omega}$ for describing - the vectorized histogram of the sample $X_{1}, \ldots, X_{n}$; the corresponding minimizer corresponds to the prominent (non-parametric) sample-based minimum (power) divergence estimator. For more details on the latter, see Section XIV (and in particular, Remark 102) below.

Now suppose that we have observed some concrete data $\mathbf{x}_{1}^{n}:=\left(x_{1}, \ldots, x_{n}\right)$ (which are, as usual, interpreted as realizations of the random variables $\mathbf{X}_{1}^{n}=\left(X_{1}, \ldots, X_{n}\right)$ ). Moreover, let us summarize the data by the corresponding vectorized histogram
${ }^{20}$ recall from basic probability theory that for any event $B \in \mathcal{A}$ the conditional probability $\mathbb{\Pi}_{\mathbf{X}_{1}^{n}}[B]:=\mathbb{\square}\left[B \mid X_{1}, \ldots, X_{n}\right]$ can in particular be rewritten as $h\left(X_{1}, \ldots, X_{n}\right)$ for some $\left(B-\right.$ dependent) measurable function $h: \mathcal{Y}^{n} \mapsto \mathbb{R}$; accordingly, for observed concrete data $\mathbf{x}_{1}^{n}:=\left(x_{1}, \ldots, x_{n}\right)$ (which are, as usual, interpreted as realizations of the random variables $\mathbf{X}_{1}^{n}=\left(X_{1}, \ldots, X_{n}\right)$ ) one takes $\Pi_{\mathbf{x}_{1}^{n}}[B]:=\mathbb{\square}\left[B \mid X_{1}=x_{1}, \ldots, X_{n}=x_{n}\right]:=h\left(x_{1}, \ldots, x_{n}\right)$. The corresponding expectations will be denoted by $\mathbb{E}_{\boldsymbol{m}_{\mathbf{x}_{1}^{n}}}[\cdot]:=\mathbb{E}_{\mathbb{\pi}}\left[\cdot \mid X_{1}, \ldots, X_{n}\right]$ respectively $\mathbb{E}_{\boldsymbol{m}_{\mathbf{x}_{1}^{n}}}[\cdot]:=\mathbb{E}_{\mathbb{m}}\left[\cdot \mid x_{1}, \ldots, x_{n}\right]$.
${ }^{21} \mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right)$ only enters in the construction of the partition $I_{k}^{(n)}\left(\mathbf{X}_{1}^{n}\right)(k=1, \ldots, K)$
$\mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right) \in \mathbb{S}_{>0}^{K}$ (or, more generally, any data-dependent vector $\mathbb{P}_{n}\left(\mathbf{x}_{1}^{n}\right) \in \mathbb{S}_{>0}^{K}$ ) so that (for large enough $n$ ) each data value $d_{k}(k=1, \ldots, K)$ is observed at least once. Independently of the nature of the true unknown original data-generating meachanism IP (and thus, independently on the validity of 119 ), let us find - as usual - the adequacy (misspecification error) of the model $\boldsymbol{\Omega}$ for describing - the vectorized histogram of - the concrete data $x_{1}, \ldots, x_{n}$; in other words, in the following let us solve the deterministic minimization problem (also called estimation of the empirical risk)

$$
\begin{equation*}
\underline{F M}_{n}^{B S, P D}\left(x_{1}, \ldots, x_{n}\right)=\underline{F M}_{n}^{B S, P D}\left(\mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right)\right)=\inf _{\mathbb{Q} \in \mathbf{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\mathbb{Q}, \mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right)\right) \tag{123}
\end{equation*}
$$

the corresponding minimizer, i.e. the data-based minimum (power) divergence estimator, will be given in Section XIV below. The deterministic minimization problem (123) can be treated via our BS-method of the above Section VI, by taking $\mathbf{P}:=$ $\mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right)$ and thus $A=M_{\mathbb{P}_{n}^{e m p}}\left(\mathbf{x}_{1}^{n}\right)=1$ (and accordingly, we omit the tildes for the involved variables). Since the index $n$ now plays a completely different role as in Section VI we introduce a new additional index $m \in \mathbb{N}$ which will be the analogue of the approximation-step-indicating index $n$ used in Section VI Accordingly, for any $m \in \mathbb{N}$ and any $k \in\{1, \ldots, K-1\}$, let $m_{k}\left(\mathbf{x}_{1}^{n}\right):=\left\lfloor m \cdot p_{n, k}^{e m p}\left(\mathbf{x}_{1}^{n}\right)\right\rfloor$ and $m_{K}\left(\mathbf{x}_{1}^{n}\right):=m-\sum_{k=1}^{K-1} m_{k}\left(\mathbf{x}_{1}^{n}\right)$; for this, we assume that $m \in \mathbb{N}$ is large enough, namely $m \geq \max _{k \in\{1, \ldots, K\}} \frac{1}{p_{n, k}^{e m p}\left(\mathbf{x}_{1}^{n}\right)}$, such that all the integers $m_{k}\left(\mathbf{x}_{1}^{n}\right)(k=1, \ldots, K)$ are non-zero (recall that we have $p_{n, k}^{e m p}\left(\mathbf{x}_{1}^{n}\right)>0$ for large enough $\left.n \in \mathbb{N}\right)$. Clearly, one gets

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{m_{k}\left(\mathbf{x}_{1}^{n}\right)}{m}=p_{n, k}^{e m p}\left(\mathbf{x}_{1}^{n}\right), \quad k=1, \ldots, K \tag{124}
\end{equation*}
$$

With this at hand, we decompose the set $\{1, \ldots, m\}$ of all integers from 1 to $m$ into the disjoint blocks $I_{1}^{(m)}\left(\mathbf{x}_{1}^{n}\right):=$ $\left\{1, \ldots, m_{1}\left(\mathbf{x}_{1}^{n}\right)\right\}, I_{2}^{(m)}\left(\mathbf{x}_{1}^{n}\right):=\left\{m_{1}\left(\mathbf{x}_{1}^{n}\right)+1, \ldots, m_{1}\left(\mathbf{x}_{1}^{n}\right)+m_{2}\left(\mathbf{x}_{1}^{n}\right)\right\}$, and so on until the last block $I_{K}^{(m)}\left(\mathbf{x}_{1}^{n}\right):=\left\{\sum_{k=1}^{K-1} m_{k}\left(\mathbf{x}_{1}^{n}\right)+1, \ldots, m\right\}$. Thus, $I_{k}^{(m)}\left(\mathbf{x}_{1}^{n}\right)$ has $m_{k}\left(\mathbf{x}_{1}^{n}\right) \geq 1$ elements. From this, we construct

$$
\boldsymbol{\xi}_{n, m, \mathbf{x}}^{w \mathbf{W}}:= \begin{cases}\left(\frac{\sum_{i \in I_{1}^{(m)}\left(\mathbf{x}_{1}^{n}\right)} W_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(m)}\left(\mathbf{x}_{1}^{n}\right)} W_{i}}, \ldots, \frac{\sum_{i \in I_{K}^{(m)}\left(\mathbf{x}_{1}^{n}\right)} W_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(m)}\left(\mathbf{x}_{1}^{n}\right)} W_{i}}\right), & \text { if } \sum_{j=1}^{m} W_{j} \neq 0  \tag{125}\\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{m} W_{j}=0\end{cases}
$$

Remark 64: Alternatively to the above procedure, we could also introduce a new additional index (with a slight abuse of notation) $m \in \mathbb{N}$ such that $m \cdot n$ (rather than $m$ itself) will be the analogue of the approximation-step-indicating index $n$ used in Section VI Indeed, by construction, all the $p_{n, k}^{e m p}\left(\mathbf{x}_{1}^{n}\right)$ are rational numbers and $n$ is the smallest integer such that all $n \cdot p_{n, k}^{e m p}\left(\mathbf{x}_{1}^{n}\right)=n_{k}\left(\mathbf{x}_{1}^{n}\right)(k=1, \ldots, K)$ are integers (which for large enough data size $n$ are non-zero); consequently, also all $m \cdot n \cdot p_{n, k}^{e m p}\left(\mathbf{x}_{1}^{n}\right)=m \cdot n_{k}\left(\mathbf{x}_{1}^{n}\right)$ are (non-zero) integers. With this, we replace the partitions $I_{k}^{(n)}$ (having $n_{k}$ elements, cf. (118)) by the new " $m$-fold blown-up" partitions $A_{k}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right)$ of size $m_{k}\left(\mathbf{x}_{1}^{n}\right):=m \cdot n_{k}\left(\mathbf{x}_{1}^{n}\right)$ and thus, $\frac{m_{k}\left(\mathbf{x}_{1}^{n}\right)}{m \cdot n}=p_{n, k}^{e m p}\left(\mathbf{x}_{1}^{n}\right)$, $k \in\{1, \ldots, K\}$ (which means that here the appropriately adapted condition 124 holds even pointwise rather than only in the limit). More detailed, in the above-mentioned batch procedure we may reorder such that $A_{1}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right):=\left\{1, \ldots, m \cdot n_{1}\left(\mathbf{x}_{1}^{n}\right)\right\}$, $A_{2}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right):=\left\{m \cdot n_{1}\left(\mathbf{x}_{1}^{n}\right)+1, \ldots, m \cdot\left(n_{1}\left(\mathbf{x}_{1}^{n}\right)+n_{2}\left(\mathbf{x}_{1}^{n}\right)\right)\right\}, \ldots, A_{K}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right):=\left\{m \cdot \sum_{i=1}^{K-1} n_{i}\left(\mathbf{x}_{1}^{n}\right)+1, \ldots, m \cdot \sum_{i=1}^{K} n_{i}\left(\mathbf{x}_{1}^{n}\right)\right\}$, such that $\bigcup_{k=1}^{K} A_{k}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right)=\{1, \ldots, m \cdot n\}$. When the above-mentioned online acquisition of the data $x_{i}$ 's is required, then we usually do not reorder but after the appearance of a data point (say) $x_{n+1}=d_{k}$ in the ( $n+1$ )-th concrete data acquisition we immediately add $m$ new (e.g. the next available) indices to the old index set $A_{k}^{(m \cdot n)}\left(\mathrm{x}_{1}^{n}\right)$ to end up with the new index subset $A_{k}^{(m \cdot(n+1))}\left(\mathbf{x}_{1}^{n+1}\right)$ (and keep all the other index subsets the same, i.e. $A_{j}^{(m \cdot(n+1))}\left(\mathbf{x}_{1}^{n+1}\right):=A_{j}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right)$ for $\left.j \neq k\right)$. Accordingly, the $A_{k}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right)$ 's do generally not consist in consecutive indexes, which does not make any change with respect to the resulting construction. With all this in hand, in the following investigations we can alternatively employ

$$
\boldsymbol{\xi}_{n, m, \mathbf{x}}^{w \mathbf{W}}:= \begin{cases}\left(\frac{\sum_{i \in A_{1}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right)} W_{i}}{\sum_{k=1}^{K} \sum_{i \in A_{k}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right)} W_{i}}, \ldots, \frac{\sum_{i \in A_{K}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right)} W_{i}}{\sum_{k=1}^{K} \sum_{i \in A_{k}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right)} W_{i}}\right), & \text { if } \sum_{j=1}^{m \cdot n} W_{j} \neq 0  \tag{126}\\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{m \cdot n} W_{j}=0\end{cases}
$$

instead of (125) together with appropriately using $m \cdot n$ instead of $m$ for the corresponding rates and limit-takings; such a construction has been employed in Broniatowski \& Stummer [1].

In terms of (125) (with fixed $n$ ), we can apply Theorem 44(b) to end up with

$$
\begin{equation*}
\underline{F M}_{n}^{B S, P D}\left(x_{1}, \ldots, x_{n}\right)=\underline{F M}_{n}^{B S, P D}\left(\mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right)\right)=\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\mathbf{Q}, \mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right)\right)=F_{\gamma, \widetilde{c}, 1}^{\leftarrow}\left(-\lim _{m \rightarrow \infty} \frac{1}{m} \log \mathbb{\prod}_{\mathbf{x}_{1}^{n}}\left[\boldsymbol{\xi}_{n, m, \mathbf{x}}^{w \mathbf{W}} \in \boldsymbol{\Omega}\right]\right) \tag{127}
\end{equation*}
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67) in the relative topology; here, in 127) we have used the abbreviation $\rrbracket_{\mathbf{x}_{1}^{n}}[\cdot]:=\mathbb{\square}\left[\cdot \mid X_{1}=x_{1}, \ldots, X_{n}=x_{n}\right]$ (recall footnote 20p.

## C. The combined view

Of course, one may also want to combine the statistical view (cf. Subsection IX-A) with the pure data-analytic view on the risk case (cf. Subsection IX-B). This amounts to replace the concrete (deterministic) data $\mathbf{x}_{1}^{n}:=\left(x_{1}, \ldots, x_{n}\right)$ with the (random) sample $\mathbf{X}_{1}^{n}:=\left(X_{1}, \ldots, X_{n}\right)$ assuming (116). Then the following coherence/consistency result

$$
\begin{equation*}
\Phi_{\mathbb{P}}(\mathbb{\Omega})=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbb{Q}, \mathbb{P})=\lim _{n \rightarrow \infty}{\underline{F M_{n}}}_{n}^{B S, P D}\left(X_{1}, \ldots, X_{n}\right)=\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} F_{\gamma, \widetilde{c}, 1}^{\leftarrow}\left(-\frac{1}{m} \log \mathbb{\square}_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, m, \mathbf{X}}^{w \mathbf{W}} \in \mathbb{\Omega}\right]\right) \quad \text { a.s. } \tag{128}
\end{equation*}
$$

should hold — under appropriate analytic conditions - for all compact sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying 67) and 68). Indeed, by denoting

$$
\mathbf{R}_{n}:=\mathbf{R}_{n}\left(\mathbf{X}_{1}^{n}\right):=\mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right), \quad \Phi_{\mathbf{R}_{n}}(\mathbb{Q}):=D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\mathbf{Q}, \mathbf{R}_{n}\right), \quad \mathbf{R}:=\mathbb{P}, \quad \Phi_{\mathbf{R}}(\mathbb{Q}):=D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbf{R})
$$

the desired result (128) follows from (127) together with
$\Phi_{\mathbf{R}_{n}}(\cdot)$ converges (as $n$ tends to $\infty$ ) a.s. to $\Phi_{\mathbf{R}}(\cdot)$ uniformly on $\boldsymbol{\Omega}$ whenever $\mathbf{R}_{n}$ converges (as $n$ tends to $\infty$ ) a.s. to $\mathbf{R}$.
As far as the latter (which will be also used in other contexts below) is concerned, in the case where the minimizer-set $\mathcal{A}:=\operatorname{argmin}_{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}}(\mathbb{Q})$ basically consists of isolated points, the a.s. convergence of the family of minimizers of $\Phi_{\mathbf{R}_{n}}$ towards $\mathcal{A}$ can be proved under adequate analytical conditions (see e.g. Theorem 5.7 of Van der Vaart [371]). The latter can, for instance, be tackled by appropriately carrying over the parametric-case-concerning grand consistency theorem (i.e. Theorem 2.1) of Kuchibhotla \& Basu [372] to our non-parametric set-up with compact $\boldsymbol{\Omega}$ (e.g. for the divergence generator $\varphi_{\alpha, \beta, \widetilde{c}}$ of Example 13, which satisfies $\varphi_{\alpha, \beta, \widetilde{c}}(0)+\varphi_{\alpha, \beta, \widetilde{c}}^{\prime}(\infty)<\infty$ and thus their Assumption (C2)).

## X. Narrow-Sense Bare-Simulation-Minimization of innmin-Bregman divergences under risk

For scaled Bregman distances we first derive the following fundamental risk-case-extension of Theorem 46
Theorem 65: Suppose that $\left(X_{i}\right)_{i \in \mathbb{N}}$ is a sequence of random variables with values in $\mathcal{Y}:=\left\{d_{1}, \cdots, d_{K}\right\}$ such that 119) holds for some probability vector $\mathbb{P} \in \mathbb{S}_{>0}^{K}$. Moreover, assume that the divergence generator $\varphi$ satisfies Condition 37 and let $\mathbf{Q}^{* *} \in \mathbb{R}^{K}$ be such that (21) holds. Additionally, we suppose that $\mathbb{\Omega} \subset \mathbb{S}^{K}$ satisfies the regularity properties (67) in the relative topology as well as the finiteness property $\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\varphi, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)<\infty\left(\mathrm{cf} .(79)\right.$ ). Moreover, let $V:=\left(\mathbf{V}_{i}\right)_{i \in \mathbb{N}}$ be a sequence of random vectors which are independent of $\left(X_{i}\right)_{i \in \mathbb{N}}{ }^{22}$ and which are constructed by (25) and (26) (where we write $V$ instead of $\widetilde{V}$, since $M_{\mathbb{P}}=1$ and thus $\widetilde{p}_{k}=p_{k} / M_{\mathbb{P}}=p_{k}$ as well as $\left.\widetilde{\mathbb{G}}=\mathbb{\emptyset}\right)$. Moreover, let $I_{k}^{(n)}\left(\mathbf{X}_{1}^{n}\right):=\left\{i \in\{1, \ldots, n\}: X_{i}=d_{k}\right\}$ $(k=1, \ldots, K)$ be the partitions constructed in 118 . Then, in terms of the random vectors $\boldsymbol{\xi}_{n, \mathbf{X}}^{w} \mathbf{V}$ given by

$$
\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{V}}:= \begin{cases}\left(\frac{\sum_{i \in I_{1}^{(n)}\left(\mathbf{X}_{1}^{n}\right)} V_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(n)}\left(\mathbf{x}_{1}^{n}\right)} V_{i}}, \ldots, \frac{\sum_{i \in I_{K}^{(n)}\left(\mathbf{X}_{1}^{n}\right)} V_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(n)}\left(\mathbf{X}_{1}^{n}\right)} V_{i}}\right), & \text { if } \sum_{j=1}^{n} V_{j} \neq 0  \tag{130}\\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{n} V_{j}=0\end{cases}
$$

there holds

$$
\begin{equation*}
\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \inf _{m \neq 0} D_{\varphi, \mathbb{P}}^{S B D}\left(m \cdot \mathbb{Q}, \mathbf{Q}^{* *}\right)=\inf _{m \neq 0} \inf _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\varphi, \mathbb{P}}^{S B D}\left(m \cdot \mathbb{Q}, \mathbf{Q}^{* *}\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\Pi}_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{V}} \in \boldsymbol{\Omega}\right] \tag{131}
\end{equation*}
$$

The proof of Theorem 65 will be given in Appendix A below.
By combining Theorem 65 with (88, (90) and (92) we straightforwardly deduce the following
Theorem 66: Let $\mathbb{P} \in \mathbb{S}_{>0}^{K},\left(X_{i}\right)_{i \in \mathbb{N}}, V:=\left(\mathbf{V}_{i}\right)_{i \in \mathbb{N}}, \boldsymbol{\xi}_{n, \mathbf{X}}^{w}$ as in Theorem 65 for the special choice $\varphi:=\widetilde{c} \cdot \varphi_{\gamma}$ (cf. (16)) with some arbitrarily fixed $\widetilde{c} \in] 0, \infty[, \gamma \in \mathbb{R} \backslash] 1,2\left[\right.$ together with some arbitrarily fixed $\mathbf{Q}^{* *} \in \widetilde{\mathcal{N}}_{\gamma}$ (cf. (T1)) implying (21). Then there holds

$$
\begin{equation*}
\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\Pi}_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{V}} \in \boldsymbol{\Omega}\right] \tag{132}
\end{equation*}
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (cf. (T1)) satisfying the regularity properties (67) in the relative topology. In particular, for each such $\mathbb{P} \in \mathbb{S}_{>0}^{K}$ with 119 the function $\Phi_{\mathbb{P}}(\cdot):=\breve{D} \breve{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}} S$, $\left(\cdot \mathbf{Q}^{* *}\right)$ is bare-simulation minimizable (BS-minimizable) in the narrow sense (cf. 2] in Definition 1 and the special case of Remark 2a) on all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ satisfying (67) in the relative topology.

[^12]Recall from Remark 50 that $\breve{D_{\widetilde{C}} \cdot \varphi_{\gamma} \cdot \mathbb{P}} \underset{\mathbb{P}}{S B}, \mathbf{Q}^{* *}$ ) is a divergence (which we have called innmin-SBD). Accordingly, based on the limit statement (132) (rather than (121) we can follow the spirit of the previous Section IX to estimate - based on random scaling-samples $\mathbf{X}_{1}^{n}=\left(X_{1}, \ldots, X_{n}\right)$ satisfying (116) - the directed distance (divergence) from $\mathbf{Q}^{* *}$ to the model $\boldsymbol{\Omega}$ under a true unknown "scaling-data-generating" mechanism $\mathbb{P}$, given by

$$
\Phi_{\mathbb{P}}(\boldsymbol{\Omega}):=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)
$$

via (with a slight abuse of notation)

$$
\begin{equation*}
\underline{M}_{n}^{B S, S B D}\left(X_{1}, \ldots, X_{n}\right):=\underline{M}_{n}^{B S, S B D}\left(\mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right)\right):=-\frac{1}{n} \log \Pi_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{V}} \in \mathbf{\Omega}\right] \approx \inf _{\mathbb{Q} \in \mathbf{\Omega}} \breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right) \tag{133}
\end{equation*}
$$

together with an estimate the involved conditional probability $\mathbb{\Pi}_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{V}} \in \boldsymbol{\Omega}\right]$ in 133) (for given large $n$ ). Moreover, in the spirit of Subsection IX-B we can approximate the above-mentioned randomly-scaled directed distance - in terms of the vectorized histogram of the concrete scaling-data $x_{1}, \ldots, x_{n}$ - by

$$
\begin{equation*}
\underline{F M}_{n}^{B S, S B D}\left(x_{1}, \ldots, x_{n}\right)=\underline{F M}_{n}^{B S, S B D}\left(\mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right)\right):=\inf _{\mathbb{Q} \in \mathbb{\Omega}} \breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right)}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right), \tag{134}
\end{equation*}
$$

via an appropriate application of Theorem 49 - by substituting $\mathbf{P}$ by $\mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right)$ and $\mathbb{\Pi}[\cdot]$ by $\Pi_{\mathbf{x}_{1}^{n}}[\cdot]$ - and end up with

$$
\begin{equation*}
\underline{F M}_{n}^{B S, S B D}\left(x_{1}, \ldots, x_{n}\right)=-\lim _{m \rightarrow \infty} \frac{1}{m} \log \prod_{\mathbf{x}_{1}^{n}}\left[\boldsymbol{\xi}_{n, m, \mathbf{x}}^{w \mathbf{V}} \in \boldsymbol{\Omega}\right] \tag{135}
\end{equation*}
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67) in the relative topology. Here, in (135) we have employed

$$
\boldsymbol{\xi}_{n, m, \mathbf{x}}^{w \mathbf{V}}:= \begin{cases}\left(\frac{\sum_{i \in I_{1}^{(m)}\left(\mathbf{x}_{1}^{n}\right)} V_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(m)}\left(\mathbf{x}_{1}^{n}\right)} V_{i}}, \ldots, \frac{\sum_{i \in I_{K}^{(m)}\left(\mathbf{x}_{1}^{n}\right)} V_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(m)}\left(\mathbf{x}_{1}^{n}\right)} V_{i}}\right), & \text { if } \sum_{j=1}^{m} V_{j} \neq 0  \tag{136}\\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{m} V_{j}=0\end{cases}
$$

where the partitions $I_{k}^{(m)}\left(\mathrm{x}_{1}^{n}\right)$ are the same as in (125.
Remark 67: In analogy with Remark 64, alternatively to (136) we can use

$$
\boldsymbol{\xi}_{n, m, \mathbf{x}}^{w \mathbf{V}}:= \begin{cases}\left(\frac{\sum_{i \in A_{1}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right)} V_{i}}{\sum_{k=1}^{K} \sum_{i \in A_{k}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right)} V_{i}}, \ldots, \frac{\sum_{i \in A_{K}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right)} V_{i}}{\sum_{k=1}^{K} \sum_{i \in A_{k}^{(m \cdot n)}\left(\mathbf{x}_{1}^{n}\right)} V_{i}}\right), & \text { if } \sum_{j=1}^{m \cdot n} V_{j} \neq 0  \tag{137}\\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{m \cdot n} V_{j}=0\end{cases}
$$

(where the partitions $A_{k}^{(m \cdot n)}\left(\mathrm{x}_{1}^{n}\right)$ are the same as in 126 ) to derive

$$
\underline{F M}_{n}^{B S, S B D}\left(x_{1}, \ldots, x_{n}\right)=-\lim _{m \rightarrow \infty} \frac{1}{m \cdot n} \log \Pi_{\mathbf{x}_{1}^{n}}\left[\boldsymbol{\xi}_{n, m, \mathbf{x}}^{w \mathbf{V}} \in \boldsymbol{\Omega}\right]
$$

In the spirit of Subsection IX-C, by combining (134, (135) and 129) with
it is possible - under appropriate analytic conditions - to obtain the following coherence/consistency result

$$
\Phi_{\mathbb{P}}(\boldsymbol{\Omega})=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)=\lim _{n \rightarrow \infty}{\underline{F M_{n}}}_{n}^{B S, S B D}\left(X_{1}, \ldots, X_{n}\right)=-\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} \frac{1}{m} \log \Pi_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, m, \mathbf{X}}^{w \mathbf{V}} \in \boldsymbol{\Omega}\right] \quad \text { a.s. }
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67 in the relative topology.
Due to the lack of representability (cf. the explanations right after (94)) we generally can not give analogous results for the original scaled Bregman distance $D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)$. The latter can be achieved, however, in the subsetup $\gamma=1$ as well as in the subsetup where $\mathbf{Q}^{* *}:=C \cdot \mathbf{P}$ and $\gamma \in \mathbb{R} \backslash[1,2[$. To start with, by combining Theorem 66 with 95], 97], 99] and (101) for the special choice $A=1$, we can straightforwardly derive the following

Theorem 68: Let $\mathbb{P} \in \mathbb{S}_{>0}^{K},\left(X_{i}\right)_{i \in \mathbb{N}}, V:=\left(\mathbf{V}_{i}\right)_{i \in \mathbb{N}}, \xi_{n, \mathbf{X}}^{w}$ as in Theorem 65 for the special choice $\varphi:=\widetilde{c} \cdot \varphi_{\gamma}$ (cf. (16)) with some arbitrarily fixed $\widetilde{c} \in] 0, \infty[, \gamma \in \mathbb{R} \backslash] 1,2[$. Then the following holds for any $C>0$ :
(a) In case of $\gamma \in \mathbb{R} \backslash\left[1,2\left[\right.\right.$, for any subset $\mathbb{\Omega} \subset \widehat{\mathcal{M}}_{\gamma}$ (with $A=1$ ) with 67) one gets

$$
\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \breve{F}_{\gamma, \widetilde{\boldsymbol{c}}, 1,1, C}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B D}(\mathbb{Q}, C \cdot \mathbb{P})\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \llbracket\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w} \in \mathbf{\Omega}\right]
$$

and (equivalently)

$$
\begin{equation*}
\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S S B}(\mathbb{Q}, C \cdot \mathbb{P})=\breve{F}_{\gamma, \widetilde{\widetilde{c}}, 1,1, C}^{\stackrel{ }{*}}\left(-\lim _{n \rightarrow \infty} \frac{1}{n} \log \llbracket\left[\boldsymbol{\xi}_{n}^{w \mathbf{V}} \in \mathbb{\Omega}\right]\right) . \tag{138}
\end{equation*}
$$

In particular, the functions $\Phi_{\mathbf{P}}(\cdot):=\breve{F}_{\gamma, \widetilde{c}, 1,1, C}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B D}(\cdot, C \cdot \mathbb{P})\right)$ and $\Phi_{\mathbf{P}}(\cdot):=D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B D}(\cdot, C \cdot \mathbb{P})$ are bare-simulation minimizable (BS-minimizable) in the narrow sense (cf. (2) in Definition 1 and the special case of Remark 2 (a)) on all sets $\boldsymbol{\Omega} \subset \overline{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying (67) in the relative topology.
(b) If $\gamma=1$, then for any $\mathbf{Q}^{* *} \in \mathbb{R}_{>0}^{K}$ and any subset $\boldsymbol{\Omega} \subset \mathbb{S}^{K}$ with 67) one gets

$$
\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \breve{F}_{1, \widetilde{c}, 1, M_{\mathbf{Q}^{* *}}}\left(D_{\widetilde{c} \cdot \varphi_{1}, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)\right)=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \llbracket\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathrm{~V}} \in \mathbb{\Omega}\right]
$$

and (equivalently)

$$
\begin{equation*}
\inf _{\mathbb{Q} \in \widetilde{\mathbb{R}}} D_{\widetilde{\mathcal{C}} \cdot \varphi_{1}, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)=\breve{F}_{1, \widetilde{\widetilde{c}}, 1, M_{\mathbf{Q}^{* *}}^{\leftarrow}}^{\stackrel{-}{c}}\left(-\lim _{n \rightarrow \infty} \frac{1}{n} \log \llbracket\left[\xi_{n, \mathbf{X}}^{w} \in \mathbb{\mathbf { V }}\right]\right) . \tag{139}
\end{equation*}
$$

In particular, the functions $\Phi_{\mathbb{P}}(\cdot):=\breve{F}_{1, \widetilde{c}, A, M_{\mathbf{Q}^{* *}}}\left(D_{\widetilde{c} \cdot \varphi_{1}, \mathbb{P}}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)\right)$ and $\Phi_{\mathbb{P}}(\cdot):=D_{\widetilde{c} \cdot \varphi_{1}, \mathbb{P}}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)$ are bare-simulation minimizable (BS-minimizable) in the narrow sense (cf. (22) in Definition 1 and the special case of Remark 2 a) ) on all sets $\Omega \subset \mathbb{S}^{K}$ satisfying (67) in the relative topology.

For the special case $C=1$ - respectively $\mathbf{Q}^{* *}=\mathbb{P}$ if $\gamma=1$ - Theorem 68 collapses to Theorem 44
Remark 69: Analogously as in Theorem 12 of Broniatowski \& Stummer [1], we can also give equivalent versions of the three Theorems 65, 66 and 68 (and the proofs thereof) in terms of probability distributions $\mathbb{Q} \in \Omega$ and $\mathbb{P}$ as well as measure $Q^{* *}$, rather than probability vectors $\mathbb{Q} \in \Omega$ and $\mathbb{P}$ as well as vector $\mathbf{Q}^{* *}$; for the sake of brevity, we omit the corresponding explicitness.

Now, analogously to the above investigations, we employ the limit statements (138) and (139) (rather than (132)) and estimate - based on random scaling-samples $\mathbf{X}_{1}^{n}=\left(X_{1}, \ldots, X_{n}\right)$ satisfying (116) - the directed distance (divergence) from $\mathbf{Q}^{* *}$ to the model $\mathbb{\Omega}$ under a true unknown "scaling-data-generating" mechanism $\mathbb{P}$, given by

$$
\begin{array}{ll}
\Phi_{\mathbb{P}}(\mathbb{\Omega}):=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B D_{1}}(\mathbb{Q}, C \cdot \mathbb{P}), & \text { for } \gamma \in \mathbb{R} \backslash[1,2[, \\
\Phi_{\mathbb{P}}(\mathbb{\Omega}):=\inf _{\mathbb{Q} \in \mathbb{\Omega}} D_{\widetilde{\widetilde{c}} \cdot \varphi_{1}, \mathbb{P}}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right), & \text { for } \gamma=1,
\end{array}
$$

via (with a slight abuse of notation)
$\underline{M}_{n}^{B S, S B D}\left(X_{1}, \ldots, X_{n}\right):=\underline{M}_{n}^{B S, S B D}\left(\mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right)\right):=\breve{F}_{\gamma, \widetilde{c}, 1,1, C}\left(-\frac{1}{n} \log \prod_{\mathbf{X}_{1}^{n}}\left[\xi_{n, \mathbf{X}}^{w \mathrm{~V}} \in \mathbb{\Omega}\right]\right) \approx \inf _{\mathbb{Q} \in \mathbb{\Omega}} D_{\tilde{\mathcal{c}} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B D}(\mathbb{Q}, C \cdot \mathbb{P})$,

$$
\begin{equation*}
\text { for } \gamma \in \mathbb{R} \backslash[1,2[\text {, } \tag{140}
\end{equation*}
$$

$\underline{M}_{n}^{B S, S B D}\left(X_{1}, \ldots, X_{n}\right):=\underline{M}_{n}^{B S, S B D}\left(\mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right)\right):=\breve{F}_{1, \widetilde{c}, 1, M_{\mathbf{Q}^{* *}}}\left(-\frac{1}{n} \log \rrbracket_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{V}} \in \mathbb{\Omega}\right]\right) \approx \inf _{\mathbb{Q} \in \mathbb{\Omega}} D_{\tilde{c} \cdot \varphi_{1}, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)$,

$$
\begin{equation*}
\text { for } \gamma=1 \text {, } \tag{141}
\end{equation*}
$$

together with an estimate of the involved conditional probability $\rrbracket_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathrm{~V}} \in \mathbb{\Omega}\right]$ in (140) and (141) (for given large $n$ ). Moreover, in the spirit of Subsection IX-B we can approximate the above-mentioned randomly-scaled directed distance - in terms of the vectorized histogram of the concrete scaling-data $x_{1}, \ldots, x_{n}$ - by

$$
\begin{array}{ll}
\underline{F M}_{n}^{B S, S B D}\left(x_{1}, \ldots, x_{n}\right)={\underline{F M_{n}}}_{n}^{B S, S B D}\left(\mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right)\right):=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}_{n}^{e^{e m p}}\left(\mathbf{x}_{1}^{n}\right)}^{S B D}\left(\mathbb{Q}, C \cdot \mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right)\right), & \text { for } \gamma \in \mathbb{R} \backslash 1,2[, \\
\underline{F M}_{n}^{B S, S B D}\left(x_{1}, \ldots, x_{n}\right)=\underline{F M}_{n}^{B S, S B D}\left(\mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right)\right):=\inf _{\mathbb{Q} \in \mathbb{\Omega}} D_{\widetilde{c} \cdot \varphi_{1}, \mathbb{P}_{n}^{e m p}\left(\mathbf{x}_{1}^{n}\right)}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right), & \text { for } \gamma=1,
\end{array}
$$

via an appropriate application of Theorem [51, and end up with

$$
\begin{array}{ll}
\underline{F M}_{n}^{B S, S B D}\left(x_{1}, \ldots, x_{n}\right)=\breve{F}_{\gamma, \widetilde{c}, 1,1, C}^{\leftarrow}\left(-\lim _{m \rightarrow \infty} \frac{1}{m} \log \Pi_{\mathbf{x}_{1}^{n}}\left[\boldsymbol{\xi}_{n, m, \mathbf{x}}^{w \mathbf{V}} \in \mathbb{\Omega}\right]\right), & \text { for } \gamma \in \mathbb{R} \backslash[1,2[, \\
\underline{F M}_{n}^{B S, S B D}\left(x_{1}, \ldots, x_{n}\right)=\breve{F}_{1, \widetilde{c}, 1, M_{\mathbf{Q}^{* *}}}^{\leftarrow}\left(-\lim _{m \rightarrow \infty} \frac{1}{m} \log \rrbracket_{\mathbf{x}_{1}^{n}}\left[\xi_{n, m, \mathbf{x}}^{w \mathbf{V}} \in \mathbb{\Omega}\right]\right), & \text { for } \gamma=1,
\end{array}
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67 in the relative topology.
Finally, following the spirit of Subsection IX-C in an analogous fashion as above, it is possible - under appropriate analytic conditions - to obtain the following coherence/consistency result
$\Phi_{\mathbb{P}}(\boldsymbol{\Omega})=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}}^{S B D}(\mathbb{Q}, C \cdot \mathbb{P})=\lim _{n \rightarrow \infty} \underline{F M}_{n}^{B S, S B D}\left(X_{1}, \ldots, X_{n}\right)=\breve{F}_{\gamma, \widetilde{c}, 1,1, C}^{\leftarrow}\left(-\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} \frac{1}{m} \log _{\Pi_{\mathbf{X}_{1}^{n}}}\left[\boldsymbol{\xi}_{n, m, \mathbf{X}}^{w \mathbf{V}} \in \boldsymbol{\Omega}\right]\right)$ a.s.
$\Phi_{\mathbb{P}}(\boldsymbol{\Omega})=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \breve{D}_{\widetilde{c} \cdot \varphi_{1}, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)=\lim _{n \rightarrow \infty} \underline{F M_{n}^{B S, S B D}}\left(X_{1}, \ldots, X_{n}\right)=\breve{F}_{1, \widetilde{c}, 1, M_{\mathbf{Q}^{* *}}}^{\leftarrow}\left(-\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} \frac{1}{m} \log \mathbb{\Pi}_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, m, \mathbf{X}}^{w \mathbf{V}} \in \boldsymbol{\Omega}\right]\right)$ a.s. for $\gamma=1$,
for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 6 ) in the relative topology.

## XI. Bare-Simulation-Method For General Divergence-Optimization-Problems Under Risk

## A. Divergences under Risk and Friends

In the two previous Sections IX and X we have dealt - under risk (i.e. with unknown $\mathbb{P}$ ) — with narrow-sense bare-simulation minimization of $\varphi$-divergences $\Phi_{\mathbb{P}}(\mathbb{Q}):=D_{\varphi}(\mathbb{Q}, \mathbb{P})$, innmin scaled Bregman distances $\Phi_{\mathbb{P}}(\mathbb{Q}):=\breve{D}_{\varphi, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)$ and scaled Bregman distances $\Phi_{\mathbb{P}}(\mathbb{Q}):=D_{\varphi, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)$ where (except for Theorem 65 as divergence generator $\varphi$ we have taken the power functions $\varphi=\widetilde{c} \cdot \varphi_{\gamma}$ (cf. 16] with $\gamma \in \mathbb{R} \backslash\left[1,2\left[\right.\right.$ ) (and for Bregman distances restrictively $\mathbf{Q}^{* *}=C \cdot \mathbb{P}$ in case of $\gamma \neq 1$ ); recall the different role of $\mathbb{P}$ ("point to be projected" vs. scaling) in these two contexts.

Also recall that we are interested in the (generally, non-narrow sense) bare-simulation constrained minimization and maximization of the continuous functions $\mathbf{Q} \mapsto \Phi_{\mathbf{P}}(\mathbf{Q})$ - given in Subsection $V$-A, and beyond. In fact, the there-involved functions (supposedly on a compact $\mathbb{\Omega} \subset \mathbb{S}^{K}$ in this section) $\mathbb{Q} \mapsto \Phi_{\mathbf{R}}(\mathbb{Q})$ partially carry even another (respectively, more general) vector-valued "parameter" $\mathbf{R}$ which in this section we consider as unknown. For instance, in (D1) and (D2) we have the only possibility $\Phi_{\mathbf{R}}(\mathbb{Q}):=D_{\varphi}(\mathbb{Q}, \mathbf{R})$ and $\Phi_{\mathbf{R}}(\mathbb{Q}):=D_{\varphi}^{O B D}(\mathbb{Q}, \mathbf{R})$ with $\mathbf{R}:=\mathbf{P}$, whereas in (D3) we have three possibilities of an unknown "parameter" $\mathbf{R}: \Phi_{\mathbf{R}}(\mathbb{Q}):=D_{\varphi, \mathbf{M}}^{S B D}(\mathbb{Q}, \mathbf{R})$ with $\mathbf{R}:=\mathbf{P}, \Phi_{\mathbf{R}}(\mathbb{Q}):=D_{\varphi, \mathbf{R}}^{S B D}(\mathbb{Q}, \mathbf{P})$ with $\mathbf{R}:=\mathbf{M}^{23}$, and $\Phi_{\mathbf{R}}(\mathbb{Q}):=D_{\varphi, \mathbf{R}_{1}}^{S B D}\left(\mathbb{Q}, \mathbf{R}_{2}\right)$ with 2 K -dimensional concatenation $\mathbf{R}=\left(\mathbf{R}_{1}, \mathbf{R}_{2}\right)=(\mathbf{M}, \mathbf{P})$. In (D4) we have even more possibilities, unless we deal e.g. with the interesting special case of the total Bregman distance $D_{\varphi}^{T B D}(\mathbb{Q}, \mathbf{R})$ with $\mathbf{R}:=\mathbf{P}$. The cases (D6), (D7) and (D8) can take unknown parameters $\mathbf{R}$ in an analogous way, whereas (D5) has no parameter.

Returning to the general context, in case that $\mathbf{R}$ is known, we can simply apply the two Theorems 52 and 54 (or alternatively, 55 and 58) with the special subsetup $A=1$ to $\Phi(\cdot):=\Phi_{\mathbf{R}}(\cdot)$. In case that $\mathbf{R}$ is unknown (i.e. under risk), we have to adapt the above-mentioned procedures of the Sections $I X$ respectively $X$. For this, we assume that for index $i \in \mathbb{N}$ the generation of the $i$-th (uncertainty-prone) data point is represented by the random variable $Y_{i}{ }^{24}$ which takes values in the discrete set $\widetilde{\mathcal{Y}}:=\left\{\widetilde{d}_{1}, \cdots, \widetilde{d}_{K}\right\}$ of $K$ distinct values "of any kind". It is assumed that — with the notation $\mathbf{Y}_{1}^{n}:=\left(Y_{1}, \ldots, Y_{n}\right)$ - there is a sequence $\left(\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)\right)_{n \in \mathbb{N}}$ of (say) vector-valued function(al)s $\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)$ for which

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)=\mathbf{R} \quad \text { a.s. } \tag{142}
\end{equation*}
$$

## B. Minimization via Base-Divergence-Method 1

We first choose the "transformed" power divergences $F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \cdot)\right)$ as the involved base-divergences. In analogy with the considerations of the Subsection IX-B, let us examine the pure data-analytic view on the risk case. Accordingly, we can approximate - based on concrete data $\mathbf{y}_{1}^{n}=\left(y_{1}, \ldots, y_{n}\right)$ from the samples $\mathbf{Y}_{1}^{n}=\left(Y_{1}, \ldots, Y_{n}\right)$ satisfying (142) - the unknown-parameter-carrying function

$$
\Phi_{\mathbf{R}}(\boldsymbol{\Omega}):=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}}(\mathbb{Q})
$$

by the corresponding empirical (i.e. concrete-data-dependent) minimum

$$
\begin{equation*}
\underline{F M}_{n}^{B S}\left(y_{1}, \ldots, y_{n}\right)=\underline{F M}_{n}^{B S}\left(\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)\right):=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}(\mathbb{Q}) \tag{143}
\end{equation*}
$$

via an appropriate application of Theorem 52, and end up with

[^13]\[

$$
\begin{equation*}
\underline{F M}_{n}^{B S}\left(y_{1}, \ldots, y_{n}\right)=-\lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\prod_{\mathbf{y}_{1}^{n}}}\left[\exp \left(m \cdot\left(F_{\gamma, \widetilde{\boldsymbol{c}}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{\text {aux }}\right)\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right) \tag{144}
\end{equation*}
$$

\]

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties (67) in the relative topology. Here, in (144) we have employed the random vectors $\boldsymbol{\xi}_{m}^{w \mathbf{W}}$ constructed from an auxiliary deterministic probability vector $\mathbb{P}^{\text {aux }} \in \mathbb{S}_{>}^{K}$ by - cf. 70, with $m$ instead of $n$ and blocks $I_{k}^{(m)}$ of sizes $m_{k}:=\left\lfloor m \cdot p_{k}^{a u x}\right\rfloor(k=1, \ldots, K-1)$ and $m_{K}:=m-\sum_{k=1}^{K-1} m_{k}$ instead of $n_{k}, n_{K}$ -

$$
\boldsymbol{\xi}_{m}^{w \mathbf{W}}:= \begin{cases}\left(\frac{\sum_{i \in I_{1}^{(m)}} W_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(m)}} W_{i}}, \ldots, \frac{\sum_{i \in I_{K}^{(m)}} W_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(m)}} W_{i}}\right), & \text { if } \sum_{j=1}^{m} W_{j} \neq 0  \tag{145}\\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{m} W_{j}=0\end{cases}
$$

moreover, $\left(W_{i}\right)_{i \in \mathbb{N}}$ and $\left(Y_{i}\right)_{i \in \mathbb{N}}$ are supposed to be independent In 144 we have also used the conditional expectations $\mathbb{E}_{\mathbb{y}_{\mathbf{y}_{1}^{n}}}[\cdot]:=\mathbb{E}_{\square}\left[\cdot \mid Y_{1}=y_{1}, \ldots, Y_{n}=y_{n}\right]$ (cf. footnote 20,

Remark 70: The involved $\mathbb{P}^{a u x}$ may also depend on the deterministic data sequence $\mathbf{y}_{1}^{n}$; for the special case $\mathbb{P}^{\text {aux }}:=$ $\mathbb{P}_{n}^{e m p}\left(\mathbf{y}_{1}^{n}\right)$, we obtain $\boldsymbol{\xi}_{m}^{w \mathbf{W}}=\boldsymbol{\xi}_{n, m, \mathbf{y}}^{w \mathbf{W}}$ (cf. 125) respectively (126).

Based on 144 , one can (for fixed $n$ ) approximate the corresponding empirical minimum $\inf _{\mathbb{Q} \in \boldsymbol{\Omega}_{\boldsymbol{\Omega}}} \Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}(\mathbb{Q})$ by

$$
-\frac{1}{m} \log \left(\mathbb{E}_{\mathbf{|}_{1}^{n}}\left[\exp \left(m \cdot\left(F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{a u x}\right)\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right) \approx \inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}(\mathbb{Q})
$$

for large $m$.
Clearly, from we can immediately derive for the random sample $\mathbf{Y}_{1}^{n}=\left(Y_{1}, \ldots, Y_{n}\right)$

$$
\begin{equation*}
\underline{F M}_{n}^{B S}\left(Y_{1}, \ldots, Y_{n}\right)=-\lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\mathbb{Y}_{1}^{n}}\left[\exp \left(m \cdot\left(F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{a u x}\right)\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot 1_{\mathbb{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right) \tag{146}
\end{equation*}
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67) in the relative topology; also the Remark 70 carries over correspondingly. Here, in (146) we have employed the conditional expectations $\mathbb{E}_{\mathbb{T}_{1}^{n}}[\cdot]:=\mathbb{E}_{\mathbb{\Pi}}\left[\cdot \mid Y_{1}, \ldots, Y_{n}\right]$ (see also footnote 20.

Based on (146), one can (for fixed $n$ ) approximate the corresponding sample-dependent minimum $\inf _{\mathbb{Q} \in \mathbf{\Omega}^{\boldsymbol{\Omega}}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})$ by

$$
\begin{equation*}
-\frac{1}{m} \log \left(\mathbb{E}_{\mathbb{\Pi}_{\mathbf{Y}_{1}^{n}}}\left[\exp \left(m \cdot\left(F_{\gamma, \widetilde{\boldsymbol{c}}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{a u x}\right)\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right) \approx \inf _{\mathbb{Q} \in \mathbb{\Omega}^{2}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q}) \tag{147}
\end{equation*}
$$

for large $m$.
In the spirit of Subsection IX-C, by combining (143), 146, 142) and 129 with $\mathbf{R}_{n}:=\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)$, it is possible - under appropriate analytic conditions - to obtain the following coherence/consistency result

$$
\begin{aligned}
& \Phi_{\mathbf{R}}(\boldsymbol{\Omega}):=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}}(\mathbb{Q})=\lim _{n \rightarrow \infty} \underline{F M}_{n}^{B S}\left(Y_{1}, \ldots, Y_{n}\right) \\
& \quad=-\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\mathbb{Y}_{1}^{n}}\left[\exp \left(m \cdot\left(F_{\gamma, \tilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{a u x}\right)\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right) \quad \text { a.s. }
\end{aligned}
$$

for all compact sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67) in the relative topology.
Clearly, all the above considerations can be applied to tackle $\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ for all the directed distances/divergences $\Phi(\cdot):=$ $\Phi_{\mathbf{R}}(\cdot)$ and friends discussed in the above Subsection XI-A

## C. Maximization via Base-Divergence-Method 1

For the non-narrow-sense BS-maximizability under risk, one can proceed analogously to the previous Subsection XI-B, and approximate - based on concrete data $\mathbf{y}_{1}^{n}=\left(y_{1}, \ldots, y_{n}\right)$ from the samples $\mathbf{Y}_{1}^{n}=\left(Y_{1}, \ldots, Y_{n}\right)$ satisfying (142) - the unknown-parameter-carrying function

$$
\begin{equation*}
\Phi_{\mathbf{R}}(\mathbb{\Omega}):=\sup _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}}(\mathbb{Q}) \tag{148}
\end{equation*}
$$

[^14]by the empirical (i.e. concrete-data-dependent) maximum given by
\[

$$
\begin{equation*}
\overline{F M}_{n}^{B S}\left(y_{1}, \ldots, y_{n}\right)=\overline{F M}_{n}^{B S}\left(\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)\right):=\sup _{\mathbb{Q} \in \mathbf{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}(\mathbb{Q}) \tag{149}
\end{equation*}
$$

\]

via an appropriate application of Theorem 54, and end up with

$$
\begin{equation*}
\overline{F M}_{n}^{B S}\left(y_{1}, \ldots, y_{n}\right)=\lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\boldsymbol{\eta}_{\mathbf{y}_{1}^{n}}}\left[\exp \left(m \cdot\left(F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{a u x}\right)\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot \mathbb{1}_{\mathbb{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right) \tag{150}
\end{equation*}
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67) in the relative topology; in accordance with Remark 70, the involved $\mathbb{P}^{\text {aux }}$ may also depend on the deterministic data sequence $\mathbf{y}_{1}^{n}$; for the special case $\mathbb{P}^{a u x}:=\mathbb{P}_{n}^{e m p}\left(\mathbf{y}_{1}^{n}\right)$, we obtain $\boldsymbol{\xi}_{m}^{w \mathbf{W}}=\boldsymbol{\xi}_{n, m, \mathbf{y}}^{w \mathbf{W}}$ (cf. (125) respectively (126). Based on (150), one can approximate (for fixed $n$ ) the corresponding empirical maximum by

$$
\frac{1}{m} \log \left(\mathbb{E}_{\left.{\mathbb{\mathbf { y } _ { 1 } ^ { n }}}\left[\exp \left(m \cdot\left(F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{\text {aux }}\right)\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot \mathbf{1}_{\mathbb{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right) \approx \sup _{\mathbb{Q} \in \mathbb{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}(\mathbb{Q}) .}\right.
$$

for large $m$. Clearly, from (150) we can immediately derive for the random sample $\mathbf{Y}_{1}^{n}=\left(Y_{1}, \ldots, Y_{n}\right)$

$$
\begin{equation*}
\overline{F M}_{n}^{B S}\left(Y_{1}, \ldots, Y_{n}\right)=\lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\mathbb{T}_{1}^{n}}\left[\exp \left(m \cdot\left(F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{a u x}\right)\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right) \tag{151}
\end{equation*}
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}($ with $A=1)$ satisfying the regularity properties 67) in the relative topology; also the Remark 70 carries over correspondingly.

Based on [151), one can approximate (for fixed $n$ ) the corresponding sample-dependent maximum $\sup _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})$ by

$$
\begin{equation*}
\frac{1}{m} \log \left(\mathbb{E}_{\mathbb{\Pi}_{\mathbf{Y}_{1}^{n}}}\left[\exp \left(m \cdot\left(F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{a u x}\right)\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right) \approx \sup _{\mathbb{Q} \in \mathbb{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q}) \tag{152}
\end{equation*}
$$

for large $m$.
In the spirit of Subsection IX-C, by combining (149, 151, 142 and 129 with $\mathbf{R}_{n}:=\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)$, it is possible - under appropriate analytic conditions - to obtain the following coherence/consistency result

$$
\begin{aligned}
& \Phi_{\mathbf{R}}(\mathbb{\Omega}):=\sup _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}}(\mathbb{Q})=\lim _{n \rightarrow \infty} \overline{F M}_{n}^{B S}\left(Y_{1}, \ldots, Y_{n}\right) \\
& \quad=\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\Pi_{\mathbf{Y}_{1}^{n}}}\left[\exp \left(m \cdot\left(F_{\gamma, \widetilde{\boldsymbol{c}}, 1}\left(D_{\tilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{a u x}\right)\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right) \quad \text { a.s. }
\end{aligned}
$$

for all compact sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67) in the relative topology.
Clearly, all the above considerations can be applied to tackle $\sup _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ for all the directed distances/divergences $\Phi(\cdot):=$ $\Phi_{\mathbf{R}}(\cdot)$ and friends discussed in the above Subsection XI-A

## D. Minimization via Base-Divergence-Method 2

For the non-narrow-sense BS-minimizability under risk, one proceed analogously to the Subsection XI-B, but now alternatively choose the innmin scaled Bregman power divergences $\breve{D} \breve{C}_{\cdot}^{S B D}, \varphi_{\gamma} \cdot\left(\cdot, \mathbf{Q}^{* *}\right)$ as involved base-divergences. Firstly, we approximate — based on the concrete data $\mathbf{y}_{1}^{n}:=\left(y_{1}, \ldots, y_{n}\right)$ and $\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)$ - the corresponding empirical (i.e. concrete-data-dependent) minimum given by

$$
\underline{F M}_{n}^{B S}\left(y_{1}, \ldots, y_{n}\right)=\underline{F M}_{n}^{B S}\left(\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)\right):=\inf _{\mathbb{Q} \in \mathbf{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}(\mathbb{Q})
$$

via an appropriate application of Theorem 55, and end up with

$$
\begin{equation*}
\underline{F M}_{n}^{B S}\left(y_{1}, \ldots, y_{n}\right)=-\lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\mathbb{\square}_{\mathbf{y}_{1}^{n}}}\left[\exp \left(m \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P} \text { Pux }}^{S B D}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}, \mathbf{Q}^{* *}\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right]\right) \tag{153}
\end{equation*}
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67) in the relative topology. Here, in (153) we have employed the random vectors $\boldsymbol{\xi}_{m}^{w} \mathbf{V}$ constructed from an auxiliary deterministic probability vector $\mathbb{P}^{a u x} \in \mathbb{S}_{>0}^{K}$ by - cf. 80)
with $m$ instead of $n$ and blocks $I_{k}^{(m)}$ of sizes $m_{k}:=\left\lfloor m \cdot p_{k}^{a u x}\right\rfloor(k=1, \ldots, K-1)$ and $m_{K}:=m-\sum_{k=1}^{K-1} m_{k}$ instead of $n_{k}, n_{K}$ -

$$
\boldsymbol{\xi}_{m}^{w \mathbf{V}}:= \begin{cases}\left(\frac{\sum_{i \in I_{1}^{(m)}} V_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(m)}} V_{i}}, \ldots, \frac{\sum_{i \in I_{K}^{(m)}} V_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(m)}} V_{i}}\right), & \text { if } \sum_{j=1}^{m} V_{j} \neq 0  \tag{154}\\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{m} V_{j}=0\end{cases}
$$

moreover, $\left(V_{i}\right)_{i \in \mathbb{N}}$ and $\left(Y_{i}\right)_{i \in \mathbb{N}}$ are supposed to be independen ${ }^{26}$ In accordance with Remark 70 the involved IPaux may also depend on the deterministic data sequence $\mathbf{y}_{1}^{n}$; for the special case $\mathbb{P}^{a u x}:=\mathbb{P}_{n}^{e m p}\left(\mathbf{y}_{1}^{n}\right)$, we obtain $\boldsymbol{\xi}_{m}^{w \mathbf{V}}=\boldsymbol{\xi}_{n, m, \mathbf{y}}^{w \mathbf{V}}$ (cf. (136) respectively (137). Based on (153), one can (for fixed $n$ ) approximate the corresponding empirical minimum by

$$
-\frac{1}{m} \log \left(\mathbb{E}_{\mathbb{\nabla}_{\mathbf{y}_{1}^{n}}}\left[\exp \left(m \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}^{a u x}}^{S B D}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}, \mathbf{Q}^{* *}\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right)\right) \cdot 1_{\mathbf{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right]\right) \approx \inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}(\mathbb{Q})
$$

for large $m$. Certainly, from (153) we can straightforwardly deduce for the random sample $\mathbf{Y}_{1}^{n}=\left(Y_{1}, \ldots, Y_{n}\right)$

$$
\begin{equation*}
\underline{F M}_{n}^{B S}\left(Y_{1}, \ldots, Y_{n}\right)=-\lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\mathbb{M}_{1}^{n}}\left[\exp \left(m \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mid \mathbb{P} a u x}^{S B D}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}, \mathbf{Q}^{* *}\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right]\right) \tag{155}
\end{equation*}
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67) in the relative topology; also the Remark 70 carries over correspondingly.

Based on 155), one can (for fixed $n$ ) approximate the corresponding sample-dependent minimum by

$$
\begin{equation*}
-\frac{1}{m} \log \left(\mathbb{E}_{\prod_{\mathbf{Y}_{1}^{n}}}\left[\exp \left(m \cdot\left(\breve{D_{\widetilde{c}}^{S} \cdot \varphi_{\gamma}, \mathbb{P}^{a u x}} \underset{m}{S B D}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}, \mathbf{Q}^{* *}\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right]\right) \approx \inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q}) \tag{156}
\end{equation*}
$$

for large $m$.
Finally, in the spirit of Subsection IX-C, by combining (143), (155), (142) and (129) with $\mathbf{R}_{n}:=\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)$, it is possible under appropriate analytic conditions - to obtain the following coherence/consistency result

$$
\begin{aligned}
& \Phi_{\mathbf{R}}(\boldsymbol{\Omega}):=\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}}(\mathbb{Q})=\lim _{n \rightarrow \infty} \underline{F M}_{n}^{B S}\left(Y_{1}, \ldots, Y_{n}\right) \\
& \quad=-\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\mathbb{\Pi}_{1}^{n}}\left[\exp \left(m \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}^{\text {aux }}}^{S B B D}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}, \mathbf{Q}^{* *}\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right]\right) \quad \text { a.s. }
\end{aligned}
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67) in the relative topology.
Clearly, all the above considerations can be applied to tackle $\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ for all the directed distances/divergences $\Phi(\cdot):=$ $\Phi_{\mathbf{R}}(\cdot)$ and friends discussed in the above Subsection XI-A

## E. Maximization via Base-Divergence-Method 2

For the non-narrow-sense BS-maximizability under risk, one can proceed analogously to the previous Subsection XI-D, and approximate - based on concrete data $\mathbf{y}_{1}^{n}=\left(y_{1}, \ldots, y_{n}\right)$ from the samples $\mathbf{Y}_{1}^{n}=\left(Y_{1}, \ldots, Y_{n}\right)$ satisfying (142) - the unknown-parameter-carrying function

$$
\Phi_{\mathbf{R}}(\boldsymbol{\Omega}):=\sup _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}}(\mathbb{Q}) \quad(\text { cf. } 148)
$$

by the empirical (i.e. concrete-data-dependent) maximum

$$
\overline{F M}_{n}^{B S}\left(y_{1}, \ldots, y_{n}\right)=\overline{F M}_{n}^{B S}\left(\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)\right):=\sup _{\mathbb{Q} \in \mathbf{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}(\mathbb{Q})
$$

via an appropriate application of Theorem 58, and end up with

$$
\begin{equation*}
\left.\overline{F M}_{n}^{B S}\left(y_{1}, \ldots, y_{n}\right)=\lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\mathbb{m}_{1}^{n}}\left[\exp \left(m \cdot\left(\breve{D} \breve{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}^{a u x}}, \boldsymbol{\xi}_{m}^{w B D}, \mathbf{Q}^{* *}\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right]\right) \tag{157}
\end{equation*}
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67) in the relative topology; in accordance with Remark 70, the involved $\mathbb{P}^{\text {aux }}$ may also depend on the deterministic data sequence $\mathbf{y}_{1}^{n}$; for the special case $\mathbb{P}^{\text {aux }}:=\mathbb{P}_{n}^{\text {emp }}\left(\mathbf{y}_{1}^{n}\right)$, we obtain $\boldsymbol{\xi}_{m}^{w \mathbf{V}}=\boldsymbol{\xi}_{n, m, \mathbf{y}}^{w \mathbf{V}}$ (cf. 136) respectively (137). Based on (157), one can (for fixed $n$ ) approximate the corresponding empirical maximum by

[^15]for large $m$. Clearly, from (157) we can immediately derive for the random sample $\mathbf{Y}_{1}^{n}=\left(Y_{1}, \ldots, Y_{n}\right)$
\[

$$
\begin{equation*}
\overline{F M}_{n}^{B S}\left(Y_{1}, \ldots, Y_{n}\right)=\lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\mathbb{Y}_{1}^{n}}\left[\exp \left(m \cdot\left(\breve{D}_{\widetilde{C} \cdot \varphi_{\gamma}, \mathbb{P}^{a u x}}^{S B D}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}, \mathbf{Q}^{* *}\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right)\right) \cdot \mathbf{1}_{\mathbb{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right]\right) \tag{158}
\end{equation*}
$$

\]

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67) in the relative topology; also the Remark 70 carries over correspondingly.

Based on (158), one can (for fixed $n$ ) approximate the corresponding sample-dependent maximum by

$$
\begin{equation*}
\frac{1}{m} \log \left(\mathbb{E}_{\mathbb{Y}_{1}^{n}}\left[\exp \left(m \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}^{a u x}}^{S B D}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}, \mathbf{Q}^{* *}\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right)\right) \cdot 1_{\mathbf{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right]\right) \approx \sup _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q}) \tag{159}
\end{equation*}
$$

for large $m$.
In the spirit of Subsection IX-C, by combining (149, 158, 142) and 129 with $\mathbf{R}_{n}:=\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)$, it is possible - under appropriate analytic conditions - to obtain the following coherence/consistency result

$$
\begin{aligned}
& \Phi_{\mathbf{R}}(\boldsymbol{\Omega}):=\sup _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}}(\mathbb{Q})=\lim _{n \rightarrow \infty} \overline{F M}_{n}^{B S}\left(Y_{1}, \ldots, Y_{n}\right) \\
& \quad=\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\mathbb{T}_{1}^{n}}\left[\exp \left(m \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}^{a u x}}^{S B D}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}, \mathbf{Q}^{* *}\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right)\right) \cdot 1_{\mathbf{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right]\right) \quad \text { a.s. }
\end{aligned}
$$

for all sets $\boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ ) satisfying the regularity properties 67).
Clearly, all the above considerations can be applied to tackle $\sup _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ for all the directed distances/divergences $\Phi(\cdot):=$ $\Phi_{\mathbf{R}}(\cdot)$ and friends discussed in the above Subsection XI-A

## XII. Bare-Simulation Estimators For General Deterministic Divergence-Optimization-Problems

Recall that we are interested in the constrained optimization of the continuous distance-connected functions $\boldsymbol{\Omega} \ni \mathbf{Q} \mapsto \Phi(\mathbf{Q})$ in the above-mentioned cases (D1) to (D8) of Subsection V-A, and beyond (e.g. $\Phi(\cdot):=D_{\breve{\varphi}}(\cdot, \stackrel{\mathbf{P}}{)}$ ) may be a $\breve{\varphi}$-divergence with pregiven $\breve{\mathbf{P}}$ and $\breve{\varphi}$, cf. Remark 23 (iii)). In this section, we consider constraint sets $\Omega \in \mathbb{R}^{K}$ with regularity properties (6) such that the function $\Phi(\cdot)$ possesses a (not necessarily unique) minimizer; for this, we construct naive estimators as well as speed-up estimators (approximations) of the minimum value $\inf _{\mathbf{Q} \in \Omega} \Phi(\mathbf{Q})=\min _{\mathbf{Q} \in \Omega} \Phi(\mathbf{Q})$ and of the corresponding (set of) minimizers $\arg \inf _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\arg \min _{\mathbf{Q} \in \Omega} \Phi(\mathbf{Q})$. The case of maximum values and maximizers will be treated analogously. We mainly focus on compact sets $\boldsymbol{\Omega}$ but also discuss some relaxations thereof.

## A. Naive estimators of min and argmin - Base-Divergence-Method 1, compact case

Recall that from Theorem 22, a) we obtain for any continuous function $\Phi: \Omega \mapsto \mathbb{R}$ on a compact set $\Omega \subset \mathbb{R}^{K}$ with (6) the assertion

$$
\begin{equation*}
\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\square}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right) \tag{160}
\end{equation*}
$$

where $M_{\mathbf{P}}=\sum_{i=1}^{K} p_{i}>0$ and

$$
\begin{equation*}
\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}:=\left(\frac{1}{n} \sum_{i \in I_{1}^{(n)}} \widetilde{W}_{i}, \ldots, \frac{1}{n} \sum_{i \in I_{K}^{(n)}} \widetilde{W}_{i}\right) \tag{cf.13}
\end{equation*}
$$

is constructed from a sequence $\widetilde{W}:=\left(\widetilde{W}_{i}\right)_{i \in \mathbb{N}}$ of random variables, where the $\widetilde{W}_{i}$ 's are i.i.d. copies of the random variable $\widetilde{W}$ whose distribution is $\llbracket[\widetilde{W} \in \cdot]=\widetilde{\mathbb{}}[\cdot]$ being attributed to the divergence generator $\widetilde{\varphi}:=M_{\mathbf{P}} \cdot \varphi \in \widetilde{\Upsilon}(] a, b[)$ by the representability (9). Within such a set-up, we thus obtain for large $n \in \mathbb{N}$ (cf. (160p) the approximation

$$
\begin{equation*}
\Phi(\boldsymbol{\Omega}):=\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \approx-\frac{1}{n} \log \left(\mathbb{E}_{\llbracket}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right) \tag{161}
\end{equation*}
$$

and hence for getting an estimator of the minimum value $\Phi(\boldsymbol{\Omega})$ one can estimate the right-hand side of (161). To achieve this, for the rest of this section we assume that $n$ is chosen such that all $n \cdot \frac{p_{k}}{M_{\mathrm{P}}}$ are integers (and hence, $n=\sum_{k=1}^{K} n_{k}$ with $n_{k}=n \cdot \frac{p_{k}}{M_{\mathrm{P}}}$ ) - the remaining case works analogously. Extending the lines of Broniatowski \& Stummer [1] (who deal with the narrow-sense BS minimizability), a corresponding naive (crude) estimator can be constructed by

$$
\begin{equation*}
\widehat{\Phi(\boldsymbol{\Omega})_{n, L}^{\text {naive }, 1}}:=-\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}\right) \tag{162}
\end{equation*}
$$

where we simulate independently $L$ copies $\widetilde{\mathbf{W}}^{(1)}, \ldots, \widetilde{\mathbf{W}}^{(L)}$ of the vector $\widetilde{\mathbf{W}}:=\left(\widetilde{W}_{1}, \ldots, \widetilde{W}_{n}\right)$ with independent entries under $\widetilde{\mathfrak{\zeta}}$, and compute each of $\boldsymbol{\xi}_{n} \widetilde{\mathbf{W}}^{(1)}, \ldots, \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(L)}}$ according to (13). Clearly, with the help of the strong law of large numbers we get with $\widehat{\Phi(\boldsymbol{\Omega})}{ }_{n, \infty}^{\text {naive }, 1}:=\lim _{L \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})_{n, L}}$ naive,1 the following assertion:

Proposition 71:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})}_{n, \infty}^{\text {naive, } 1}=\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})}_{n, L}^{\text {naive, } 1}=\Phi(\boldsymbol{\Omega}) \quad \text { a.s. } \tag{163}
\end{equation*}
$$

As the corresponding very natural naive (crude) estimator of the minimizer-set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$, we take

$$
\begin{equation*}
\underset{\mathbf{Q} \in \boldsymbol{\Omega}}{\operatorname{argmin} \Phi}(\mathbf{Q})_{n, L}^{\text {naive, } 1}:=\underset{\boldsymbol{\nu} \in \mathcal{W}_{n, L}}{\operatorname{argmin}} \Phi(\boldsymbol{\nu}) \tag{164}
\end{equation*}
$$

where $\mathcal{W}_{n, L}:=\left\{M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}: \ell \in\{1, \ldots, L\}\right\} \cap \boldsymbol{\Omega}$. In other words, as a corresponding naive (crude) estimator of the (not necessarily unique) element $\mathbf{Q}^{*}$ of the minimizer-set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbf{Q} \in \Omega} \Phi(\mathbf{Q})$, we take the (not necessarily unique) element $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{L, *}}$ of the set $\left\{M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}: \ell \in\{1, \ldots, L\}\right\}$ such that $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{L, *}} \in \boldsymbol{\Omega}$ and

$$
\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \widetilde{\mathbf{W}}^{L, *}\right) \leq \Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \widetilde{\mathbf{W}}^{(\ell)}\right) \quad \text { for all } \ell=1, \ldots, L \text { for which } M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}} \text { belongs to } \boldsymbol{\Omega}
$$

In short, $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{L, *}}$ minimizes $\Phi(\cdot)$ amongst all values $M_{\mathbf{P}} \cdot \widetilde{\boldsymbol{\xi}}_{n} \widetilde{\mathbf{W}}^{(\ell)}$ at hand which fall into $\boldsymbol{\Omega}$. For large enough $n \in \mathbb{N}$ and $L \in \mathbb{N}$, such $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbb{W}}^{L, *}}$ exists since $\Omega$ has non-void interior, by assumption (6). We prove that if $L$ and $n$ tend to infinity, then $M_{\mathbf{P}} \cdot \widetilde{\boldsymbol{\xi}}_{n} \widetilde{\mathrm{~W}}^{L, *}$ concentrates to the above-mentioned set $\mathcal{Q}^{*}$ of minimizers of $\Phi(\cdot)$ on $\boldsymbol{\Omega}$. As usual in similar procedures, $L$ is assumed to be large enough in order to justify some approximation for fixed $n$, typically the substitution of empirical means by expectations, since $L$ is at disposal.
Next we show that $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \widetilde{\mathbf{W}}^{L, *}$ is a proxy minimizer of $\Phi(\cdot)$ on $\boldsymbol{\Omega}$, by proving the following
Proposition 72: There holds

$$
\begin{equation*}
\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \leq \Phi\left(M_{\mathbf{P}} \cdot \widetilde{\boldsymbol{\xi}}_{n}^{L, *}\right) \leq{\widehat{\Phi(\boldsymbol{\Omega})_{n, \infty}}}^{\text {naive }, 1}+o_{\Pi}(1) \tag{165}
\end{equation*}
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $n \rightarrow \infty$ under the distribution $\rrbracket$ (recall that $\square\left[\left(\widetilde{W}_{1}, \ldots, \widetilde{W}_{n}\right) \in \cdot\right]=\widetilde{\natural}^{\otimes n}[\cdot]$ ).
The proof of Proposition 72 is given in Appendix A below.
Remark 73: In the current set-up of compact $\boldsymbol{\Omega}$ with (6), by taking the special case $\Phi(\mathbf{Q}):=D_{\varphi}(\mathbf{Q}, \mathbf{P})$ we obtain the naive BS-estimator $\widehat{D_{\varphi}(\boldsymbol{\Omega}, \mathbf{P})_{n, L}^{n a i v e, 1}}$ of the minimum value $\min _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbf{P})$ given in Broniatowski \& Stummer [1]. In the latter paper, we had left the open gap of constructing a naive BS -estimator of the corresponding minimizer $\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbf{P})$, which we have now filled/resolved by taking the corresponding special case $\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbf{P})_{n, L}^{\text {naive, } 1}$ of (164) (for a speed-up version thereof see $\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}} \widehat{D}_{\varphi}(\mathbf{Q}, \mathbf{P})_{n, L}^{\text {speedup }, 1}$ of 177 below).

Proposition 74: In the above set-up, one has

$$
\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi\left(\underset{\mathbf{Q} \in \boldsymbol{\Omega}}{ } \widehat{\underset{n, L}{\operatorname{argmin}} \Phi}(\mathbf{Q})^{\text {naive, } 1}\right)=\Phi(\boldsymbol{\Omega}) \quad \text { a.s. }
$$

and thus the quantity $\Phi\left(\underset{\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}}}{ } \Phi(\mathbf{Q})_{n, L}^{\text {naive, } 1}\right)$ is a natural alternative to the estimate $\widehat{\Phi(\boldsymbol{\Omega})_{n, L}^{\text {naive, } 1} \text { given in } 162 \text {. }}$

## B. Naive estimators of max and argmax - Base-Divergence-Method 1, compact case

In the set-up of compact $\Omega$ with (6), we can treat the maximizing problem completely analogously to the method in the previous Subsection XII-A Indeed, by employing Theorem 32(a) instead of Theorem 22(a) we construct the naive BS-estimator

$$
\begin{equation*}
{\widehat{\Phi(\boldsymbol{\Omega}})_{n, L}^{\text {naive }, 1}}:=\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}, \mathbf{P}\right)+\Phi\left(M_{\mathbf{P}} \cdot \widetilde{\boldsymbol{\xi}}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}\right) \tag{166}
\end{equation*}
$$

of the maximum value $\Phi(\boldsymbol{\Omega}):=\max _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$; for this, we get

$$
\lim _{n \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})}_{n, \infty}^{\text {naive }, 1}=\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})}_{n, L}^{\text {naive, } 1}=\Phi(\boldsymbol{\Omega}) \quad \text { a.s. }
$$

instead of (163) (notice the different definition of the involved quantities). As the corresponding very natural naive BS-estimator of the maximizer $\operatorname{argmax}_{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ we take

$$
\underset{\mathbf{Q} \in \boldsymbol{\Omega}}{\underset{\operatorname{argmax}}{ } \Phi}(\mathbf{Q})_{n, L}^{\text {naive }, 1}:=\underset{\boldsymbol{\nu} \in \mathcal{W}_{n, L}}{\operatorname{argmax}} \Phi(\boldsymbol{\nu})
$$

instead of (164); in short, we take any $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{L, *}}$ which maximizes $\Phi(\cdot)$ amongst all values $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}$ at hand which fall into $\Omega$. For this, we obtain - instead of (165) - the assertion

$$
\max _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \geq \Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{L, *}}\right) \geq{\widehat{\Phi(\boldsymbol{\Omega}})_{n, \infty}^{\text {naive, } 1}-o_{\Pi}(1) .}
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $n \rightarrow \infty$ under the distribution $\llbracket$. Hence, as $L$ and $n$ tend to infinity, $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{L, *}$ concentrates to the set of maximizers of $\Phi(\cdot)$ on $\boldsymbol{\Omega}$.

Proposition 75: In the above set-up, one has

$$
\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi\left(\underset{\mathbf{Q} \in \boldsymbol{\Omega}}{\underset{\operatorname{argmax}}{ } \Phi}(\mathbf{Q})_{n, L}^{\text {naive,1 }}\right)=\Phi(\boldsymbol{\Omega}) \quad \text { a.s. }
$$

and thus the quantity $\Phi\left(\widehat{\operatorname{argmax}} \widehat{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})_{n, L}^{\text {naive,1 }}\right)$ is a natural alternative to the estimate $\widehat{\Phi(\boldsymbol{\Omega})_{n, L}^{\text {naive, } 1} \text { given in } \mathbf{1 6 6} \text {. }}$

## C. Naive estimators - Base-Divergence-Method 1, non-compact case

Suppose that we are in the set-up of Theorem 22 b), which particularly means that $\Omega \subset \mathbb{R}^{K}$ is not necessarily compact but satisfies (6) and (8), and that $\Phi: \Omega \mapsto \mathbb{R}$ is a continuous function which satisfies the lower-bound condition (47) (notice that (47) trivially holds for the special case $\Phi(\mathbf{Q}):=D_{\varphi}(\mathbf{Q}, \mathbf{P})$, or if $\boldsymbol{\Omega}$ is bounded but not necessarily closed). Additionally, let us now assume that the minimum value is achieved, i.e. $\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\Phi\left(\mathbf{Q}_{\text {min }}\right)$ for some (not necessarily unique) point $\mathbf{Q}_{\min } \in \boldsymbol{\Omega}$, and that the corresponding set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbf{Q} \in \Omega} \Phi(\mathbf{Q})$ of minimizers is covered by a compact set $\mathbf{B} \in \mathbb{R}^{K}$ (e.g. we take $\mathbf{B}:=\operatorname{cl}(\boldsymbol{\Omega})$ in case that $\boldsymbol{\Omega}$ is bounded but not necessarily closed). In such a context, we can proceed as in Subsection XII-A by replacing $\boldsymbol{\Omega}$ with $\boldsymbol{\Omega} \cap \mathbf{B}$. The analogous procedure applies to the maximization problem, by proceeding as in Subsection XII-B by replacing $\boldsymbol{\Omega}$ with $\boldsymbol{\Omega} \cap \mathbf{B}$.

## D. Naive estimators of min and argmin - Base-Divergence-Method 2, compact case

In the above Subsections XII-A, XII-B, XII-C, in order to optimize $\Phi(\cdot)$ we have chosen an appropriate $\varphi$-divergence $D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)$ as the so-called base divergence (cf. Theorem 22 and Theorem 32 ; we have referred to this choice as Base-Divergence-Method 1. However, as can be seen from the alternative Theorem 30 and Theorem 34, for the optimization of the same $\Phi(\cdot)$ we can also choose - as Base-Divergence-Method 2 - as base divergence an appropriate scaled Bregman distance $D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}, \mathbf{Q}^{* *}\right)$ (cf. (23)), where $\mathbf{Q}^{* *} \in \mathbb{R}^{K} N E E D N O T$ be in $\Omega$; for instance, if the goal is to optimize $\mathbf{Q} \mapsto \Phi(\mathbf{Q}):=D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ for application-context-specific $\mathbf{Q}^{* *} \notin \boldsymbol{\Omega}$, the use of the base-divergence $D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}}\right.$. $\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}, \mathbf{Q}^{* *}$ ) appears naturally (as a side remark, recall that separable ordinary Bregman distances are subsumed as special cases $D_{\varphi}^{O B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right):=D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ with $\left.\mathbf{P}:=\mathbf{1}=(1, \ldots, 1)\right)$.

Remark 76: As will be seen in Subsection XII-G below, if we can freely choose $\mathbf{Q}^{* *} \in \operatorname{int}(\boldsymbol{\Omega})$ in an appropriate way, then we shall end up with improved/speed-up estimator versions of the above-mentioned naive extimators of Base-Divergence-Method 1.

However, let us start with the general case of any fixed $\mathbf{Q}^{* *} \in \mathbb{R}^{K}$ and any fixed $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ (with $M_{\mathbf{P}}=\sum_{i=1}^{K} p_{i}>0$ ) satisfying

$$
\left.t_{k}^{* *}:=\frac{q_{k}^{* *}}{p_{k}} \in\right] t_{-}^{s c}, t_{+}^{s c}[\quad \text { for all } k=1, \ldots, K \quad \text { (cf. 21) })
$$

In such a setup, recall from Theorem 30 a) that we have obtained for any continuous function $\Phi: \boldsymbol{\Omega} \mapsto \mathbb{R}$ on a compact set $\boldsymbol{\Omega} \subset \mathbb{R}^{K}$ with (6) the assertion

$$
\begin{equation*}
\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\mathbb{\Omega}}\left[\exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}, \mathbf{Q}^{* *}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \tilde{\mathbf{V}}^{\prime}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \tilde{\mathbf{V}}^{\prime}\right)\right]\right) \tag{167}
\end{equation*}
$$

by the following construction: in terms of the notations $n_{k}:=\left\lfloor n \cdot \widetilde{p}_{k}\right\rfloor(k \in\{1, \ldots, K-1\}), n_{K}:=n-\sum_{k=1}^{K-1} n_{k}$ (recall (12),

$$
I_{1}^{(n)}:=\left\{1, \ldots, n_{1}\right\}, \quad I_{2}^{(n)}:=\left\{n_{1}+1, \ldots, n_{1}+n_{2}\right\}, \quad \ldots, \quad I_{K}^{(n)}:=\left\{\sum_{k=1}^{K-1} n_{k}+1, \ldots, n\right\}, \quad \operatorname{card}\left(I_{k}^{(n)}\right)=n_{k}
$$

$$
\begin{align*}
\widetilde{\mathbf{V}}:=\widetilde{\mathbf{V}}_{n}:=\left(\widetilde{V}_{1}, \ldots, \widetilde{V}_{n}\right) & =\left(\widetilde{V}_{1}, \ldots, \widetilde{V}_{n_{1}}, \widetilde{V}_{n_{1}+1}, \ldots, \widetilde{V}_{n_{1}+n_{2}}, \ldots, \widetilde{V}_{\sum_{k=1}^{K-1} n_{k}+1}, \ldots, \widetilde{V}_{n}\right)  \tag{cf.25}\\
& \xi_{n}^{\tilde{\mathrm{V}}}:=\left(\frac{1}{n} \sum_{i \in I_{1}^{(n)}} \widetilde{V}_{i}, \ldots, \frac{1}{n} \sum_{i \in I_{K}^{(n)}} \widetilde{V}_{i}\right) \quad \text { (cf. (27)), }
\end{align*}
$$

we have employed - independently for each $k \in\{1, \ldots, K\}-n_{k}$ i.i.d. random variables $\widetilde{V}_{i}, i \in I_{k}^{(n)}$, with common distribution $\Pi\left[\widetilde{V}_{i} \in \cdot\right]=\widetilde{U}_{k}[\cdot]\left(i \in I_{k}^{(n)}\right)$ given by

$$
\begin{equation*}
d \widetilde{U}_{k}(v):=\frac{\exp \left(\tau_{k} \cdot v\right)}{M G F_{\widetilde{\S}}\left(\tau_{k}\right)} \widetilde{d}(v), \tag{26}
\end{equation*}
$$

with $\tau_{k}:=M_{\mathbf{P}} \cdot \varphi^{\prime}\left(\frac{\tilde{q}_{k}^{* *}}{\tilde{p}_{k}}\right)=M_{\mathbf{P}} \cdot \varphi^{\prime}\left(\frac{q_{k}^{* *}}{p_{k}}\right)$. Recall (cf. the lines right below (27)) that $\mathbb{E}_{\pi}\left[\tilde{\xi}_{n}^{\tilde{\mathbf{V}}}\right]=\left(\frac{\left\lfloor n \cdot \tilde{p}_{1}\right\rfloor}{n \cdot \tilde{p}_{1}} \cdot \widetilde{q}_{1}^{* *}, \ldots, \frac{\left\lfloor n \cdot \tilde{\mathcal{F}}_{K-1}\right\rfloor}{n \cdot \tilde{p}_{K-1}} \cdot \widetilde{q}_{K-1}^{* *}, \frac{n-\sum_{i=1}^{K-1}\left\lfloor n \cdot \tilde{p}_{i}\right\rfloor}{n \cdot \tilde{p}_{K}} \cdot \widetilde{q}_{K}^{* *}\right)$ and thus $\lim _{n \rightarrow \infty} \mathbb{E}_{\Pi}\left[\tilde{\boldsymbol{\xi}}_{n}\right]=\widetilde{\mathbf{Q}}^{* *}$ or equivalently $\lim _{n \rightarrow \infty} \mathbb{E}_{\tilde{\pi}}\left[M_{\mathbf{P}} \cdot \xi_{n}^{\tilde{v}}\right]=\mathbf{Q}^{* *}$. Within such a set-up, we thus obtain for large $n \in \mathbb{N}$ (cf. (167)) the approximation

$$
\begin{equation*}
\Phi(\boldsymbol{\Omega}):=\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \approx-\frac{1}{n} \log \left(\mathbb{E}_{\boldsymbol{\Pi}}\left[\exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathrm{V}}}, \mathbf{Q}^{* *}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathrm{V}}}\right)\right)\right) \cdot 1_{\Omega}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathrm{V}}}\right)\right]\right) \tag{168}
\end{equation*}
$$

and hence for getting an estimator of the minimum value $\Phi(\boldsymbol{\Omega})$ one can estimate the right-hand side of 168 . To achieve this, for the rest of this section we assume that $n$ is chosen such that all $n \cdot \frac{p_{k}}{M_{\mathrm{P}}}$ are integers (and hence, $n=\sum_{k=1}^{K} n_{k}$ with $n_{k}=n \cdot \frac{p_{k}}{M_{\mathrm{P}}}$ ) - the remaining case works analogously. With this, we construct the corresponding naive estimator for the minimum value $\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ as

$$
\begin{equation*}
\widehat{\Phi(\boldsymbol{\Omega})_{n, L}^{\text {aive }, 2}}:=-\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}, \mathbf{Q}^{* *}\right)-\Phi\left(M_{\mathbf{P}} \cdot \tilde{\xi}_{n}^{\tilde{\mathbf{V}}^{(\ell)}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}\right) \tag{169}
\end{equation*}
$$

where we simulate independently $L$ copies $\widetilde{\mathbf{V}}^{(1)}, \ldots, \widetilde{\mathbf{V}}^{(L)}$ of the random vector $\widetilde{\mathbf{V}}:=\left(\widetilde{V}_{1}, \ldots, \widetilde{V}_{n}\right)$ constructed by the
 large numbers we get with $\widehat{\Phi(\boldsymbol{\Omega})_{n, \infty}^{\text {naive }, 2}}:=\lim _{L \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})_{n, L}}{ }_{n=1}^{n i v e, 2}$ the following assertion:

Proposition 77: Let the assumptions of Theorem 30(a) be satisfied. Then one has

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})}_{n, \infty}^{\text {naive } 2}=\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})}_{n, L}^{\text {naive }, 2}=\Phi(\boldsymbol{\Omega}) \quad \text { a.s. } \tag{170}
\end{equation*}
$$

As the corresponding very natural naive BS-estimator of the minimizer-set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbf{Q} \in \Omega} \Phi(\mathbf{Q})$, we take

$$
\begin{equation*}
\underset{\mathbf{Q} \in \boldsymbol{\Omega}}{ } \widehat{\operatorname{argmin}} \Phi(\mathbf{Q})_{n, L}^{\text {naive }, 2}:=\underset{\boldsymbol{\nu} \in \mathcal{V}_{n, L}}{\operatorname{argmin}} \Phi(\boldsymbol{\nu}) \tag{171}
\end{equation*}
$$

where $\mathcal{V}_{n, L}:=\left\{M_{\mathbf{P}} \cdot \xi_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}: \ell \in\{1, \ldots, L\}\right\} \cap \boldsymbol{\Omega}$. In short, we take as minimizer-estimate the (not necessarily unique) element $M_{\mathbf{P}} \cdot \xi_{n}^{\widetilde{v}_{n}^{L, *}}$ which minimizes $\Phi(\cdot)$ amongst all values $M_{\mathbf{P}} \cdot \tilde{\xi}_{n}^{\left({ }^{(\ell)}\right.}$ at hand which fall into $\Omega$. We prove that if $L$ and $n$ tend to infinity, then $M_{\mathbf{P}} \cdot \widehat{\boldsymbol{\xi}}_{n}^{\widetilde{\mathrm{V}}^{L, *}}$ concentrates to the above-mentioned set $\mathcal{Q}^{*}$ of minimizers of $\Phi(\cdot)$ on $\boldsymbol{\Omega}$. Indeed, we show that $M_{\mathbf{P}} \cdot \xi_{n}^{\widetilde{\mathbf{V}}^{\text {L,* }}}$ is a proxy minimizer of $\Phi(\cdot)$ on $\Omega$, by proving the following

Proposition 78: There holds

$$
\begin{equation*}
\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \leq \Phi\left(M_{\mathbf{P}} \cdot \tilde{\xi}_{n}^{\widetilde{\mathbf{V}}^{L, *}}\right) \leq \widehat{\Phi(\boldsymbol{\Omega})_{n, \infty}^{\text {naive }, 2}}+o_{\Pi}(1) \tag{172}
\end{equation*}
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $n \rightarrow \infty$ under the distribution $\Pi$ (recall that $\left.\llbracket\left[\left(\widetilde{V}_{1}, \ldots, \widetilde{V}_{n}\right) \in \cdot\right]=\bigotimes_{k=1}^{K} \widetilde{U}_{k}^{\otimes n_{k}}[\cdot]\right)$
The proof of Proposition 78 works completely analogous to that of Proposition 72
Remark 79: In the current set-up of compact $\boldsymbol{\Omega}$ with (6), by taking the special case $\Phi(\mathbf{Q}):=D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$ we obtain the
 BS-estimator $\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}} \widehat{D_{\varphi}^{S B} D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)_{n, L}^{\text {naive }, 2}$ of the minimizer(s); recall that the fixed pregiven $\mathbf{Q}^{* *}$ NEED NOT be in $\boldsymbol{\Omega}$ (e.g. in some application-specific contexts). For the special case $\mathbf{P}:=\mathbf{1}=(1, \ldots, 1)$, this leads to the corresponding estimators for the minimum and the minimizer(s) of the separable ordinary Bregman distance $\mathbf{Q} \mapsto D_{\varphi}^{O B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=D_{\varphi, 1}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$.

Proposition 80: In the above set-up, one has

$$
\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi\left(\underset{\mathbf{Q} \in \boldsymbol{\Omega}}{\underset{\operatorname{argmin}}{ } \Phi}(\mathbf{Q})_{n, L}^{\text {naive,2 }}\right)=\Phi(\boldsymbol{\Omega}) \quad \text { a.s. }
$$

and thus the quantity $\Phi\left(\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})_{n, L}^{\text {naive,2 }}\right)$ is a natural alternative to the estimate $\widehat{\Phi(\boldsymbol{\Omega})_{n, L}}$ naive,2 given in (169).

## E. Naive estimators of max and argmax - Base-Divergence-Method 2, compact case

In the set-up of compact $\Omega$ with (6), we can treat the maximizing problem completely analogously to the method in the previous Subsection XII-D. Indeed, by employing Theorem 34(a) instead of Theorem 30 a) we construct the naive BS-estimator

$$
\begin{equation*}
\widehat{\Phi(\boldsymbol{\Omega})_{n, L}^{\text {naive }, 2}}:=\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}, \mathbf{Q}^{* *}\right)+\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{(\ell)}\right), \tag{173}
\end{equation*}
$$

of the maximum value $\Phi(\boldsymbol{\Omega}):=\max _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$; for this, we get

$$
\lim _{n \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})}_{n, \infty}^{\text {naive }, 2}=\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})}_{n, L}^{\text {naive, } 2}=\Phi(\boldsymbol{\Omega}) \quad \text { a.s. }
$$

instead of (170) (notice the different definition of the involved quantities). As the corresponding very natural naive BS-estimator of the maximizer $\operatorname{argmax}_{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ we take

$$
\underset{\mathbf{Q} \in \boldsymbol{\Omega}}{\underset{\operatorname{argmax}}{ } \Phi}(\mathbf{Q})_{n, L}^{\text {naive }, 2}:=\underset{\boldsymbol{\nu} \in \mathcal{V}_{n, L}}{\operatorname{argmax}} \Phi(\boldsymbol{\nu})
$$

instead of 171 ; in short, we take any $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{L, *}}$ which maximizes $\Phi(\cdot)$ amongst all values $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{(\ell)}$ at hand which fall into $\Omega$. For this, we obtain - instead of $\sqrt{172}$ - the assertion

$$
\max _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \geq \Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{L, *}}\right) \geq{\widehat{\Phi(\boldsymbol{\Omega})_{n, \infty}^{n a i v e, 2}}-o_{\Pi}(1)}^{\text {na }}
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $n \rightarrow \infty$ under the distribution $\Pi$. Hence, as $L$ and $n$ tend to infinity, $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \widetilde{\mathbf{n}}^{L, *}$ concentrates to the set of maximizers of $\Phi(\cdot)$ on $\boldsymbol{\Omega}$.

Proposition 81: In the above set-up, one has

$$
\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi\left(\underset{\mathbf{Q} \in \boldsymbol{\Omega}}{\widehat{\operatorname{argmax}} \Phi}(\mathbf{Q})_{n, L}^{\text {naive }, 2}\right)=\Phi(\boldsymbol{\Omega}) \quad \text { a.s. }
$$

and thus the quantity $\Phi\left(\underset{\operatorname{argmax}_{\mathbf{Q} \in \boldsymbol{\Omega}}}{ } \Phi(\mathbf{Q})_{n, L}^{\text {naive }, 2}\right)$ is a natural alternative to the estimate $\widehat{\Phi(\boldsymbol{\Omega})_{n, L}^{\text {naive }, 2} \text { given in (173). }}$

## F. Naive estimators - Base-Divergence-Method 2, non-compact case

We can proceed analogously to the Base-Divergence-Method-1-treating Subsection XII-C (e.g. by employing Theorem 30 b)).

## G. Improved/Speed-up estimators of min and argmin - compact case

## G.1) The underlying method

For the sake of brevity, we deal here only with improving/speeding-up the naive estimators given in Subsection XII-A which concerns about estimating the min and argmin of $\Phi(\cdot)$ on a compact constraint set $\boldsymbol{\Omega}$ with (6), via Base-Divergence-Method 1 , by choosing the $\varphi$-divergence $D_{\varphi}(\cdot, \mathbf{P})$ as the so-called base divergence. To start with, recall that

$$
\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\Pi}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right)
$$

which for large $n \in \mathbb{N}$ leads to the approximation

$$
\begin{equation*}
\Phi(\boldsymbol{\Omega}):=\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \approx-\frac{1}{n} \log \left(\mathbb{E}_{\mathbb{\Pi}}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right) \tag{cf.161}
\end{equation*}
$$

Notice that by construction of $\boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}$ (cf. (13)) one has

$$
\mathbb{E}_{\mathbb{\pi}}\left[M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right]=\left(M_{\mathbf{P}} \cdot \frac{\left\lfloor n \cdot \widetilde{p}_{1}\right\rfloor}{n}, \ldots, M_{\mathbf{P}} \cdot \frac{\left\lfloor n \cdot \widetilde{p}_{K-1}\right\rfloor}{n}, M_{\mathbf{P}} \cdot \frac{n-\sum_{i=1}^{K-1}\left\lfloor n \cdot \widetilde{p}_{i}\right\rfloor}{n}\right)
$$

and $\lim _{n \rightarrow \infty} \mathbb{E}_{\square}\left[M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right]=\mathbf{P}$. Since typically $\mathbf{P} \notin \boldsymbol{\Omega}$, the method of Subsection XII-A can be time costly (relative to the employed computer-power), since the runtime which is required in order to obtain some accuracy while estimating - via $\widehat{\Phi(\boldsymbol{\Omega})_{n, L}^{\text {naive }, 1}}$ given in 162 - the expectation (cf. 161 )

$$
\mathbb{E}_{\mathbb{M}}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right)\right) \cdot 1_{\Omega}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]
$$

depends on the hit rate of the set $\boldsymbol{\Omega}$ by the replicates/copies $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}$ of the random vector $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}$. We thus may substitute $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \widetilde{\mathbf{W}}^{(\ell)}$ by the replicates/copies $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\mathbf{V}^{(\ell)}}$ of some new random vector $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}$ whose visits in $\boldsymbol{\Omega}$ will be much more frequent. For instance, we may have the goal that the new replication mean $\mathbb{E}_{\pi}\left[M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \widetilde{\mathbf{V}}^{(\ell)}\right]$ should be equal to some point $\mathbf{Q}^{*}$ which lies in the interior $\operatorname{int}(\boldsymbol{\Omega})$ of $\boldsymbol{\Omega}$; for pregiven $\mathbf{P} \in \mathbb{R}_{>0}^{K}$, such a vector $\mathbf{Q}^{*}$ may be either pregiven (e.g. by the nature of the application context) or it may be simulatively achieved by e.g. proxy method 1 or proxy method 2 of Subsection X-A of Broniatowski \& Stummer [1].
One comfortable way to achieve from $\mathbf{Q}^{*} \in \operatorname{int}(\boldsymbol{\Omega})$ the above-mentioned desired construction $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \widetilde{\mathbf{V}}^{(\ell)}$, is to employ (25), (26) and 27) with the special choice $\mathbf{Q}^{* *}:=\mathbf{Q}^{*}$ (under the assumption 21), and accordingly obtain from Theorem 30, a) the limit assertion

$$
\begin{equation*}
\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\Pi}\left[\exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}, \mathbf{Q}^{*}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \tilde{\mathbf{V}}^{\prime}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}\right)\right]\right) \tag{174}
\end{equation*}
$$

Notice that (cf. the lines right below 27) with $\mathbf{Q}^{* *}:=\mathbf{Q}^{*}$ )

$$
\begin{aligned}
\mathbb{E}_{\mathbb{I}}\left[M_{\mathbf{P}} \cdot \boldsymbol{\boldsymbol { \xi } _ { n } \widetilde { \mathbf { V } } ]}\right. & =\left(M_{\mathbf{P}} \cdot \frac{\left\lfloor n \cdot \widetilde{p}_{1}\right\rfloor}{n \cdot \widetilde{p}_{1}} \cdot \widetilde{q}_{1}^{*}, \ldots, M_{\mathbf{P}} \cdot \frac{\left\lfloor n \cdot \widetilde{p}_{K-1}\right\rfloor}{n \cdot \widetilde{p}_{K-1}} \cdot \widetilde{q}_{K-1}^{*}, M_{\mathbf{P}} \cdot \frac{n-\sum_{i=1}^{K-1}\left\lfloor n \cdot \widetilde{p}_{i}\right\rfloor}{n \cdot \widetilde{p}_{K}} \cdot \widetilde{q}_{K}^{*}\right) \\
& =\left(\frac{\left\lfloor n \cdot \widetilde{p}_{1}\right\rfloor}{n \cdot \widetilde{p}_{1}} \cdot q_{1}^{*}, \ldots, \frac{\left\lfloor n \cdot \widetilde{p}_{K-1}\right\rfloor}{n \cdot \widetilde{p}_{K-1}} \cdot q_{K-1}^{*}, \frac{n-\sum_{i=1}^{K-1}\left\lfloor n \cdot \widetilde{p}_{i}\right\rfloor}{n \cdot \widetilde{p}_{K}} \cdot q_{K}^{*}\right)
\end{aligned}
$$

which lies in $\operatorname{int}(\boldsymbol{\Omega})$ for large enough $n$; moreover, $\lim _{n \rightarrow \infty} \mathbb{E}_{\mathbb{M}}\left[M_{\mathbf{P}} \cdot \boldsymbol{\boldsymbol { \xi } _ { n }}\right]=\mathbf{Q}^{*}$. Within such a set-up, we thus obtain for large $n \in \mathbb{N}$ the approximation

$$
\begin{equation*}
\Phi(\boldsymbol{\Omega}):=\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \approx-\frac{1}{n} \log \left(\mathbb{E}_{\Pi}\left[\exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}, \mathbf{Q}^{*}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right)\right]\right) \tag{175}
\end{equation*}
$$

and hence for getting an estimator of the minimum value $\Phi(\boldsymbol{\Omega})$ one can estimate the involved expectation

$$
\mathbb{E}_{\Pi}\left[\exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}, \mathbf{Q}^{*}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}\right)\right)\right) \cdot \mathbf{1}_{\Omega}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \tilde{\mathbf{V}}^{\prime}\right)\right]
$$

with higher hit rate than above. Indeed, we proceed analogously to Subsection XII-D (with $\mathbf{Q}^{* *}:=\mathbf{Q}^{*}$ ), assume that $n$ is chosen such that all $n \cdot \frac{p_{k}}{M_{\mathrm{P}}}$ are integers (and hence, $n=\sum_{k=1}^{K} n_{k}$ with $n_{k}=n \cdot \frac{p_{k}}{M_{\mathrm{P}}}$; the remaining case works analogously) and construct the corresponding speed-up BS-estimator for the minimum value $\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ as

$$
\begin{equation*}
\widehat{\Phi(\boldsymbol{\Omega})}_{n, L}^{\text {speedup }, 1}:=-\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}, \mathbf{Q}^{*}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}\right) ; \tag{176}
\end{equation*}
$$

notice the difference to the naive estimator $\widehat{\Phi(\boldsymbol{\Omega})_{n, L}}{ }^{\text {naive }, 2}$ for the minimum value $\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ given in 169 : due to the different nature of $\mathbf{Q}^{*}$ and $\mathbf{Q}^{* *}$, the construction of $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{(\ell)}$ in 176 typically hits $\boldsymbol{\Omega}$ more often than the construction of $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{(\ell)}$ in $\left(\overline{169)}\right.$ does. From the corresponding special case of Subsection XII-D we obtain with $\widehat{\Phi(\boldsymbol{\Omega})_{n, \infty}^{\text {speedup }, 1}:=}$ $\lim _{L \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})_{n, L}}$ speedup,1 the following assertion:

Proposition 82: Let the assumptions of Theorem 30(a) be satisfied (with $\mathbf{Q}^{*}$ instead of $\mathbf{Q}^{* *}$ ). Then one has

$$
\lim _{n \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})}_{n, \infty}^{\text {speedup, }}=\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \widehat{\Phi(\boldsymbol{\Omega})}_{n, L}^{\text {speedup,1 }}=\Phi(\boldsymbol{\Omega}) \quad \text { a.s. }
$$

As the corresponding very natural speed-up BS-estimator of the minimizer-set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$, we take

$$
\begin{equation*}
\underset{\mathbf{Q} \in \boldsymbol{\Omega}}{\arg (\mathbf{Q i n}}\left(\mathbf{Q}{ }_{n, L}^{\text {speedup }, 1}:=\underset{\boldsymbol{\nu} \in \mathcal{V}_{n, L}}{\operatorname{argmin}} \Phi(\boldsymbol{\nu})\right. \tag{177}
\end{equation*}
$$

where $\mathcal{V}_{n, L}:=\left\{M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \widetilde{\mathbf{V}}^{(\ell)}: \ell \in\{1, \ldots, L\}\right\} \cap \boldsymbol{\Omega}$. In short, we take as minimizer-estimate the (not necessarily unique) element $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{L, *}$ which minimizes $\Phi(\cdot)$ amongst all values $M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \widetilde{\mathbf{V}}^{(\ell)}$ at hand which fall into $\boldsymbol{\Omega}$. From the corresponding special
case of Subsection XII－D we derive that－as $L$ and $n$ tend to infinity $-M_{\mathbf{P}} \cdot \xi_{n}^{\tilde{\mathrm{V}}^{L, *}}$ concentrates to the above－mentioned set $\mathcal{Q}^{*}$ of minimizers of $\Phi(\cdot)$ on $\boldsymbol{\Omega}$ ；indeed，$M_{\mathbf{P}} \cdot \xi_{n}^{\widetilde{\mathbf{V}}^{L, *}}$ is a proxy minimizer of $\Phi(\cdot)$ on $\boldsymbol{\Omega}$ ，due to the following

Proposition 83：There holds

$$
\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \leq \Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}^{L, *}}\right) \leq{\widehat{\Phi(\boldsymbol{\Omega}})_{n, \infty}^{\text {speedup }, 1}+o_{\Pi}(1)}
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $n \rightarrow \infty$ under the distribution $\rrbracket\left(\right.$ recall that $\left.\Pi\left[\left(\widetilde{V}_{1}, \ldots, \widetilde{V}_{n}\right) \in \cdot\right]=\bigotimes_{k=1}^{K} \widetilde{U}_{k}^{\otimes n_{k}}[\cdot]\right)$ ．
Proposition 84：In the above set－up，one has

$$
\left.\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi \underset{\mathbf{Q} \in \boldsymbol{\Omega}}{ } \underset{(\underset{n, L}{\operatorname{argmin}} \Phi}{(\mathbf{Q})^{\text {speedup }, 1}}\right)=\Phi(\boldsymbol{\Omega}) \quad \text { a.s., }
$$


Analogously to the above investigations，by applying the results of Subsection XII－E to the special choice $\mathbf{Q}^{* *}:=\mathbf{Q}^{*} \in$ $\operatorname{int}(\boldsymbol{\Omega})$ we can also derive improved／speed－up estimators $\widehat{\Phi(\boldsymbol{\Omega})_{n, L}^{\text {speedup }, 1} \text { and } \Phi\left(\operatorname{argmax}_{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})_{n, L}^{\text {speedup }, 1}\right) \text { for } \Phi(\boldsymbol{\Omega}):=, ~={ }^{\text {speedup }, 1}}$ $\max _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ ，as well as $\operatorname{argmax}_{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})_{n, L}^{\text {speedup，} 1}$ for $\operatorname{argmax}_{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ ．For the sake of brevity，the details are omitted．

## G．2）Connections to importance sampling

Usually，the importance－sampling paradigm basically aims for the more accurate simulative estimation of an（say）integral $\int_{\widetilde{\Omega}} \breve{g}(\breve{\mathbf{y}}) \mathrm{d} \breve{\zeta}(\breve{\mathbf{y}})$ represented as

$$
\int_{\breve{\Omega}} \breve{g}(\breve{\mathbf{y}}) \mathrm{d} \breve{\S}(\breve{\mathbf{y}})=\int_{\mathbb{R}^{K}} 1_{\breve{\Omega}}(\breve{\mathbf{y}}) \cdot \breve{g}(\breve{\mathbf{y}}) \mathrm{d} \breve{\S}(\breve{\mathbf{y}})=\mathbb{E}_{\Pi}\left[\breve{g}(\breve{\mathbf{Y}}) \cdot 1_{\breve{\Omega}}(\breve{\mathbf{Y}})\right]
$$

（with distribution $\llbracket[\breve{\mathbf{Y}} \in \cdot]=\breve{\complement}[\cdot]$ ），by simulatively estimating the rewritten integral

$$
\int_{\breve{\Omega}} \breve{g}(\breve{\mathbf{y}}) \mathrm{d} \breve{( }(\breve{\mathbf{y}})=\int_{\mathbb{R}^{K}} 1_{\breve{\Omega}}(\breve{\mathbf{z}}) \cdot \breve{g}(\breve{\mathbf{z}}) \cdot \frac{\mathrm{d} \breve{乌}}{\mathrm{~d} \breve{\mathscr{S}}}(\breve{\mathbf{z}}) \mathrm{d} \breve{S}(\breve{\mathbf{z}})=\mathbb{E}_{\mathbb{\Pi}}\left[\frac{\mathrm{d} \breve{乌}}{\mathrm{~d} \breve{S}}(\breve{\mathbf{Z}}) \cdot \breve{g}(\breve{\mathbf{Z}}) \cdot 1_{\breve{\Omega}}(\breve{\mathbf{Z}})\right]
$$

（with distribution $\square[\check{\mathbf{Z}} \in \cdot]=\breve{\mathbb{S}}[\cdot]$ ），where $\breve{S}$ and thus $\breve{\mathbf{Z}}$ are constructed in a（goal－depending）appropriate manner．To establish some connection with our BS－minimization context，recall that in the above Subsection XII－A we have employed $\square[\widetilde{\mathbf{W}} \in \cdot]=\square\left[\left(\widetilde{W}_{1}, \ldots, \widetilde{W}_{n}\right) \in \cdot\right]=\widetilde{\complement}^{\otimes n}[\cdot]$ and obtained for large $n \in \mathbb{N}$ the approximation

$$
\begin{align*}
\Phi(\boldsymbol{\Omega}):=\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) & \approx-\frac{1}{n} \log \left(\mathbb{E}_{\mathbb{M}}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right) \\
& =-\frac{1}{n} \log \left(\int_{\mathbb{R}^{K}} \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\mathrm{y}}\right) \cdot \exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\mathrm{y}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\mathrm{y}}\right)\right)\right) \mathrm{d} \widetilde{\varrho}^{\otimes n}(\mathbf{y})\right) \tag{178}
\end{align*}
$$

where $\boldsymbol{\xi}_{n}^{\mathrm{y}}:=\left(\frac{1}{n} \sum_{i \in I_{1}^{(n)}} y_{i}, \ldots, \frac{1}{n} \sum_{i \in I_{K}^{(n)}} y_{i}\right)$（analogously to（131）．We can apply the above－mentioned general importance－ sampling procedure to the very special case（amongst many other alternative possibilities）
$\breve{\Omega}:=\boldsymbol{\Omega}, \quad \breve{\mathbf{Y}}:=M_{\mathbf{P}} \cdot \xi_{n}^{\widetilde{\mathbf{W}}}, \quad \breve{g}(\breve{\mathbf{Y}}):=\exp \left(n \cdot\left(D_{\varphi}(\breve{\mathbf{Y}}, \mathbf{P})-\Phi(\breve{\mathbf{Y}})\right)\right), \quad \breve{\varsigma}[\cdot]:=\Pi[\breve{\mathbf{Y}} \in \cdot], \quad \breve{\mathbf{Z}}:=M_{\mathbf{P}} \cdot \xi_{n} \widetilde{\mathbf{V}}, \quad \breve{\mathbb{S}}[\cdot]:=\square[\check{\mathbf{Z}} \in \cdot]$, where we employ－with the same choice $\mathbf{Q}^{* *}:=\mathbf{Q}^{*} \in \operatorname{int}(\boldsymbol{\Omega})$ as in the previous Subsection XII－G 1 ）－the random vector $\widetilde{\mathbf{V}}$ of（25）having distribution $\mathbb{\square}[\widetilde{\mathbf{V}} \in \cdot]=\mathbb{\square}\left[\left(\widetilde{V}_{1}, \ldots, \widetilde{V}_{n}\right) \in \cdot\right]=\bigotimes_{k=1}^{K} \widetilde{U}_{k}^{\otimes n_{k}}[\cdot]$ ，and $\boldsymbol{\xi}_{n} \widetilde{\mathbf{v}}$ of 27$]$ ；accordingly，by rewriting （161）and（178）we end up with the approximation

$$
\begin{align*}
& \Phi(\boldsymbol{\Omega}):=\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \\
& \approx-\frac{1}{n} \log \left(\mathbb{E}_{n}\left[\mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}\right) \cdot \exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}\right)\right)\right) \cdot \frac{\mathrm{d} \check{\mathrm{G}}}{\mathrm{~d} \check{\mathrm{~S}}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathrm{V}}}\right)\right]\right)  \tag{179}\\
& =-\frac{1}{n} \log \left(\int_{\mathbb{R}^{K}} \mathbf{1}_{\Omega}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\mathbf{z}}\right) \cdot \exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\mathbf{z}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\mathbf{z}}\right)\right)\right) \cdot \frac{\mathrm{d} \breve{乌}_{\mathrm{G}}}{\mathrm{~d} \check{S}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\mathbf{z}}\right) \mathrm{d} \bigotimes_{k=1}^{K} \widetilde{U}_{k}^{\otimes n_{k}}(z)\right) .
\end{align*}
$$

Notice that the above－mentioned underlying importance－sampling goal is in our current context the improved hit rate of the set $\boldsymbol{\Omega}$（and this is achieved by construction）．At this point，one may wonder about the connection between the two alternative approximations 179 and

$$
\Phi(\boldsymbol{\Omega}):=\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \approx-\frac{1}{n} \log \left(\mathbb{E}_{\mathbb{m}}\left[\exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \tilde{\mathbf{V}}, \mathbf{Q}^{*}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \tilde{\mathbf{V}}^{\prime}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \tilde{\mathbf{V}}^{\prime}\right)\right]\right)(\text { cf. (175p) }
$$

The corresponding answer is that they essentially coincide：
Proposition 85：Under the assumptions of the Subsections XII－A and XII－G1），if $n \in \mathbb{N}$ is fixed and $\frac{n_{k}}{n}=\widetilde{p}_{k}$ for all $k=1, \ldots, K$ ，then the term in formula $(179$ is equal to the term in formula（175）．

Remark 86：Concerning the above Proposition 85，recall that $\lim _{n \rightarrow \infty} \frac{n_{k}}{n}=\widetilde{p}_{k}$（cf． 12 ）；moreover，if all $\widetilde{p}_{k}(k=1, \ldots, K)$ are rational numbers in $] 0,1\left[\right.$ with $\sum_{k=1}^{K} \widetilde{p}_{k}=1$ and $N$ is the（always existing）smallest integer such that all $N \cdot \widetilde{p}_{k}(k=$ $1, \ldots, K)$ are integers（i．e．$\in \mathbb{N}$ ），then for any multiple $n=\ell \cdot N(\ell \in \mathbb{N})$ one gets that all $n_{k}=n \cdot \widetilde{p}_{k}$ are integers and that $\operatorname{card}\left(I_{K}^{(n)}\right)=n_{K}$.

The proof of Proposition 85 will be given in Appendix A．
For the corresponding importance－sampling estimate of the approximation（179），we take

$$
\begin{align*}
& \widehat{\Phi(\boldsymbol{\Omega})}_{n, L}^{I S, 1}:=-\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} 1_{\Omega}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}\right) \cdot \exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}\right)\right)\right) \cdot \frac{\mathrm{d} \breve{乌}}{\mathrm{~d} \breve{S}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}\right) \\
& =-\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} 1_{\Omega}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}^{(\ell)}}\right) \cdot \exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}^{(\ell)}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}^{(\ell)}}\right)\right)\right) \cdot \prod_{k=1}^{K} I S_{k}\left(\tilde{\mathbf{V}}_{k}^{(\ell)}\right) \tag{180}
\end{align*}
$$

where we simulate independently $L$ copies $\widetilde{\mathbf{V}}^{(1)}, \ldots, \widetilde{\mathbf{V}}^{(L)}$ of the random vector $\widetilde{\mathbf{V}}:=\left(\widetilde{V}_{1}, \ldots, \widetilde{V}_{n}\right)$ constructed by the above－mentioned method，and compute each of $\boldsymbol{\xi}_{n}^{(1)}, \ldots, \boldsymbol{\xi}_{n}^{(L)}$ according to 27）；notice that in 180）we have employed （the $k$－block importance－sampling factor）$\widetilde{I S}_{k}\left(z_{1}, \ldots, z_{n_{k}}\right):=\exp \left(n_{k} \cdot \Lambda_{\tilde{\Omega}}\left(\tau_{k}\right)-\tau_{k} \cdot \sum_{i=1}^{n_{k}} z_{i}\right)$（cf．Subsection X－A of Broniatowski \＆Stummer［1］）．

As can be seen straightforwardly from the above calculations，due to 12 one gets even the limit relation

$$
\begin{align*}
& \Phi(\boldsymbol{\Omega}):=\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \\
& =-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\Pi}\left[1_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right) \cdot \exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right)\right)\right) \cdot \frac{\mathrm{d} \breve{\mathfrak{乌}}}{\mathrm{~d} \check{\mathrm{~S}}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right)\right]\right)  \tag{181}\\
& =-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\square}\left[\operatorname{l}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right) \cdot \exp \left(n \cdot\left(D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}, \mathbf{Q}^{*}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right)\right)\right)\right]\right)
\end{align*}
$$

Summing up things，for an improved estimation of the minimum value $\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ the two above－described approaches are asymptotically equal．However，notice that for the－quite comfortable－essential convergence proofs of the Propositions 82 and 83 （including the treatment of estimates of minimizers）we rely heavily on the use of our newly developed Theorems 16 and 30 ，which put us in position to further proceed completely analogously to the case of naive estimators．

To end up this section，let us mention that as the corresponding very natural importance－sampling BS－estimator of the minimizer－ set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ ，one can take

$$
\underset{\mathbf{Q} \in \boldsymbol{\Omega}}{\operatorname{argmin} \Phi}(\mathbf{Q})_{n, L}^{I S, 1}:=\underset{\boldsymbol{\nu} \in \mathcal{V}_{n, L}}{\operatorname{argmin}} \Phi(\boldsymbol{\nu})
$$

where $\mathcal{V}_{n, L}:=\left\{M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}^{(\ell)}}: \ell \in\{1, \ldots, L\}\right\} \cap \boldsymbol{\Omega}$ ，for which we can prove－due to the equality of（181）and（174）－that the limit behaviour of $\operatorname{argmin}_{\mathbf{Q} \in \Omega} \Phi(\mathbf{Q})_{n, L}^{\text {speedup }}$ carries over．Hence，also the above－mentioned Remark 73 carries over．

## XIII. Bare-Simulation Estimators For General Deterministic Divergence-Optimization-Problems with Constant-Component-Sum Side Constraint

Recall that we are interested in the constrained optimization of the continuous distance-connected functions $\boldsymbol{\Omega} \ni \mathbf{Q} \mapsto \Phi(\mathbf{Q})$ in the above-mentioned cases (D1) to (D8) of Subsection V-A, and beyond (e.g. $\Phi(\cdot):=D_{\breve{\varphi}}(\cdot, \breve{\mathbf{P}})$ may be a $\breve{\varphi}$-divergence with pregiven $\breve{\mathbf{P}}$ and $\breve{\varphi}$, cf. Remark 23 (iii)). Contrary to the previous Section XII, we now involve constraint sets $A \cdot \mathbf{\Omega}$ where $A \in] 0, \infty\left[\right.$ is a pregiven constant and $\mathbb{\Omega} \in \mathbb{S}^{K}$ (respectively $\mathbb{S}_{>0}^{K}$ ); this means that we employ the side constraints $q_{k} \geq 0$ (respectively, $q_{k}>0$ ) for all $k=1, \ldots, K$ as well as $\sum_{k=1}^{K} q_{k}=A$. Clearly, one has $\operatorname{int}(A \cdot \boldsymbol{\Omega})=\emptyset$ in the full topology (cf. Remark 8(b)), and thus we can not apply the estimator-results of Section XII but we need some extra refinements. Those will be worked out in the following, for the context that $A \cdot \Omega$ satisfies the regularity properties $(\sqrt{67)}$ - in the relative topology (!!) - such that the function $\Phi(\cdot)$ possesses a (not necessarily unique) minimizer; for this, we construct naive estimators as well as speed-up estimators (approximations) of the minimum value $\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ and of the corresponding (set of) minimizers $\arg \inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\arg \min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$. The case of maximum values and maximizers will be treated analogously. We mainly focus on compact sets $A \cdot \Omega$ (in the relative toplogy) but also discuss some relaxations thereof.

## A. Naive estimators of min and argmin - Base-Divergence-Method 1, compact case

Recall that from Theorem 52 a) we obtain for any continuous function $\Phi: A \cdot \boldsymbol{\Omega} \mapsto \mathbb{R}$ on a compact set $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ with (67) the assertion

$$
\begin{equation*}
\min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\mathbb{\Omega}}\left[\exp \left(n \cdot\left(F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}, \mathbb{P}\right)\right)-\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right]\right) \tag{182}
\end{equation*}
$$

where $\left.M_{\mathbf{P}}=\sum_{i=1}^{K} p_{i}>0, \gamma \in \mathbb{R} \backslash\right] 1,2\left[, \widetilde{\mathcal{M}}_{\gamma}\right.$ as defined in (S1), and

$$
\boldsymbol{\xi}_{n}^{w \mathbf{W}}:= \begin{cases}\left(\frac{\sum_{i \in I_{1}^{(n)}} W_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(n)}} W_{i}}, \ldots, \frac{\sum_{i \in I_{K}^{(n)}} W_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(n)}} W_{i}}\right), & \text { if } \sum_{j=1}^{n} W_{j} \neq 0 \\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{n} W_{j}=0\end{cases}
$$

is constructed from a sequence $W:=\left(W_{i}\right)_{i \in \mathbb{N}}$ of random variables, where the $W_{i}$ 's are i.i.d. copies of the random variable $W$ whose distribution is $\mathbb{\square}[W \in \cdot]=\mathbb{G}[\cdot]$ being attributed to the power divergence generator $\varphi:=\widetilde{c} \cdot \varphi_{\gamma}$ by the representability 69). Within such a set-up, we thus obtain for large $n \in \mathbb{N}$ (cf. 182)) the approximation

$$
\begin{equation*}
\Phi(A \cdot \boldsymbol{\Omega}):=\min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \approx-\frac{1}{n} \log \left(\mathbb{E}_{\mathbb{\Omega}}\left[\exp \left(n \cdot\left(F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}, \mathbb{P}\right)\right)-\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right]\right) \tag{183}
\end{equation*}
$$

and hence for getting an estimator of the minimum value $\Phi(A \cdot \boldsymbol{\Omega})$ one can estimate the right-hand side of (183). To achieve this, for the rest of this section we assume that $n$ is chosen such that all $n \cdot \frac{p_{k}}{M_{\mathrm{P}}}$ are integers (and hence, $n=\sum_{k=1}^{K} n_{k}$ with $n_{k}=n \cdot \frac{p_{k}}{M_{\mathrm{P}}}$ ) - the remaining case works analogously. As above, a corresponding naive (crude) estimator can be constructed by

$$
\begin{equation*}
\widehat{\Phi(A \cdot \mathbb{\Omega}})_{n, L}^{\text {naive }, 1}:=-\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(n \cdot\left(F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}}, \mathbb{P}\right)\right)-\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}}\right)\right)\right) \cdot 1_{\mathbf{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}}\right) \tag{184}
\end{equation*}
$$

where we simulate independently $L$ copies $\mathbf{W}^{(1)}, \ldots, \mathbf{W}^{(L)}$ of the vector $\mathbf{W}:=\left(W_{1}, \ldots, W_{n}\right)$ with independent entries under §, and compute each of $\boldsymbol{\xi}_{n}^{w \mathbf{W}^{(1)}}, \ldots, \boldsymbol{\xi}_{n}^{w \mathbf{W}^{(L)}}$ according to 70 . Clearly, with the help of the strong law of large numbers we get with $\Phi \widehat{(A \cdot \boldsymbol{\Omega})})_{n, \infty}^{\text {naive }, 1}:=\lim _{L \rightarrow \infty} \Phi \widehat{(A \cdot \boldsymbol{\Omega})_{n, L}^{n a i v e, 1}}$ the following assertion:

Proposition 87:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \Phi \widehat{(A \cdot \mathbf{\Omega})_{n, \infty}^{n a i v e}, 1}=\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi \widehat{(A \cdot \mathbf{\Omega})_{n, L}^{\text {naive }, 1}}=\Phi(A \cdot \boldsymbol{\Omega}) \quad \text { a.s. } \tag{185}
\end{equation*}
$$

As the corresponding very natural naive (crude) estimator of the minimizer-set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$, we take

$$
\begin{equation*}
\underset{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}}{\operatorname{argmin} \Phi}(\mathbf{Q})_{n, L}^{\text {naive }, 1}:=\underset{\boldsymbol{\nu} \in \mathcal{W}_{n, L}}{\operatorname{argmin}} \Phi(\boldsymbol{\nu}) \tag{186}
\end{equation*}
$$

where $\mathcal{W}_{n, L}:=\left\{A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}}: \ell \in\{1, \ldots, L\}\right\} \cap A \cdot \boldsymbol{\Omega}$. In other words, as a corresponding naive (crude) estimator of the (not necessarily unique) element $\mathbf{Q}^{*}$ of the minimizer-set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$, we take the (not necessarily unique) element $A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{L, *}}$ of the set $\left\{A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}}: \ell \in\{1, \ldots, L\}\right\}$ such that $A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{L, *}} \in A \cdot \boldsymbol{\Omega}$ and

$$
\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{L, *}}\right) \leq \Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}}\right) \quad \text { for all } \ell=1, \ldots, L \text { for which } A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}} \text { belongs to } A \cdot \boldsymbol{\Omega} .
$$

In short, $A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{L, *}}$ minimizes $\Phi(\cdot)$ amongst all values $A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}}$ at hand which fall into $A \cdot \boldsymbol{\Omega}$. For large enough $n \in \mathbb{N}$ and $L \in \mathbb{N}$, such $A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{W}}^{L, *}}$ exists since $A \cdot \boldsymbol{\Omega}$ has non-void interior in the relative topology, by assumption (67). We prove that if $L$ and $n$ tend to infinity, then $A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{L, *}}$ concentrates to the above-mentioned set $\mathcal{Q}^{*}$ of minimizers of $\Phi(\cdot)$ on $A \cdot \boldsymbol{\Omega}$. As usual in similar procedures, $L$ is assumed to be large enough in order to justify some approximation for fixed $n$, typically the substitution of empirical means by expectations, since $L$ is at disposal.
Next we derive that $A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{L, *}}$ is a proxy minimizer of $\Phi(\cdot)$ on $A \cdot \boldsymbol{\Omega}$, manifested by the following
Proposition 88: There holds

$$
\begin{equation*}
\min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \leq \Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{L, *}}\right) \leq \Phi(\widehat{(A \cdot \boldsymbol{\Omega}})_{n, \infty}^{\text {naive }, 1}+o_{\Pi}(1) \tag{187}
\end{equation*}
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $n \rightarrow \infty$ under the distribution $\square$ (recall that $\square\left[\left(W_{1}, \ldots, W_{n}\right) \in \cdot\right]=\mathbb{Q}^{\otimes n}[\cdot]$ ).
The proof of Proposition 88 works analogously to the proof of Proposition 72, by replacing Theorem 22, a) with Theorem 52, a ).

Remark 89: In the current set-up of compact $A \cdot \boldsymbol{\Omega}$ with 67), by taking the special case $\Phi(\mathbf{Q}):=D_{\varphi}(\mathbf{Q}, \mathbb{P})$ we obtain the naive BS-estimator $D_{\varphi}(\widehat{A \cdot \boldsymbol{\Omega}}, \mathbb{P})_{n, L}^{\text {naive }, 1}$ of the minimum value $\min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbb{P})$.

Proposition 90: In the above set-up, one has

$$
\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi\left(\underset{\mathbf{Q} \in A \cdot \mathbf{\Omega}}{\underset{\operatorname{argmin}}{ } \Phi}(\mathbf{Q})^{n, L}, \quad \text { naive,1}\right)=\Phi(A \cdot \boldsymbol{\Omega}) \quad \text { a.s. }
$$

and thus the quantity $\Phi\left(\operatorname{argmin}_{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})_{n, L}^{\text {naive, }}\right)$ is a natural alternative to the estimate $\widehat{(A \cdot \mathbf{\Omega})_{n, L}^{\text {naive,1 }} \text { given in (184). }}$
Remark 91: By applying the above-mentioned results (with $A=1$ ) to the special divergence (cf. Remark 43) $\Phi(\mathbf{Q}):=$ $F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})\right)$, we obtain for $\Phi(\boldsymbol{\Omega}):=\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ the estimator $\widehat{\Phi(\boldsymbol{\Omega})_{n, L}} \quad:=-\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} \boldsymbol{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}}\right)$ as well as the alternative estimator $\Phi\left(\underset{\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}}}{\left.\operatorname{arm}^{(\mathbf{Q}}\right)_{n, L}^{\text {naive, } 1}}\right)$. The involved estimator $\widehat{\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}}} \Phi(\mathbf{Q})_{n, L}^{\text {naive,1 }}$ of the minimizer set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ is - at the same time (due to the strict increasingness of $F_{\gamma, \widetilde{c}, 1}$ ) - also the estimator of the minimizer set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\tilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})$; giving the latter had been left as an open gap in Broniatowski \& Stummer [1], which we have now filled/resolved. Moreover, $D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\underset{\operatorname{argmin}}{\mathbf{Q}_{\mathbf{Q} \in \boldsymbol{\Omega}}} \Phi(\mathbf{Q})_{n, L}^{\text {naive,1}}, \mathbb{P}\right)$ is an estimator of $\min _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})$ which serves an alternative to the one given in Broniatowski \& Stummer [1].

## B. Naive estimators of max and argmax - Base-Divergence-Method 1, compact case

In the set-up of compact $A \cdot \Omega$ with $(67)$, we can handle the maximizing problem completely analogously to the method in the previous Subsection XIII-A Indeed, by applying Theorem 54(a) instead of Theorem52(a) we construct the naive BS-estimator

$$
\begin{equation*}
\Phi \widehat{(A \cdot \Omega})_{n, L}^{\text {naive }, 1}:=\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(n \cdot\left(F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}}, \mathbb{P}\right)\right)+\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}}\right)\right)\right) \cdot 1_{\mathbb{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}}\right) \tag{188}
\end{equation*}
$$

of the maximum value $\Phi(A \cdot \boldsymbol{\Omega}):=\max _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$; for this, we get

$$
\left.\left.\lim _{n \rightarrow \infty} \Phi \widehat{(A \cdot \mathbf{\Omega}}\right)_{n, \infty}^{\text {naive, }}=\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi \widehat{(A \cdot \boldsymbol{\Omega}}\right)_{n, L}^{\text {naive,1 }}=\Phi(\boldsymbol{\Omega}) \quad \text { a.s. }
$$

instead of (185) (notice the different definition of the involved quantities). As the corresponding very natural naive BS-estimator of the maximizer $\operatorname{argmax}_{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ we take

$$
\underset{\mathbf{Q} \in A \cdot \mathbf{\Omega}}{\operatorname{argmax}} \Phi(\mathbf{Q})_{n, L}^{\text {naive }, 1}:=\underset{\boldsymbol{\nu} \in \mathcal{W}_{n, L}}{\operatorname{argmax}} \Phi(\boldsymbol{\nu})
$$

instead of (186); in short, we take any $A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{L, *}}$ which maximizes $\Phi(\cdot)$ amongst all values $A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{(\ell)}}$ at hand which fall into $A \cdot \Omega$. For this, we obtain — instead of (187) - the assertion

$$
\left.\max _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \geq \Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{L, *}}\right) \geq \Phi \widehat{(A \cdot \boldsymbol{\Omega}}\right)_{n, \infty}^{\text {naive,1 }}-o_{\rrbracket}(1)
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $n \rightarrow \infty$ under the distribution $\Pi$. Hence, as $L$ and $n$ tend to infinity, $A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}^{L, *}}$ concentrates to the set of maximizers of $\Phi(\cdot)$ on $A \cdot \Omega$.

Proposition 92: In the above set-up, one has

$$
\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi\left(\underset{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}}{ } \widehat{\widehat{\operatorname{argmax}} \Phi}(\mathbf{Q})_{n, L}^{\text {naive, } 1}\right)=\Phi(A \cdot \boldsymbol{\Omega}) \quad \text { a.s. }
$$



## C. Naive estimators - Base-Divergence-Method 1, non-compact case

Suppose that we are in the set-up of Theorem 52 b ), which particularly means that $A \cdot \boldsymbol{\Omega}$ is not necessarily compact but satisfies (67) and (68), and that $\Phi: A \cdot \Omega \mapsto \mathbb{R}$ is a continuous function which satisfies the lower-bound condition (106) (notice that (106) trivially holds if $A \cdot \Omega$ is bounded but not necessarily closed). Additionally, let us now assume that the minimum value is achieved, i.e. $\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\Phi\left(\mathbf{Q}_{\text {min }}\right)$ for some (not necessarily unique) point $\mathbf{Q}_{\text {min }} \in A \cdot \boldsymbol{\Omega}$, and that the corresponding set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ of minimizers is covered by a compact set $\mathbf{B} \in A \cdot \mathbb{S}^{K}$ (e.g. we take $\mathbf{B}:=\operatorname{cl}(A \cdot \boldsymbol{\Omega})$ in case that $A \cdot \boldsymbol{\Omega}$ is bounded but not necessarily closed). In such a context, we can proceed as in Subsection XIII-A by replacing $A \cdot \boldsymbol{\Omega}$ with $A \cdot \boldsymbol{\Omega} \cap \mathbf{B}$. The analogous procedure applies to the maximization problem, by proceeding as in Subsection XIII-B by replacing $A \cdot \boldsymbol{\Omega}$ with $A \cdot \boldsymbol{\Omega} \cap \mathbf{B}$.

## D. Naive estimators of min and argmin - Base-Divergence-Method 2, compact case

In the above Subsections XIII-A XIII-B, XIII-C we have chosen the divergence $F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\cdot, \mathbb{P})\right)$ as the base divergence (cf. Theorem 52 and Theorem 547; we have referred to this choice as Base-Divergence-Method 1. However, as can be seen from the alternative Theorem 55 and Theorem 58, we can also choose - as Base-Divergence-Method 2 - as base divergence an appropriate "innmin scaled Bregman distance" $\breve{D}{ }_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)$ (cf. 88, (90), 92), where $\mathbf{Q}^{* *} \in \mathbb{R}_{>0}^{K}$ NEED NOT be in $A \cdot \boldsymbol{\Omega}$.
Let us start with any fixed $\mathbf{Q}^{* *} \in \mathbb{R}_{>0}^{K}$ and any fixed $\mathbf{P} \in \mathbb{R}_{>0}^{K}$ (with $M_{\mathbf{P}}=\sum_{i=1}^{K} p_{i}>0$ ) satisfying

$$
\left.t_{k}^{* *}:=\frac{q_{k}^{* *}}{p_{k}} \in\right] t_{-}^{s c}, t_{+}^{s c}[\quad \text { for all } k=1, \ldots, K
$$

In such a setup, recall from Theorem 55 (a) that we have obtained for any continuous function $\Phi: \Omega \mapsto \mathbb{R}$ on a compact set $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}(\gamma \in \mathbb{R} \backslash] 1,2[)$ with 67) the assertion

$$
\begin{equation*}
\min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\mathbb{\Omega}}\left[\exp \left(n \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}, \mathbf{Q}^{* *}\right)-\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}\right)\right]\right) \tag{189}
\end{equation*}
$$

where $\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}$ is as in (80) with $\tilde{V}$ instead of $V$ (where $\tilde{V}$ is constructed via (25) and with the special choice $\widetilde{\varphi}(t):=$ $M_{\mathbf{P}} \cdot \widetilde{c} \cdot \varphi_{\gamma}(t)$ ). Within such a set-up, we thus obtain for large $n \in \mathbb{N}$ (cf. 189) the approximation

$$
\begin{equation*}
\Phi(A \cdot \boldsymbol{\Omega}):=\min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \approx-\frac{1}{n} \log \left(\mathbb{E}_{\Pi}\left[\exp \left(n \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}, \mathbf{Q}^{* *}\right)-\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}\right)\right]\right) \tag{190}
\end{equation*}
$$

and hence for getting an estimator of the minimum value $\Phi(A \cdot \boldsymbol{\Omega})$ one can estimate the right-hand side of (190). To achieve this, for the rest of this section we assume that $n$ is chosen such that all $n \cdot \frac{p_{k}}{M_{\mathrm{P}}}$ are integers (and hence, $n=\sum_{k=1}^{K} n_{k}$ with $\left.n_{k}=n \cdot \frac{p_{k}}{M_{\mathrm{P}}}\right)$ - the remaining case works analogously. With this, we construct the corresponding naive estimator for the minimum value $\min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ as

$$
\begin{equation*}
\Phi \widehat{(A \cdot \Omega})_{n, L}^{\text {naive }, 2}:=-\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(n \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}^{(\ell)}}, \mathbf{Q}^{* *}\right)-\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}^{(\ell)}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w} \widetilde{\mathbf{V}}^{(\ell)}\right) \tag{191}
\end{equation*}
$$

where we simulate independently $L$ copies $\tilde{\mathbf{V}}^{(1)}, \ldots, \tilde{\mathbf{V}}^{(L)}$ of the random vector $\tilde{\mathbf{V}}:=\left(\tilde{V}_{1}, \ldots, \widetilde{V}_{n}\right)$, and compute each of $\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}^{(1)}}, \ldots, \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}^{(L)}}$ according to (80) (with $\widetilde{V}$ instead of $V$ ). Clearly, with the help of the strong law of large numbers we get with $\Phi(A \cdot \mathbf{\Omega})_{n, \infty} \quad:=\lim _{L \rightarrow \infty} \Phi(A \cdot \Omega)_{n, L}^{\text {naive }, 2}$ the following assertion:

Proposition 93: Let the assumptions of Theorem 55(a) be satisfied. Then one has

$$
\begin{equation*}
\left.\lim _{n \rightarrow \infty} \widehat{\Phi(A \cdot \boldsymbol{\Omega})}{ }_{n, \infty}^{\text {naive,2 }}=\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \widehat{\Phi(A \cdot \boldsymbol{\Omega}}\right)_{n, L}^{\text {naive,2 }}=\Phi(A \cdot \boldsymbol{\Omega}) \quad \text { a.s. } \tag{192}
\end{equation*}
$$

As the corresponding very natural naive BS-estimator of the minimizer-set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$, we take

$$
\begin{equation*}
\underset{\mathbf{Q} \in A \cdot \mathbf{\Omega}}{\operatorname{argmin} \Phi}(\mathbf{Q})^{n, L} \quad:=\underset{\boldsymbol{\nu} \in \mathcal{V}_{n, L}}{\operatorname{argmive}, 2} \Phi(\boldsymbol{\nu}) \tag{193}
\end{equation*}
$$

where $\mathcal{V}_{n, L}:=\left\{A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}^{(\ell)}}: \ell \in\{1, \ldots, L\}\right\} \cap A \cdot \boldsymbol{\Omega}$. In short, we take as minimizer-estimate the (not necessarily unique) element $A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}^{L, *}}$ which minimizes $\Phi(\cdot)$ amongst all values $A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}^{(\ell)}}$ at hand which fall into $A \cdot \boldsymbol{\Omega}$. We prove that if $L$ and $n$ tend to infinity, then $A \cdot \boldsymbol{\xi}_{n}^{\mathrm{w}} \widetilde{\mathbf{V}}^{L, *}$ concentrates to the above-mentioned set $\mathcal{Q}^{*}$ of minimizers of $\Phi(\cdot)$ on $A \cdot \boldsymbol{\Omega}$. Indeed, we show that $A \cdot \boldsymbol{\xi}_{n}^{w} \widetilde{\mathbf{V}}^{L, *}$ is a proxy minimizer of $\Phi(\cdot)$ on $A \cdot \boldsymbol{\Omega}$, by proving the following

Proposition 94: There holds

$$
\begin{equation*}
\min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \leq \Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w \tilde{\mathbf{V}}^{L, *}}\right) \leq \Phi \widehat{(A \cdot \mathbf{\Omega})_{n, \infty}^{\text {naive }, 2}}+o_{\Pi}(1) \tag{194}
\end{equation*}
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $n \rightarrow \infty$ under the distribution $\mathbb{\square}\left(\right.$ recall that $\left.\llbracket\left[\left(\widetilde{V}_{1}, \ldots, \widetilde{V}_{n}\right) \in \cdot\right]=\bigotimes_{k=1}^{K} \widetilde{U}_{k}^{\otimes n_{k}}[\cdot]\right)$
The proof of Proposition 94 works analogously to the proof of Proposition 72, by replacing Theorem 22, a) with Theorem 55(a).

Proposition 95: In the above set-up, one has

$$
\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi\left(\underset{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}}{\widehat{\operatorname{argmin}} \Phi}(\mathbf{Q})_{n, L}^{\text {naive,2 }}\right)=\Phi(A \cdot \boldsymbol{\Omega}) \quad \text { a.s. }
$$

and thus the quantity $\Phi\left(\operatorname{argmin}_{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})_{n, L}^{\text {naive }, 2}\right)$ is a natural alternative to the estimate $\widehat{\Phi(A \cdot \mathbf{\Omega})_{n, L}^{\text {naive }, 2} \text { given in } 191 \text {. }}$

## E. Naive estimators of max and argmax - Base-Divergence-Method 2, compact case

In the set-up of compact constraint set $A \cdot \boldsymbol{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}(\gamma \in \mathbb{R} \backslash] 1,2[)$ with 67], we can treat the maximizing problem completely analogously to the method in the previous Subsection XIII-D. Indeed, by employing Theorem 58(a) instead of Theorem 55, a) we construct the naive BS-estimator

$$
\begin{equation*}
\Phi \widehat{(A \cdot \Omega})_{n, L}^{\text {naive }, 2}:=\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(n \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}^{(\ell)}}, \mathbf{Q}^{* *}\right)+\Phi\left(A \cdot \boldsymbol{\xi}_{n}^{\mathbf{w} \widetilde{\mathbf{V}}^{(\ell)}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}^{(\ell)}}\right), \tag{195}
\end{equation*}
$$

of the maximum value $\Phi(A \cdot \boldsymbol{\Omega}):=\max _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$; for this, we get

$$
\left.\left.\lim _{n \rightarrow \infty} \Phi \widehat{(A \cdot \mathbf{\Omega}}\right)_{n, \infty}^{\text {naive }, 2}=\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi \widehat{(A \cdot \mathbf{\Omega}}\right)_{n, L}^{\text {naive }, 2}=\Phi(A \cdot \boldsymbol{\Omega}) \quad \text { a.s. }
$$

instead of (192) (notice the different definition of the involved quantities). As the corresponding very natural naive BS-estimator of the maximizer $\operatorname{argmax}_{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ we take

$$
\underset{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}}{\widehat{\operatorname{argmax} \Phi} \Phi}(\mathbf{Q})_{n, L}^{\text {naive }, 2}:=\underset{\boldsymbol{\nu} \in \mathcal{V}_{n, L}}{\operatorname{argmax}} \Phi(\boldsymbol{\nu})
$$

instead of (193); in short, we take any $A \cdot \boldsymbol{\xi}_{n}^{\mathrm{w}} \widetilde{\mathbf{V}}^{L, *}$ which maximizes $\Phi(\cdot)$ amongst all values $A \cdot \boldsymbol{\xi}_{n}^{w \tilde{\mathbf{V}}^{(\ell)}}$ at hand which fall into $A \cdot \Omega$. For this, we obtain - instead of 194 - the assertion

$$
\left.\max _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q}) \geq \Phi\left(A \cdot \boldsymbol{\xi}_{n}^{w} \widetilde{\mathbf{V}}^{L, *}\right) \geq \Phi \widehat{(A \cdot \mathbf{\Omega}}\right)_{n, \infty}^{\text {naive, } 2}-o_{\Pi}(1)
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $n \rightarrow \infty$ under the distribution $\mathbb{T}$. Hence, as $L$ and $n$ tend to infinity, $A \cdot \boldsymbol{\xi}_{n}^{w} \widetilde{\mathbf{V}}^{L, *}$ concentrates to the set of maximizers of $\Phi(\cdot)$ on $A \cdot \boldsymbol{\Omega}$.

Proposition 96: In the above set-up, one has

$$
\lim _{n \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi\left(\underset{\mathbf{Q} \in A \cdot \mathbf{\Omega}}{\widehat{\operatorname{argmax}} \Phi}(\mathbf{Q})^{\text {naive }, 2}\right)=\Phi(A \cdot \boldsymbol{\Omega}) \quad \text { a.s. }
$$

and thus the quantity $\Phi\left(\underset{\operatorname{argmax}}{\widehat{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}}} \Phi(\mathbf{Q})_{n, L}^{\text {naive,2 }}\right)$ is a natural alternative to the estimate $\widehat{\Phi(A \cdot \mathbf{\Omega})_{n, L}^{\text {naive, } 2} \text { given in (195). }}$

## F. Naive estimators - Base-Divergence-Method 2, non-compact case

We can proceed analogously to the above Base-Divergence-Method-1-treating Subsection XIII-C (e.g. by employing Theorem 55(b)).

## G. Improved/Speed-up estimators of min, argmin, max and argmax - compact case

Recall from Subsection XII-G 1) that - for the case of compact constraint set $\Omega$ with (6) - we have constructed improved/speedup estimators of $\Phi(\boldsymbol{\Omega}):=\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ and the corresponding minimizers $\operatorname{argmin}_{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ by switching from the basedivergence $D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)$ to the different base-divergence $D_{\varphi, \mathbf{P}}^{S B D}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}, \mathbf{Q}^{*}\right)$ where $\mathbf{Q}^{*}$ is chosen to be in $\operatorname{int}(\boldsymbol{\Omega})$ such that by construction the involved random vectors $\boldsymbol{\xi}_{n} \widetilde{\mathbf{V}}$ satisfy $\mathbb{E}_{\pi}\left[M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \tilde{\mathbf{V}}\right] \in \operatorname{int}(\boldsymbol{\Omega})$ for all large enough $n$ and even $\lim _{n \rightarrow \infty} \mathbb{E}_{\mathbb{T}}\left[M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right]=\mathbf{Q}^{*}$. For the current set-up of compact constraint sets $A \cdot \boldsymbol{\Omega}$ - with fixed constant-component-sum $A \in] 0, \infty\left[\right.$ and $\Omega \in \mathbb{S}^{K}$ (respectively $\mathbb{S}_{>0}^{K}$ ) — with regularity assumptions 67], we can proceed similarly. Indeed, for achieving improved/speed-up estimators of the minimum value $\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ and of the corresponding (set of) minimizers $\arg \inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\arg \min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$, we switch (say) from the base-divergence $F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(A \cdot \boldsymbol{\xi}_{n}^{w} \mathbf{W}, \mathbb{P}\right)\right)$ to the different base-divergence $\breve{D} \breve{C}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}, \mathbf{Q}^{* *}\right)$ where $\mathbf{Q}^{* *}$ should be chosen in an appropriate way, e.g. as follows: suppose that we have at hand some point $\mathbf{Q}^{*} \in \operatorname{int}(A \cdot \Omega)$; for pregiven $\mathbf{P} \in \mathbb{R}_{>0}^{K}$, such a vector $\mathbf{Q}^{*}$ may be either pregiven (e.g. by the nature of the application context) or it may be simulatively achieved by e.g. proxy method 1 or proxy method 2 of Subsection X-A of Broniatowski \& Stummer [1]. From this, we construct $\mathbf{Q}^{* *}:=\mathbf{Q}^{*}$. Also recall 24] with the setting $\widetilde{\varphi}:=M_{\mathbf{P}} \cdot \varphi, \widetilde{\mathbb{P}}:=\mathbf{P} / M_{\mathbf{P}}, \widetilde{\mathbf{Q}}:=\mathbf{Q} / M_{\mathbf{P}}$ and $\widetilde{\mathbf{Q}}^{* *}:=\mathbf{Q}^{* *} / M_{\mathbf{P}}$. Clearly, $\left.\frac{\widetilde{q}_{k}^{* *}}{\widetilde{p}_{k}}=\frac{q_{k}^{* *}}{p_{k}}=\frac{q_{k}^{*}}{p_{k}} \in\right] t_{-}^{s c}, t_{+}^{s c}[$ for all $k=1, \ldots, K$ (recall from the first six rows in Table 1 that $] t_{-}^{s c}, t_{+}^{s c}[=] 0, \infty\left[\right.$ for $\gamma \in \mathbb{R} \backslash\{2\}^{p_{k}}$ and ${ }^{p_{k}} t_{-}^{s c}, t_{+}^{s c}[=]-\infty, \infty[$ for $\gamma=2$ ) and thus (21) is satisfied. Accordingly, by the law of large numbers, the unweighted random vector $\boldsymbol{\xi}_{n} \tilde{\mathbf{V}}$ (cf. 27) performs the a.s. convergence

$$
\begin{aligned}
& \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}:=\left(\frac{1}{n} \cdot \sum_{i \in I_{1}^{(n)}} \tilde{V}_{i}, \ldots, \frac{1}{n} \cdot \sum_{i \in I_{K-1}^{(n)}} \tilde{V}_{i}, \frac{1}{n} \cdot \sum_{i \in I_{K}^{(n)}} \widetilde{V}_{i}\right) \\
&=\left(\frac{\left\lfloor n \cdot \widetilde{p}_{1}\right\rfloor}{n} \cdot \frac{1}{n_{1}} \cdot \sum_{i \in I_{1}^{(n)}} \tilde{V}_{i}, \ldots, \frac{\left\lfloor n \cdot \widetilde{p}_{K-1}\right\rfloor}{n} \cdot \frac{1}{n_{K-1}} \cdot \sum_{i \in I_{K-1}^{(n)}} \tilde{V}_{i}, \frac{n-\sum_{k=1}^{K-1}\left\lfloor n \cdot \widetilde{p}_{k}\right\rfloor}{n} \frac{1}{n_{K}} \cdot \sum_{i \in I_{K}^{(n)}} \tilde{V}_{i}\right) \\
& \underset{n \rightarrow \infty}{a . s .} \\
&\left.n \rightarrow \widetilde{q}_{1}^{* *}, \ldots, \widetilde{q}_{K-1}^{* *}, \widetilde{q}_{K}^{* *}\right)=\widetilde{\mathbf{Q}}^{* *}
\end{aligned}
$$

where we have particularly used the fact that within each block $I_{k}^{(n)}$ all the $\widetilde{V}_{i}$ are independent and identically distributed with mean $E_{\llbracket}\left[\widetilde{V}_{i}\right]=\frac{\widetilde{q}_{k}^{* *}}{\widetilde{p}_{k}}$ and finite variance. Hence, the corresponding total sum of components $M_{\xi_{n}^{\tilde{V}}}=\frac{1}{n} \sum_{i=1}^{n} \widetilde{V}_{i}$ converges a.s. (as $n \rightarrow \infty$ ) to $M_{\widetilde{\mathbf{Q}}^{* *}}=\sum_{k=1}^{K} \widetilde{q}_{k}^{* *}=\frac{A}{M_{\mathrm{P}}}$. Moreover, - since all $\widetilde{q}_{k}^{* *}$ are strictly positive — the indicator $\mathbb{1}_{\mathbb{R} \backslash\{0\}}\left(\sum_{i=1}^{n} \widetilde{V}_{i}\right)$ converges a.s. (as $n \rightarrow \infty$ ) to 1 and, thus, $1_{\{0\}}\left(\sum_{i=1}^{n} \widetilde{V}_{i}\right)$ converges a.s. (as $n \rightarrow \infty$ ) to zero. Consequently, $\boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}=\frac{\boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}}{\frac{1}{n} \sum_{i=1}^{n} \widetilde{V}_{i}} \cdot \mathfrak{1}_{\mathbb{R} \backslash\{0\}}\left(\sum_{i=1}^{n} \widetilde{V}_{i}\right)+\infty \cdot 1_{\{0\}}\left(\sum_{i=1}^{n} \widetilde{V}_{i}\right)$ converges a.s. (as $\left.n \rightarrow \infty\right)$ to $\frac{M_{\mathbf{P}}}{A} \cdot \widetilde{\mathbf{Q}}^{* *}=\frac{1}{A} \cdot \mathbf{Q}^{* *}$. Hence, we have derived the following

## Proposition 97:

$$
\lim _{n \rightarrow \infty} \mathbb{\square}\left[A \cdot \boldsymbol{\xi}_{n}^{w} \widetilde{\mathbf{V}} \in A \cdot \mathbf{\Omega}\right]=1
$$

In other words, with the specific deliberate choice $\mathbf{Q}^{* *}:=\mathbf{Q}^{*} \in \operatorname{int}(A \cdot \boldsymbol{\Omega})$, we obtain - for large enough approximation step $n$ - the desired good hit-rate needed for the construction of the improved/speed-up estimators. For the latter we can now proceed, indeed, analogously to Subsection XII-G 1), by appropriately applying the results of the Subsections XIII-D and XIII-E (instead of Subsections XII-D and XII-E. For the sake of brevity, the details are omitted.

## XIV. Bare-Simulation Estimators For General Divergence-Optimization-Problems Under Risk

Recall from Subsection XI-A that we are interested in the constrained optimization of the continuous distance-connected functions $\mathbb{\Omega} \ni \mathbb{Q} \mapsto \Phi_{\mathbf{R}}(\mathbb{Q})$ where $\mathbf{R}$ is an unknown (say) vector-valued "parameter" (i.e. under risk). In continuation of Section XI we now give estimators of both the minimum value $\min _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}}(\mathbf{Q})$ and the corresponding minimizer(s) $\operatorname{argmin}_{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}}(\mathbf{Q})$. The case of maximum values and maximizers will be treated analogously. For the sake of brevity, we only focus on compact constraint sets $\boldsymbol{\Omega}$.

## A. Naive estimators of min and argmin - Base-Divergence-Method 1, compact case

Let the constraint set $\boldsymbol{\Omega}$ be compact - with (67) - in the relative topology, and thus the minimum value of $\Phi_{\mathbf{R}}(\cdot)$ is achieved at some (not necessarily unique) point in $\boldsymbol{\Omega}$. Applied to such a situation, 143 ) and (146) give - for the random sample
$\mathbf{Y}_{1}^{n}=\left(Y_{1}, \ldots, Y_{n}\right)$ and the corresponding sequence $\left(\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)\right)_{n \in \mathbb{N}}$ of (say) vector-valued function(al)s $\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)$ for which $\lim _{n \rightarrow \infty} \mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)=\mathbf{R}$ a.s. (cf. 142 ) the sample-dependent minimum

$$
\begin{align*}
& \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega}):=\min _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q}) \\
& \quad=-\lim _{m \rightarrow \infty} \frac{1}{m} \log \left(\mathbb{E}_{\mathbb{Y}_{1}^{n}}\left[\exp \left(m \cdot\left(F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{a u x}\right)\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right) \tag{196}
\end{align*}
$$

where

$$
\boldsymbol{\xi}_{m}^{w \mathbf{W}}:= \begin{cases}\left(\frac{\sum_{i \in I_{1}^{(m)}} W_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(m)}} W_{i}}, \ldots, \frac{\sum_{i \in I_{K}^{(m)}} W_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(m)}} W_{i}}\right), & \text { if } \sum_{j=1}^{m} W_{j} \neq 0  \tag{cf.145}\\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{m} W_{j}=0\end{cases}
$$

is the random vector constructed from (i) an auxiliary deterministic probability vector $\mathbb{P}^{a u x} \in \mathbb{S}_{>0}^{K}$ inducing index blocks $I_{k}^{(m)}$ of sizes $m_{k}:=\left\lfloor m \cdot p_{k}^{a u x}\right\rfloor(k=1, \ldots, K-1)$ and $m_{K}:=m-\sum_{k=1}^{K-1} m_{k}$, and (ii) from $W_{i}$ 's which are i.i.d. copies of the random variable $W$ whose distribution is $\mathbb{\square}[W \in \cdot]=\mathbb{C}[\cdot]$ being attributed to the power divergence generator $\varphi:=\widetilde{c} \cdot \varphi_{\gamma}$ $(\gamma \in \mathbb{R} \backslash] 1,2[)$ by the representability $\sqrt{69}$; moreover, $\left(W_{i}\right)_{i \in \mathbb{N}}$ and $\left(Y_{i}\right)_{i \in \mathbb{N}}$ are supposed to be independent. Recall from Remark 70 that the involved $\mathbb{P}^{a u x}$ may also depend on the sample $\mathbf{Y}_{1}^{n}$; for the special case $\mathbb{P}^{a u x}:=\mathbb{P}_{n}^{e m p}\left(\mathbf{Y}_{1}^{n}\right)$, we obtain $\boldsymbol{\xi}_{m}^{w \mathbf{W}}=\boldsymbol{\xi}_{n, m, \mathbf{Y}}^{w \mathbf{W}}$ (cf. (125) respectively (126).
From (196, we obtain for large $m$ the minimal-empirical-risk approximation (cf. 147)

$$
\begin{align*}
& \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})=\min _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q}) \\
& \quad \approx-\frac{1}{m} \log \left(\mathbb{E}_{\mathbb{T}_{1}^{n}}\left[\exp \left(m \cdot\left(F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{a u x}\right)\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right) \tag{197}
\end{align*}
$$

Hence for getting an estimator of the minimal empirical risk $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})=\min _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})$ one can estimate the right-hand side of 197.
To achieve this, for the rest of this section we assume that $m$ is chosen such that all $m \cdot p_{k}^{a u x}$ are integers (and hence, $m=\sum_{k=1}^{K} m_{k}$ with $m_{k}=m \cdot p_{k}^{a u x}$ ) - the remaining case works analogously. Following the lines of Subsection XIII-A (with $A=1$ ), a corresponding naive (crude) estimator can be constructed by

$$
\begin{equation*}
\widehat{\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})_{m, L}^{\text {naive }, 1}:=-\frac{1}{m} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(m \cdot\left(F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}^{(\ell)}}, \mathbb{P}^{a u x}\right)\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}^{(\ell)}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}^{(\ell)}}\right), ~, ~, ~} \tag{198}
\end{equation*}
$$

where we (independently of $\mathbf{Y}_{1}^{n}$ ) simulate independently $L$ copies $\mathbf{W}^{(1)}, \ldots, \mathbf{W}^{(L)}$ of the vector $\mathbf{W}:=\left(W_{1}, \ldots, W_{m}\right)$ with independent entries under $\left(\right.$, and compute each of $\boldsymbol{\xi}_{m}^{w} \mathbf{W}^{(1)}, \ldots, \boldsymbol{\xi}_{m}^{w \mathbf{W}^{(L)}}$ according to (145). Clearly, with the help the strong law of large numbers we get with $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})_{m, \infty}^{\text {naive, }}:=\lim _{L \rightarrow \infty} \widehat{\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})_{m, L}^{\text {naive, } 1} \text { the following assertion: }}$

Proposition 98:

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)} \widehat{\boldsymbol{\Omega})_{m, \infty}^{\text {naive, }}}=\lim _{m \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})_{m, L}^{\text {naive, } 1}=\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega}) \quad \text { a.s. } \tag{199}
\end{equation*}
$$

As the corresponding very natural naive (crude) estimator of the minimizer-set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})$, we take

$$
\begin{equation*}
\underset{\mathbb{Q} \in \boldsymbol{\Omega}}{\operatorname{argmin}} \widehat{\Phi_{\mathbf{R}_{n}}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})^{\text {naive }, 1}:=\underset{\nu \in L}{\operatorname{argmin}} \Phi_{\mathbf{W}_{m, L}}\left(\mathbf{Y}_{1}^{n}\right)(\mathcal{\nu}) \tag{200}
\end{equation*}
$$

where $\mathcal{W}_{m, L}:=\left\{\boldsymbol{\xi}_{m}^{w \mathbf{W}^{(\ell)}}: \ell \in\{1, \ldots, L\}\right\} \cap \boldsymbol{\Omega}$. In other words, as a corresponding naive (crude) estimator of the (not necessarily unique) element $\mathbb{Q}^{*}$ of the minimizer-set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})$, we take the (not necessarily unique) element $\boldsymbol{\xi}_{m}^{w} \mathbf{W}^{L, *}$ of the set $\left\{\boldsymbol{\xi}_{m}^{w \mathbf{W}^{(\ell)}}: \ell \in\{1, \ldots, L\}\right\}$ such that $\boldsymbol{\xi}_{m}^{w \mathbf{W}^{L, *}} \in \mathbb{\Omega}$ and

$$
\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}^{L, *}}\right) \leq \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}^{(\ell)}}\right) \quad \text { for all } \ell=1, \ldots, L \text { for which } \boldsymbol{\xi}_{m}^{w \mathbf{W}^{(\ell)}} \text { belongs to } \boldsymbol{\Omega} .
$$

In short, $\boldsymbol{\xi}_{m}^{w \mathbf{W}^{L, *}}$ minimizes $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\cdot)$ amongst all values $\boldsymbol{\xi}_{m}^{w \mathbf{W}^{(\ell)}}$ at hand which fall into $\boldsymbol{\Omega}$. For large enough $m \in \mathbb{N}$ and $L \in \mathbb{N}$, such $\boldsymbol{\xi}_{m}^{w} \widetilde{\mathbf{W}}^{L, *}$ exists since $\boldsymbol{\Omega}$ has non-void interior in the relative topology, by assumption (67). We prove that if $L$ and $m$ tend to infinity, then $\boldsymbol{\xi}_{m}^{w \mathbf{W}^{L, *}}$ concentrates to the above-mentioned set $\mathcal{Q}^{*}$ of minimizers of $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\cdot)$ on $\boldsymbol{\Omega}$. As usual in similar procedures, $L$ is assumed to be large enough in order to justify some approximation for fixed $m$, typically the substitution of empirical means by expectations, since $L$ is at disposal.

Next we derive that $\boldsymbol{\xi}_{m}^{w \mathbf{W}^{L, *}}$ is a proxy minimizer of $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\cdot)$ on $\boldsymbol{\Omega}$, manifested by the following
Proposition 99: There holds

$$
\begin{equation*}
\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbf{Q}) \leq \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}^{L, *}}\right) \leq \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)} \widehat{\boldsymbol{\Omega})_{m, \infty}^{\text {naive }, 1}}+o_{\Pi}(1) \tag{201}
\end{equation*}
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $m \rightarrow \infty$ under the distribution $\mathbb{}$ (recall that $\left.\mathbb{\square}\left[\left(W_{1}, \ldots, W_{m}\right) \in \cdot\right]=\bigvee^{\otimes m}[\cdot]\right)$.
The proof of Proposition 99 works analogously to the proof of Proposition 72, by replacing Theorem 22, a) with (196).
Remark 100: In the current set-up of compact $\boldsymbol{\Omega}$ with 67), by taking the special case $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q}):=D_{\varphi}\left(\mathbb{Q}, \mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)\right)$ with $\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right):=\mathbb{P}_{n}^{e m p}\left(\mathbf{Y}_{1}^{n}\right)$ we obtain the naive BS-estimator $D_{\varphi}\left(\widehat{\boldsymbol{\Omega}} \widehat{, \mathbb{P}_{n}^{e m p}}\left(\mathbf{Y}_{1}^{n}\right)\right)_{n, L}^{\text {naive, } 1}$ of the minimum value $\min _{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\varphi}\left(\mathbb{Q}, \mathbb{P}_{n}^{e m p}\left(\mathbf{Y}_{1}^{n}\right)\right)$.

Proposition 101: In the above set-up, one has

$$
\lim _{m \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\underset{\mathbb{Q} \in \mathbb{\Omega}}{\operatorname{argmin}} \widehat{\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})^{n a i v e, 1}}\right)=\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{\Omega}) \quad \text { a.s. }
$$

and thus the quantity $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\operatorname{argmin}_{\mathbb{Q} \in \boldsymbol{\Omega}} \widehat{\Phi_{\mathbf{R}_{n}}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbf{Q})_{m, L}^{\text {naive }, 1}\right)$ is a natural alternative to the estimate $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{\Omega})_{m, L}^{\text {naive, } 1}$ given in 198.

Remark 102: (a) By applying the above-mentioned results to the special divergence (cf. Remark 43)
$\Phi_{\mathbb{P}_{n}^{e m p}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q}):=F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\mathbb{Q}, \mathbb{P}_{n}^{e m p}\left(\mathbf{Y}_{1}^{n}\right)\right)\right)$, we obtain for $\Phi_{\mathbb{P}_{n}^{e m p}}\left(\mathbf{Y}_{1}^{n}\right)(\mathbb{\Omega}):=\min _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbb{P}_{n}^{e m p}}\left(\mathbf{Y}_{1}^{n}\right)(\mathbb{Q})$ the estimator

$\Phi_{\mathbb{P}_{n}^{e m p}}\left(\mathbf{Y}_{1}^{n}\right)\left(\operatorname{argmin}_{\mathbb{Q} \in \widehat{\Omega}} \widehat{\Phi_{\mathbb{P}_{n}^{e m p}}^{e m}}\left(\mathbf{Y}_{1}^{n}\right)(\mathbb{Q})_{m, L}^{n a i v e, 1}\right)$. The involved estimator $\operatorname{argmin}_{\mathbb{Q} \in \widehat{\boldsymbol{\Omega}}{ }_{\Phi_{\mathbb{P}_{n}^{e m p}}}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})_{m, L}^{\text {naive, } 1}$ of the minimizer set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbb{P}_{n}^{e m p}}\left(\mathbf{Y}_{1}^{n}\right)(\mathbb{Q})$ is - at the same time (due to the strict increasingness of $F_{\gamma, \widetilde{c}, 1}$ ) - also the estimator of the minimizer set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbb{Q} \in \boldsymbol{\Omega}} D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\mathbb{Q}, \mathbb{P}_{n}^{e m p}\left(\mathbf{Y}_{1}^{n}\right)\right)$; giving the latter had been left as an open gap in Broniatowski \& Stummer [1], which we have now filled/resolved. By the way, these newly developed minimizer(s) are the non-parametric analogues of the very prominent parametric minimum- $\varphi$-divergence estimator(s) (e.g. the omnipresent maximum-likelihood estimator ( $s$ ) corresponds to the minimum-Kullback-Leibler-information-distance estimator, i.e. $\varphi:=\varphi_{1}$ given in (16).
(b) By construction, $D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\operatorname{argmin}_{\mathbb{Q} \in \mathbb{\Omega}} \widehat{\Phi_{\mathbb{P}_{n}^{e m p}}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})_{m, L}^{\text {naive }, 1}, \mathbb{P}\right)$ is an estimator of $\min _{\mathbb{Q} \in \Omega} D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\mathbb{Q}, \mathbb{P}_{n}^{e m p}\left(\mathbf{Y}_{1}^{n}\right)\right)$ which serves an alternative to the one given in Broniatowski \& Stummer [1].

## B. Naive estimators of max and argmax - Base-Divergence-Method 1, compact case

In the set-up of compact $\Omega$ - with 67 - in the relative topology, we can handle the maximizing problem completely analogously to the method in the previous Subsection XIV-A In fact, instead of (143) and (146) (leading to (147)) we employ (149) and (151) (leading to (152) - for the random sample $\mathbf{Y}_{1}^{n}=\left(Y_{1}, \ldots, Y_{n}\right)$ - to obtain (for large $m$ ) the following approximation of the sample-dependent maximum

$$
\begin{aligned}
& \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega}):=\max _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q}) \\
& \quad \approx \frac{1}{m} \log \left(\mathbb{E}_{\mathbb{M}_{1}^{n}}\left[\exp \left(m \cdot\left(F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}, \mathbb{P}^{a u x}\right)\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}}\right)\right]\right),
\end{aligned}
$$

from which we construct the corresponding naive BS-estimator as

$$
\begin{equation*}
\widehat{\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})_{m, L}^{n a i v e, 1}:=\frac{1}{m} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(m \cdot\left(F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}^{(\ell)}}, \mathbb{P}^{a u x}\right)\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}^{(\ell)}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}^{(\ell)}}\right) ; ~ ; ~} \tag{202}
\end{equation*}
$$

for this, we get

$$
\lim _{m \rightarrow \infty} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)} \widehat{\mathbf{\Omega})_{m, \infty}^{\text {naive, } 1}}=\lim _{m \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})_{m, L}^{\text {naive }, 1}=\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega}) \quad \text { a.s. }
$$

instead of (199) (notice the different definition of the involved quantities). As the corresponding very natural naive BS-estimator of the maximizer(-set) $\operatorname{argmax}_{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})$ we take

$$
\underset{\mathbb{Q} \in \boldsymbol{\Omega}}{\operatorname{argmax}} \widehat{\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}}(\mathbb{Q})^{\text {naive, } 1}:=\underset{\nu, L}{\operatorname{argmax}} \Phi_{\mathbf{W}_{m, L}}
$$

instead of (200]; in short, we take any $\boldsymbol{\xi}_{m}^{w \mathbf{W}^{L, *}}$ which maximizes $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\cdot)$ amongst all values $\boldsymbol{\xi}_{m}^{w \mathbf{W}^{(\ell)}}$ at hand which fall into $\Omega$. For this, we obtain - instead of (201) - the assertion

$$
\max _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbf{Q}) \geq \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{W}^{L, *}}\right) \geq \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)} \widehat{\left(\mathbb{R}^{2}\right)_{m, \infty}^{\text {naive, }}}-o_{\Pi}(1)
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $m \rightarrow \infty$ under the distribution $\mathbb{\Pi}$. Hence, as $L$ and $m$ tend to infinity, $\boldsymbol{\xi}_{m}^{w \mathbf{W}^{L, *}}$ concentrates to the set of maximizers of $\Phi(\cdot)$ on $\mathbb{\Omega}$.

Proposition 103: In the above set-up, one has

$$
\lim _{m \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\underset{\mathbb{Q} \in \mathbb{\Omega}}{\operatorname{argmax}} \widehat{\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}}(\mathbb{Q})_{m, L}^{\text {naive, }}\right)=\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{\Omega}) \quad \text { a.s., }
$$

and thus the quantity $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\operatorname{argmax}_{\mathbb{Q} \in \boldsymbol{\Omega}} \widehat{\Phi_{\mathbf{R}_{n}}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbf{Q})_{m, L}^{\text {naive,1 }}\right)$ is a natural alternative to the estimate $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})_{m, L}^{\text {naive }, 1}$ given in (202).

## C. Naive estimators of min and argmin - Base-Divergence-Method 2, compact case

Relying on Subsection XI-B, in the above Subsections XIV-A and XIV-B we have chosen the divergence $F_{\gamma, \widetilde{c}, 1}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(\cdot, \mathbb{P}^{\text {aux }}\right)\right.$ ) as the base divergence; we have referred to this choice as Base-Divergence-Method 1. However, relying on the alternative Subsection XI-D we can also choose - as Base-Divergence-Method 2 - as base divergence the "innmin scaled Bregman distance" $D_{\widetilde{c} \cdot \varphi_{\gamma}, \text { Ppoux }}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)$ (cf. (88), (90), (92)), where $\mathbf{Q}^{* *} \in \mathbb{R}_{>0}^{K} N E E D$ NOT be in $\boldsymbol{\Omega}$.

Let us start with any fixed $\mathbf{Q}^{* *} \in \mathbb{R}_{>0}^{K}$ and any fixed $\mathbb{P}^{a u x} \in \mathbb{S}_{>0}^{K}$ satisfying

$$
\left.t_{k}^{* *}:=\frac{q_{k}^{* *}}{p_{k}^{\text {aux }}} \in\right] t_{-}^{s c}, t_{+}^{s c}[\text { for all } k=1, \ldots, K \quad \text { (cf. (21)). }
$$

In such a setup, recall from (156) that for all compact sets $\mathbb{\Omega} \subset \widetilde{\mathcal{M}}_{\gamma}$ (with $A=1$ and $\left.\gamma \in \mathbb{R} \backslash\right] 1,2[$ ) satisfying the regularity properties (67) in the relative topology one gets the approximation (for large $m$ )

$$
\begin{align*}
& \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega}):=\min _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q}) \\
& \quad \approx-\frac{1}{m} \log \left(\mathbb{E}_{\mathbf{V}_{1}^{n}}\left[\exp \left(m \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}^{\text {auux }}}^{S B D}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}, \mathbf{Q}^{* *}\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right]\right), \tag{203}
\end{align*}
$$

where $\xi_{m}^{w \mathrm{~V}}$ is as in (154). Also recall that - in accordance with Remark 70 - the involved $\mathbb{P}^{\text {aux }}$ may also depend on the sample $\mathbf{Y}_{1}^{n}$; for the special case $\mathbb{P}^{a u x}:=\mathbb{P}_{n}^{e m p}\left(\mathbf{Y}_{1}^{n}\right)$ we obtain $\boldsymbol{\xi}_{m}^{w \mathrm{~V}}=\boldsymbol{\xi}_{n, m, \mathbf{Y}}^{u \stackrel{\rightharpoonup}{\mathbf{V}}}$ (cf. (136) respectively (137), with $\mathbf{Y}$ instead of $\mathbf{y}$ ).

Accordingly, for getting an estimator of the sample-dependent minimum $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})=\min _{\mathbb{Q} \in \boldsymbol{\Omega} \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})$ one can estimate the right-hand side of 203).
To achieve this, for the rest of this section we assume that $m$ is chosen such that all $m \cdot p_{k}^{a u x}$ are integers (and hence, $m=\sum_{k=1}^{K} m_{k}$ with $m_{k}=m \cdot p_{k}^{a u x}$ ) - the remaining case works analogously. Following the lines of Subsection XIII-D (with $A=1$ ), a corresponding naive (crude) estimator can be constructed by

$$
\begin{equation*}
\widehat{\left.\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})_{m, L}^{\text {naive }, 2}:=-\frac{1}{m} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(m \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \text { Paux }}^{S B D}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}^{(\ell)}}, \mathbf{Q}^{* *}\right)\right)-\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}^{(\ell)}}\right)\right)\right) \cdot \mathbf{l}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}^{(\ell)}}\right),, ~} \tag{204}
\end{equation*}
$$

where we simulate independently $L$ copies $\mathbf{V}^{(1)}, \ldots, \mathbf{V}^{(L)}$ of the random vector $\mathbf{V}:=\left(V_{1}, \ldots, V_{m}\right)$, and compute each of $\boldsymbol{\xi}_{m}^{w \mathbf{V}^{(1)}}, \ldots, \boldsymbol{\xi}_{m}^{w \mathbf{V}^{(L)}}$ according to 80) (with $m$ instead of $n$ ). Clearly, with the help of the strong law of large numbers we get with $\Phi_{\mathbf{R}_{n}\left(\widehat{\left.\mathbf{Y}_{1}^{n}\right)}\right.}(\mathbb{\Omega})_{m, \infty}^{\text {naive }, 2}:=\lim _{L \rightarrow \infty} \widehat{\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{\Omega})_{m, L}^{\text {naive }, 2} \text {, }}$ the following assertion:

Proposition 104:

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \widehat{\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})_{m, \infty}^{\text {naive }, 2}}=\lim _{m \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})_{m, L}^{\text {naive }, 2}=\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega}) \quad \text { a.s. } \tag{205}
\end{equation*}
$$

As the corresponding very natural naive (crude) estimator of the minimizer-set $\mathcal{Q}^{*}:=\operatorname{argmin}_{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})$, we take

$$
\begin{equation*}
\underset{\mathbb{Q} \in \boldsymbol{\Omega}}{\operatorname{argmin}} \widehat{\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})^{\text {naive }, 2}}:=\underset{\nu \in \mathcal{V}_{m, L}}{\operatorname{argmin}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathcal{\nu}) \tag{206}
\end{equation*}
$$

where $\mathcal{V}_{m, L}:=\left\{\boldsymbol{\xi}_{m}^{w \mathbf{V}^{(\ell)}}: \ell \in\{1, \ldots, L\}\right\} \cap \boldsymbol{\Omega}$. In short, we take as minimizer-estimate the (not necessarily unique) element $\boldsymbol{\xi}_{m}^{w \mathbf{V}^{L, *}}$ which minimizes $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\cdot)$ amongst all values $\boldsymbol{\xi}_{m}^{w \mathbf{V}^{(\ell)}}$ at hand which fall into $\boldsymbol{\Omega}$. We prove that if $L$ and $m$ tend to infinity, then $\boldsymbol{\xi}_{m}^{w \mathbf{V}^{L, *}}$ concentrates to the above-mentioned set $\mathcal{Q}^{*}$ of minimizers of $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\cdot)$ on $\boldsymbol{\Omega}$. As usual in similar procedures, $L$ is assumed to be large enough in order to justify some approximation for fixed $m$, typically the substitution of empirical means by expectations, since $L$ is at disposal.
Next we derive that $\boldsymbol{\xi}_{m}^{w \mathbf{V}^{L, *}}$ is a proxy minimizer of $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\cdot)$ on $\boldsymbol{\Omega}$, manifested by the following
Proposition 105: There holds

$$
\begin{equation*}
\min _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbf{Q}) \leq \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}^{L, *}}\right) \leq \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)} \widehat{\boldsymbol{\Omega})_{m, \infty}^{n a i v e, 2}}+o_{\Pi}(1) \tag{207}
\end{equation*}
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $m \rightarrow \infty$ under the distribution $\square$ (recall that $\square\left[\left(V_{1}, \ldots, V_{m}\right) \in \cdot\right]=\bigotimes_{k=1}^{K} U_{k}^{\otimes m_{k}}[\cdot]$ ). The proof of Proposition 105 works analogously to the proof of Proposition 72 , by replacing Theorem 22, a) with 155 .

Proposition 106: In the above set-up, one has

$$
\left.\lim _{m \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\underset{\mathbb{Q} \in \mathbb{\Omega}}{\operatorname{argmin}} \widehat{\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}}(\mathbb{Q})^{\text {naive,2 }}\right)=\Phi_{m, L}\right)\left(\mathbf{\mathbf { R } _ { n } ( \mathbf { Y } _ { 1 } ^ { n } )}(\boldsymbol{\Omega}) \quad\right. \text { a.s. }
$$

and thus the quantity $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\operatorname{argmin}_{\mathbb{Q} \in \mathbb{\Omega}} \widehat{\Phi_{\mathbf{R}_{n}}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbf{Q})_{m, L}^{\text {naive, } 2}\right)$ is a natural alternative to the estimate $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{\Omega})_{m, L}^{\text {naive }, 2}$ given in 204.

## D. Naive estimators of max and argmax - Base-Divergence-Method 2, compact case

In the set-up of compact $\boldsymbol{\Omega}$ - with 67) - in the relative topology, we can handle the maximizing problem completely analogously to the method in the previous Subsection XIV-C. In fact, instead of (203) we employ (159) - for the random sample $\mathbf{Y}_{1}^{n}=\left(Y_{1}, \ldots, Y_{n}\right)$ - to obtain (for large $m$ ) the approximation of the sample-dependent maximum

$$
\begin{aligned}
& \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{\Omega}):=\max _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q}) \\
& \quad \approx \frac{1}{m} \log \left(\mathbb{E}_{\mathbb{Y}_{1}^{n}}\left[\exp \left(m \cdot\left(\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}^{a u x}}^{S B D}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}, \mathbf{Q}^{* *}\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}}\right)\right]\right)
\end{aligned}
$$

(where where $\mathbf{Q}^{* *} \in \mathbb{R}_{>0}^{K}$ NEED NOT be in $\boldsymbol{\Omega}$ ), from which we construct the corresponding naive BS-estimator as

$$
\begin{equation*}
\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})_{m, L}^{\text {naive }, 2}:=\frac{1}{m} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(m \cdot\left(\breve{D} \widetilde{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P} a u x}{ }^{S}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}^{(\ell)}}, \mathbf{Q}^{* *}\right)+\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}^{(\ell)}}\right)\right)\right) \cdot 1_{\boldsymbol{\Omega}}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}^{(\ell)}}\right) \tag{208}
\end{equation*}
$$

for this, we get

$$
\left.\lim _{m \rightarrow \infty} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)} \widehat{\Omega}\right)_{m, \infty}^{\text {naive }, 2}=\lim _{m \rightarrow \infty} \lim _{L \rightarrow \infty} \widehat{\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega})_{m, L}^{\text {naive }, 2}}=\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\boldsymbol{\Omega}) \quad \text { a.s. }
$$

instead of (205) (notice the different definition of the involved quantities). As the corresponding very natural naive BS-estimator of the maximizer(-set) $\operatorname{argmax}_{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})$ we take

$$
\underset{\mathbb{Q} \in \mathbb{\Omega}}{\operatorname{argmax}} \widehat{\Phi_{\mathbf{R}_{n}( }\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})^{\text {naive }, 2}:=\underset{\nu, L}{\operatorname{argmax}} \Phi_{m, L} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\nu)
$$

instead of 206, in short, we take any $\boldsymbol{\xi}_{m}^{w \mathbf{V}^{L, *}}$ which maximizes $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\cdot)$ amongst all values $\boldsymbol{\xi}_{m}^{w \mathbf{V}^{(\ell)}}$ at hand which fall into $\mathbb{\Omega}$. For this, we obtain - instead of 207) - the assertion

$$
\left.\max _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbf{Q}) \geq \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\boldsymbol{\xi}_{m}^{w \mathbf{V}^{L, *}}\right) \geq \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)} \widehat{\mathbf{\Omega}}\right)_{m, \infty}^{\text {naive }, 2}-o_{\Pi}(1)
$$

where $o_{\Pi}(1)$ goes to 0 as $L \rightarrow \infty$ and $m \rightarrow \infty$ under the distribution $\Pi$. Hence, as $L$ and $m$ tend to infinity, $\boldsymbol{\xi}_{m}^{w \mathbf{V}^{L, *}}$ concentrates to the set of maximizers of $\Phi(\cdot)$ on $\boldsymbol{\Omega}$.

Proposition 107: In the above set-up, one has

$$
\lim _{m \rightarrow \infty} \lim _{L \rightarrow \infty} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\underset{\mathbb{Q} \in \boldsymbol{\Omega}}{\operatorname{argmax}} \widehat{\Phi_{\mathbf{R}_{n}}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})^{\text {naive,2}}\right)=\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{\Omega}) \quad \text { a.s. }
$$

and thus the quantity $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}\left(\operatorname{argmax}_{\mathbb{Q} \in \widehat{\boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbf{Q})_{m, L}^{\text {naive,2 }}\right)$ is a natural alternative to the estimate $\Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{\Omega})_{m, L}^{\text {naive }, 2}$ given in 208).

## E. Improved/Speed-up estimators of min, argmin, max and argmax - compact case

Recall from Subsection XIII-G that — for the case of compact constraint sets $A \cdot \boldsymbol{\Omega}$ with (67) - we have constructed improved/speed-up estimators of $\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$ and of the corresponding (set of) minimizers $\arg \inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})=\arg \min _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$, by switching from the base-divergence $F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}, \mathbb{P}\right)\right)$ to the different base-divergence $\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(A \cdot \boldsymbol{\xi}_{n}^{w} \widetilde{\mathbf{V}}, \mathbf{Q}^{*}\right)$ where $\mathbf{Q}^{*}$ is chosen to be in $\operatorname{int}(A \cdot \boldsymbol{\Omega})$ such that by construction the involved random vector $A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}}$ converges a.s. (as $n \rightarrow \infty$ ) to $\mathbf{Q}^{*}$ and consequently $\lim _{n \rightarrow \infty} \mathbb{\square}\left[A \cdot \boldsymbol{\xi}_{n}^{w \widetilde{\mathbf{V}}} \in A \cdot \boldsymbol{\Omega}\right]=1$. Accordingly, we obtained - for large enough approximation step $n$ - the desired good hit-rate needed for the construction of the improved/speed-up estimators.

For the current risk-case set-up on compact constraint sets $\mathbb{\Omega} \in \mathbb{S}^{K}$ with 67, we can act similarly. Indeed, for achieving improved/speed-up estimators of of the minimum value $\inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})=\min _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})$ and of the corresponding (set of) minimizers $\arg \inf _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})=\arg \min _{\mathbb{Q} \in \boldsymbol{\Omega}} \Phi_{\mathbf{R}_{n}\left(\mathbf{Y}_{1}^{n}\right)}(\mathbb{Q})$ we employ the base-divergence $\breve{D}_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbb{P}^{\text {aux }}}^{S B D}\left(\boldsymbol{\xi}_{m}^{w}, \mathbb{Q}^{*}\right)$ where $\mathbb{Q}^{*}$ is chosen to be in $\operatorname{int}(\boldsymbol{\Omega})$ such that by construction the involved random vector $\boldsymbol{\xi}_{m}^{w \mathbf{V}}$ converges - with respect to the conditional distribution $\square_{\mathbf{Y}_{1}^{n}}-$ a.s. (as $m \rightarrow \infty$ ) to $\mathbb{Q}^{*}$ and consequently $\lim _{m \rightarrow \infty} \Pi_{\mathbf{Y}_{1}^{n}}\left[\boldsymbol{\xi}_{m}^{w \mathbf{V}} \in \boldsymbol{\Omega}\right]=1$. Accordingly, we obtain - for large enough approximation step $m$ - the desired good hit-rate needed for the construction of the improved/speedup estimators, and proceed analogously to Subsection XII-G. 1), by appropriately applying the results of the Subsections XIV-C and XIV-D (instead of Subsections XII-D and XII-E. For the sake of brevity, the details are omitted.

## Appendix A

## Proofs

Proof of Theorem 16. We first prove that for all $k=1, \ldots, K$ the function $\widetilde{\varphi}_{k}(\cdot):=M_{\mathbf{P}} \cdot \varphi_{k}(\cdot)$ (cf. 22f) satisfies the representability

$$
\begin{equation*}
\widetilde{\varphi}_{k}(t)=\sup _{z \in \mathbb{R}}\left(z \cdot t-\log \int_{\mathbb{R}} e^{z \cdot y} d \widetilde{U}_{k}(y)\right), \quad t \in \mathbb{R} \tag{209}
\end{equation*}
$$

In other words, we have to show that for all $k=1, \ldots, K$ the function $t \mapsto \widetilde{\varphi}_{k}(t)$ is the Fenchel-Legendre transform of the cumulant-generating function (log-moment-generating function) $\Lambda_{\widetilde{U}_{k}}(z):=\log \int_{\mathbb{R}} e^{z \cdot y} d \widetilde{U}_{k}(y)$ of the distribution $\widetilde{U}_{k}$. To start with, let us fix a $k \in\{1, \ldots, K\}$ and recall that we have constructed

$$
\begin{equation*}
d \widetilde{U}_{k}(v):=\frac{\exp \left(\tau_{k} \cdot v\right)}{M G F_{\widetilde{\S}}\left(\tau_{k}\right)} \widetilde{d}(v)=\frac{\exp \left(\tau_{k} \cdot v\right)}{\int_{\mathbb{R}} e^{\tau_{k} \cdot y} \widetilde{d}(y)} \tilde{d}(v) \tag{cf.26}
\end{equation*}
$$

where $\tau_{k}:=M_{\mathbf{P}} \cdot \varphi^{\prime}\left(\frac{q_{k}^{* *}}{p_{k}}\right)=\widetilde{\varphi}^{\prime}\left(\frac{\widetilde{q}_{k}^{* *}}{\widetilde{p}_{k}}\right)=\widetilde{\varphi}^{\prime}\left(t_{k}^{* *}\right)<\infty$ with $\left.t_{k}^{* *}=\frac{\widetilde{q}_{k}^{* *}}{\widetilde{p}_{k}} \in\right] t_{-}^{s c}, t_{+}^{s c}[$ (cf. 21) $)$. From this, we get for all $t \in \mathbb{R}$

$$
\begin{align*}
& \sup _{z \in \mathbb{R}}\left(z \cdot t-\log \int_{\mathbb{R}} e^{z \cdot y} d \widetilde{U}_{k}(y)\right)=\sup _{z \in \mathbb{R}}\left(z \cdot t-\left(\Lambda_{\widetilde{\S}}\left(z+\tau_{k}\right)-\Lambda_{\widetilde{\S}}\left(\tau_{k}\right)\right)\right)=\sup _{z \in \mathbb{R}}\left(z \cdot t-\Lambda_{\widetilde{\S}}(z)\right)+\Lambda_{\widetilde{\S}}\left(\tau_{k}\right)-t \cdot \tau_{k}  \tag{210}\\
& =\widetilde{\varphi}(t)+\Lambda_{\widetilde{\S}}\left(\tau_{k}\right)-t \cdot \tau_{k}=\widetilde{\varphi}(t)+\Lambda_{\widetilde{\S}}\left(\widetilde{\varphi}^{\prime}\left(t_{k}^{* *}\right)\right)-t \cdot \widetilde{\varphi}^{\prime}\left(t_{k}^{* *}\right)=\widetilde{\varphi}(t)+t_{k}^{* *} \cdot \widetilde{\varphi}^{\prime}\left(t_{k}^{* *}\right)-\widetilde{\varphi}\left(t_{k}^{* *}\right)-t \cdot \widetilde{\varphi}^{\prime}\left(t_{k}^{* *}\right)=\widetilde{\varphi}_{k}(t),(2 \tag{211}
\end{align*}
$$

where in the first equality of (211) we have employed our basic representability assumption

$$
\left.\widetilde{\varphi}(t)=\sup _{z \in \mathbb{R}}\left(z \cdot t-\Lambda_{\widetilde{\Omega}}(z)\right), \quad t \in \mathbb{R}, \quad \text { (cf. (9) }\right)
$$

and in the third equality of (211) that the corresponding explicit solution of 9 for $\left.t=t_{k}^{* *} \in\right] t_{-}^{s c}, t_{+}^{s c}\left[\right.$ is given by ${ }^{27}$

$$
\widetilde{\varphi}\left(t_{k}^{* *}\right)=t_{k}^{* *} \cdot \Lambda_{\widetilde{\complement}}^{\prime} \leftarrow\left(t_{k}^{* *}\right)-\Lambda_{\widetilde{\complement}}\left(\Lambda_{\tilde{\complement}}^{\prime} \leftarrow\left(t_{k}^{* *}\right)\right)=t_{k}^{* *} \cdot \widetilde{\varphi}^{\prime}\left(t_{k}^{* *}\right)-\Lambda_{\widetilde{\complement}}\left(\widetilde{\varphi}^{\prime}\left(t_{k}^{* *}\right)\right)
$$

A comprehensive study of the properties of $\Lambda_{\tilde{\S}}$ is given in Section XI of Broniatowski \& Stummer [1] as well as in Broniatowski \& Stummer [69].
Summing up, so far we have proved the representability 209 . Moreover, recall from Condition 5 that the moment-generating function $z \mapsto M G F_{\widetilde{\Omega}}(z)=\int_{\mathbb{R}} e^{z \cdot y} \widetilde{d}(y)$ (and equivalently, $z \mapsto \Lambda_{\widetilde{\varangle}}(z)$ ) is supposed to be finite on some open interval containing zero. This implies - due to $\Lambda_{\widetilde{U}_{k}}(z)=\Lambda_{\tilde{\S}}\left(z+\tau_{k}\right)-\Lambda_{\tilde{\mathbb{}}}\left(\tau_{k}\right)$ (cf. the first equality in 210) and $\tau_{k} \in \operatorname{int}\left(\operatorname{dom}\left(\Lambda_{\tilde{\S}}\right)\right)$ - that also $z \mapsto \Lambda_{\widetilde{U}_{k}}(z)$ is finite on some open interval containing zero $(k=1, \ldots, K)$. Hence, one can prove for $D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)=$ $\sum_{k=1}^{K} p_{k} \cdot \varphi_{k}\left(\frac{q_{k}}{p_{k}}\right)$ (cf. 23) the narrow-sense BS-minimizability analogously to the way in which the narrow-sense

[^16]BS-minimizability (14) was proved for $D_{\varphi}(\mathbf{Q}, \mathbf{P})=\sum_{k=1}^{K} p_{k} \cdot \varphi\left(\frac{q_{k}}{p_{k}}\right)$ (cf. (4)) in Appendix A of Broniatowski \& Stummer [1]. For the sake of brevity, we omit the details.

Proof of Theorem [22. It suffices to prove part (b); from there, the part (a) follows immediately as a special case. Let us define the auxiliary function $\widetilde{F}(\mathbf{Q}):=D_{\varphi}(\mathbf{Q}, \mathbf{P})-\Phi(\mathbf{Q})$ which by our assumption (47) satisfies $\widetilde{F}(\mathbf{Q}) \leq c_{1}$ for all $\mathbf{Q} \in \boldsymbol{\Omega}$. Moreover, by rewriting (14) of Theorem 9 we have

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \llbracket\left[M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}} \in \boldsymbol{\Omega}\right]=-\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} D_{\varphi}(\mathbf{Q}, \mathbf{P})
$$

By applying the Varadhan Lemma (see e.g. the lecture notes of Franco [373] and Swart [374], and the references therein) to the sequence $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ of probability distributions on $\mathbb{R}^{K}$ (equipped with the corresponding Borel $\sigma$-field) given by $\mu_{n}[\cdot]:=$ $\llbracket\left[M_{\mathbf{P}} \cdot \xi_{n}^{\widetilde{\mathbf{W}}} \in \cdot\right]$ we obtain (with a slight abuse of notation)

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\int_{\mathbb{R}^{K}} \exp (n \cdot \widetilde{F}(\mathbf{Q})) \cdot 1_{\boldsymbol{\Omega}}(\mathbf{Q}) \mathrm{d} \mu_{n}(\mathbf{Q})\right)=\sup _{\mathbf{Q} \in \boldsymbol{\Omega}}\left(\widetilde{F}(\mathbf{Q})-D_{\varphi}(\mathbf{Q}, \mathbf{P})\right) \tag{212}
\end{equation*}
$$

As usual, the left-hand side of (212) can be equivalently rewritten as

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\mathbb{\Pi}}\left[\exp \left(n \cdot \widetilde{F}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right) \cdot \boldsymbol{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]\right)
$$

whereas the right-hand side of $\sqrt{212)}$ is nothing else but $\sup _{\mathbf{Q} \in \boldsymbol{\Omega}}(-\Phi(\mathbf{Q}))=-\inf _{\mathbf{Q} \in \boldsymbol{\Omega}} \Phi(\mathbf{Q})$.
Proof of bound (60). Clearly, due to (16) and (20) it suffices to consider $\frac{\tilde{c}}{\gamma}=1$. The case $t=0$ is clear:

$$
\varphi_{\beta, \beta, 1}(0)=\beta \cdot\{\sqrt{2}-1+\log (2 \cdot(\sqrt{2}-1))\}<1=\varphi_{1}(0) .
$$

So let $t \in] 0, \infty[$. For each $\left.\beta \in] 0, \frac{8}{5}\right]$ we show the derivatives relations

$$
\begin{array}{ll}
0>\varphi_{\beta, \beta, 1}^{\prime}(t)>\varphi_{1}^{\prime}(t) & \text { for all } t \in] 0,1[, \\
0=\varphi_{\beta, \beta, 1}^{\prime}(t)=\varphi_{1}^{\prime}(t) & t=1, \\
0<\varphi_{\beta, \beta, 1}^{\prime}(t)<\varphi_{1}^{\prime}(t) & \text { for all } t \in] 1, \infty[, \tag{215}
\end{array}
$$

Clearly, it suffices to consider $\beta=\frac{8}{5}$. By straightforward calculations one gets from for all $t \in \mathbb{R} \backslash\{1\}$

$$
\varphi_{\beta, \beta, 1}^{\prime}(t)=\frac{\beta}{1-t} \cdot\left(1-\sqrt{1+(1-t)^{2}}\right)
$$

(with $\lim _{t \rightarrow 1} \varphi_{\beta, \beta, 1}^{\prime}(t)=0$ ) and from (16) for all $\left.t \in\right] 0, \infty[$

$$
\varphi_{1}^{\prime}(t)=\log (t)=\log (1+(t-1)) .
$$

Moreover, for fixed $t \in] 0,1[$ its transform $x:=t-1 \in]-1,0[$ satisfies

$$
\log (1+x)<\frac{2 \cdot x}{2+x}<-\frac{8}{5 \cdot x} \cdot\left(1-\sqrt{1+x^{2}}\right)
$$

indeed, the left-hand inequality is well-known (see e.g. Topsoe [375]) whereas the right-hand inequality follows from

$$
\sqrt{1+x^{2}}<1+\frac{5 \cdot x^{2}}{4 \cdot(2+x)} \Longleftrightarrow x^{2} \cdot(2+x)^{2}<\frac{5 \cdot x^{2} \cdot(2+x)}{2}+\frac{25 \cdot x^{4}}{16} \Longleftrightarrow 0<\left(\frac{3 \cdot x}{4}-1\right)^{2} .
$$

Analogously, one can show that for fixed $t \in] 1, \infty[$ its transform $x:=t-1 \in] 0, \infty[$ satisfies

$$
\log (1+x)>\frac{2 \cdot x}{2+x} \geq-\frac{8}{5 \cdot x} \cdot\left(1-\sqrt{1+x^{2}}\right)
$$

where the right-hand inequality turns into an equality if and only of $x=4 / 3$. Hence, we have shown (213), (214), (215) from which (60) follows immediately by deducing the monotonicity properties of the function $t \mapsto g(t):=\varphi_{1}(t)-\varphi_{\beta, \beta, 1}(t)$ which satisfies $g(1)=0$.

Proof of bound (58). Let us arbitrarily fix $\gamma \in] 1, \infty[, \beta \in] 0,1[$ and $\widetilde{c} \in] 0, \infty[$. For $t \in] 0, \infty[$ the bound (58) follows immediately from (60) and (59). Furthermore, for each $\gamma \in] 1, \infty[$ one gets from (16) and (20)

$$
\varphi_{\beta, \beta, \frac{\tilde{c}}{\gamma}}(0)=\frac{\widetilde{c}}{\gamma} \cdot \beta \cdot\{\sqrt{2}-1+\log (2 \cdot(\sqrt{2}-1))\}<\frac{\widetilde{c}}{\gamma}=\widetilde{c} \cdot \varphi_{\gamma}(0) .
$$

Moreover, by means of Example 26 one can even show for all $t \in]-\infty, 0$ ]

$$
\varphi_{\beta, \beta, \frac{\widetilde{c}}{\gamma}}(t)<\frac{\widetilde{c}}{\gamma} \cdot(1-t) \leq \frac{\widetilde{c}}{\gamma} \cdot\left(\gamma \cdot \varphi_{\gamma}(t)\right)
$$

where the right-hand inequality follows immediately from (16).

Proof of Theorem 30, We can proceed analogously as in the above proof of Theorem 22, by replacing the use of Theorem 9 with the use of the analogous Theorem 16 For the sake of brevity, we omit the details.

Proof of Theorem 32. The assertions follow analogously to those of Theorem 22, by instead taking the auxiliary function $\widetilde{F}(\mathbf{Q}):=D_{\varphi}(\mathbf{Q}, \mathbf{P})+\Phi(\mathbf{Q})$.

Proof of Theorem 34. We can proceed analogously as in the proof of Theorem 32, by replacing the use of Theorem 9 with the use of the analogous Theorem 16 . For the sake of brevity, we omit the details.

Proof of Theorem 49. From (30) we obtain straightforwardly for arbitrary $A>0, \widetilde{c}>0$ and $\mathbf{P} \in \mathbb{R}_{>0}^{K}$
where we have employed the five $m$-independent abbreviations

$$
\begin{align*}
& H_{\gamma}^{(1)}:=H_{\gamma}(\mathbf{Q}, \mathbf{P})=\sum_{k=1}^{K}\left(q_{k}\right)^{\gamma} \cdot\left(p_{k}\right)^{1-\gamma}, \quad H_{\gamma}^{(2)}:=H_{\gamma}\left(\mathbf{Q}^{* *}, \mathbf{P}\right)  \tag{cf.83}\\
& T_{\gamma}:=T_{\gamma}\left(\mathbf{Q}, \mathbf{Q}^{* *}, \mathbf{P}\right):=\sum_{k=1}^{K} q_{k} \cdot\left(q_{k}^{* *}\right)^{\gamma-1} \cdot\left(p_{k}\right)^{1-\gamma},  \tag{cf.85}\\
& I:=I\left(\mathbf{Q}, \mathbf{Q}^{* *}\right):=\sum_{k=1}^{K} q_{k} \cdot \log \left(\frac{q_{k}}{q_{k}^{* *}}\right),  \tag{cf.86}\\
& \breve{T}_{0}:=\breve{T}_{0}\left(\mathbf{Q}, \mathbf{Q}^{* *}, \mathbf{P}\right):=-\sum_{k=1}^{K} p_{k} \cdot \log \left(\frac{q_{k}}{q_{k}^{* *}}\right)
\end{align*}
$$

To proceed, let us fix an arbitrary constant $\widetilde{c}>0$.
(i) Case $\gamma \cdot(1-\gamma) \neq 0$.
(ia) Let us start with the subcase $\gamma \in]-\infty, 0[$. From the first and the last line of 216), it is clear that the corresponding $m$-infimum can not be achieved for $m \leq 0$; since $H_{\gamma}^{(1)}>0$ and $T_{\gamma}>0$, one gets the unique minimizer $m_{\text {min }}=\left(\frac{H_{\gamma}^{(1)}}{T_{\gamma}}\right)^{1 /(1-\gamma)}>0$ and the minimum

$$
\inf _{m \neq 0} D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(m \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(m_{\min } \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=\frac{\widetilde{c}}{\gamma} \cdot\left[H_{\gamma}^{(2)}-\left(T_{\gamma}\right)^{\gamma /(\gamma-1)} \cdot\left(H_{\gamma}^{(1)}\right)^{-1 /(\gamma-1)}\right]
$$

Thus, 88 is established and from there, 89 follows by means of 82 .
(ib) The subcase $\gamma \in] 0,1\left[\right.$ (cf. the third line of (216)) works analogously to the subcase (ia) since $H_{\gamma}^{(1)}>0$ and $T_{\gamma}>0$ due to the fact that $\mathbf{Q} \in A \cdot \mathbb{S}^{K}$ implies that all the components $q_{k}$ are nonnegative and that at least one component $q_{k}$ must be strictly positive.
(ic) In the subcase $\gamma \in] 1,2[\cup] 2, \infty[$ (cf. the fifth and seventh line of 216 ) it is straightforward to see that the desired infimum can not be achieved for $m<0$. Hence, one can proceed analogously to subcase (ia).
(id) Let $\gamma=2, \mathbf{Q}^{* *} \in \mathbb{R}^{K}$ and $\mathbf{Q} \in A \cdot \mathbb{S}^{K}$ for some $A \in \mathbb{R} \backslash\{0\}$. The latter implies that either "all components $q_{k}$ are nonnegative and at least one component is strictly positive" (if $A>0$ ) or "all components $q_{k}$ are nonpositive and at least one component is strictly negative" (if $A<0$ ). There holds $H_{2}^{(1)}>0, H_{2}^{(2)} \geq 0$ and $\left.T_{2} \in\right]-\infty, \infty\left[\right.$. For $T_{\gamma} \neq 0$, we obtain the unique minimizer $m_{\text {min }}=\frac{T_{2}}{H_{2}^{(1)}} \neq 0$ and the minimum

$$
\begin{equation*}
\inf _{m \neq 0} D_{\widetilde{c} \cdot \varphi_{2}, \mathbf{P}}^{S B D}\left(m \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=D_{\widetilde{c} \cdot \varphi_{2}, \mathbf{P}}^{S B D}\left(m_{\min } \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=\frac{\widetilde{c}}{2} \cdot\left[H_{2}^{(2)}-\left(T_{2}\right)^{2} \cdot\left(H_{2}^{(1)}\right)^{-1}\right] \tag{217}
\end{equation*}
$$

In the subcase $T_{2}=0$, one arrives immediately at

$$
\inf _{m \neq 0} D_{\widetilde{c} \cdot \varphi_{2}, \mathbf{P}}^{S B D}\left(m \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=\inf _{m \neq 0} \frac{\widetilde{c}}{2} \cdot\left[m^{2} \cdot H_{2}^{(1)}+H_{2}^{(2)}\right]=\frac{\widetilde{c}}{2} \cdot H_{2}^{(2)}
$$

which is the corresponding special case of 217.
(ii) Case $\gamma=1$. From the fourth and the last line of (216), it is clear that the corresponding $m$-infimum can not be achieved for $m \leq 0$. We obtain the unique minimizer $m_{\text {min }}=\exp \{-I / A\}>0$ and the minimum

$$
\inf _{m \neq 0} D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(m \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=D_{\widetilde{c} \cdot \varphi_{1}, \mathbf{P}}^{S B D}\left(m_{\min } \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=\widetilde{c} \cdot\left[M_{\mathbf{Q}^{* *}}-A \cdot \exp \left(-\frac{I}{A}\right)\right]
$$

Thus, (90) is established and from there, (91) follows by means of 82).
(iii) Case $\gamma=0$. From the second and the last line of 216, it is clear that the corresponding $m$-infimum can not be achieved for $m \leq 0$. By straightforward calculations, we deduce the unique minimizer $m_{\min }=\frac{M_{\mathrm{P}}}{T_{0}}>0$ and the corresponding minimum

$$
\inf _{m \neq 0} D_{\widetilde{c} \cdot \varphi_{0}, \mathbf{P}}^{S B D}\left(m \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=D_{\widetilde{c} \cdot \varphi_{0}, \mathbf{P}}^{S B D}\left(m_{\min } \cdot \mathbf{Q}, \mathbf{Q}^{* *}\right)=\widetilde{c} \cdot\left[M_{\mathbf{P}} \cdot \log \left(T_{0}\right)+\breve{T}_{0}-M_{\mathbf{P}} \cdot \log \left(M_{\mathbf{P}}\right)\right]
$$

Thus, 92 is proved and from there, 93 can be derived by means of 82 .

Proof of Theorem 52. We follow the lines of the above proof of Theorem 22. It suffices to prove part (b). Let us define the auxiliary function $\widetilde{F}(\mathbf{Q}):=F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})\right)-\Phi(\mathbf{Q})$ which by (106) satisfies $\widetilde{F}(\mathbf{Q}) \leq c_{1}$ for all $\mathbf{Q} \in A \cdot \mathbf{\Omega}$. Moreover, by rewriting (75) of Theorem 44 we have

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{\Pi}\left[A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}} \in A \cdot \boldsymbol{\Omega}\right]=-\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})\right)
$$

By applying the Varadhan Lemma to the sequence $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ of probability distributions on $\mathbb{R}^{K}$ (equipped with the corresponding Borel $\sigma$-field) given by $\mu_{n}[\cdot]:=\square\left[A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}} \in \cdot\right]$ we obtain (with a slight abuse of notation)

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\int_{\mathbb{R}^{K}} \exp (n \cdot \widetilde{F}(\mathbf{Q})) \cdot \mathbf{1}_{A \cdot \boldsymbol{\Omega}}(\mathbf{Q}) \mathrm{d} \mu_{n}(\mathbf{Q})\right)=\sup _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}}\left(\widetilde{F}(\mathbf{Q})-F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})\right)\right) \tag{218}
\end{equation*}
$$

As usual, the left-hand side of 218) can be equivalently rewritten as

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(\mathbb{E}_{\llbracket}\left[\exp \left(n \cdot \widetilde{F}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right) \cdot \mathbf{1}_{A \cdot \boldsymbol{\Omega}}\left(A \cdot \boldsymbol{\xi}_{n}^{w \mathbf{W}}\right)\right]\right)
$$

whereas the right-hand side of (218) is nothing else but $\sup _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}}(-\Phi(\mathbf{Q}))=-\inf _{\mathbf{Q} \in A \cdot \boldsymbol{\Omega}} \Phi(\mathbf{Q})$.
Proof of Theorem 54. The assertions follow analogously to those of Theorem 52, by instead taking the auxiliary function $\widetilde{F}(\mathbf{Q}):=F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P})\right)+\Phi(\mathbf{Q})$.

Proof of Theorem 55. We can proceed analogously as in the proof of Theorem 52, by replacing the use of (75) of Theorem 44 with the use of the analogous (respectively (91) respectively (93) of Theorem 49 . In particular, $F_{\gamma, \widetilde{c}, A}\left(D_{\widetilde{c} \cdot \varphi_{\gamma}}(\mathbf{Q}, \mathbb{P P})\right)$ is replaced by $\breve{D}{ }_{\widetilde{c} \cdot \varphi_{\gamma}, \mathbf{P}}^{S B D}\left(\mathbf{Q}, \mathbf{Q}^{* *}\right)$. For the sake of brevity, we omit the details.

Proof of Theorem 58. The assertions follow analogously to those of Theorem 54, by employing the changes indicated in the above proof of Theorem 55. For the sake of brevity, we omit the details.

Proof of Theorem 65, Recall from (22) and 23) that we can represent the involved scaled Bregman distances as $D_{\varphi, \mathbb{P}}^{S B D}\left(\mathbb{Q}, \mathbf{Q}^{* *}\right)=$ $\sum_{k=1}^{K} p_{k} \cdot \varphi_{k}\left(\frac{q_{k}}{p_{k}}\right)$, where for each $k=1, \ldots, K$ one has

$$
\varphi_{k}(t)=\sup _{z \in \mathbb{R}}\left(z \cdot t-\log \int_{\mathbb{R}} e^{z \cdot y} d U_{k}(y)\right), \quad t \in \mathbb{R}
$$

cf. (209) with omittance of the tildes since $\widetilde{\varphi}_{k}(\cdot):=M_{\mathbb{P}} \cdot \varphi_{k}(\cdot)=\varphi_{k}(\cdot)$ and $\widetilde{\zeta}=\left(\right.$; moreover, let $V:=\left(\mathbf{V}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of random vectors constructed (with the help of $\mathbb{5}$ ) via (25) and 26) (without tildes). Moreover, recall the vector

$$
\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{V}}:= \begin{cases}\left(\frac{\sum_{i \in I_{1}^{(n)}\left(\mathbf{x}_{1}^{n}\right)} V_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(n)}\left(\mathbf{x}_{1}^{n}\right)} V_{i}}, \ldots, \frac{\sum_{i \in I_{K}^{(n)}\left(\mathbf{x}_{1}^{n}\right)} V_{i}}{\sum_{k=1}^{K} \sum_{i \in I_{k}^{(n)}} V_{i}\left(\mathbf{X}_{1}^{n}\right)}\right), & \text { if } \sum_{j=1}^{n} V_{j} \neq 0, \\ (\infty, \ldots, \infty)=: \infty, & \text { if } \sum_{j=1}^{n} V_{j}=0,\end{cases}
$$

and define

$$
\boldsymbol{\xi}_{n, \mathbf{X}}^{\mathrm{V}}:=\left(\frac{1}{n} \sum_{i \in I_{1}^{(n)}\left(\mathbf{X}_{1}^{n}\right)} V_{i}, \ldots, \frac{1}{n} \sum_{i \in I_{K}^{(n)}\left(\mathbf{X}_{1}^{n}\right)} V_{i}\right)
$$

where the right-hand side structurally coincides with (without tildes) but however - as explained above - the construction of the involved $I_{k}^{(n)}$ differs which is reflected in different indexing on the corresponding left-hand sides. Recall that inside the block $I_{k}^{(n)}$, the $V_{i}$ 's are independent with the same distribution $U_{k}$ (cf. 26) (depending on the block). With the help of these ingredients, to prove (131) we can follow nearly verbatim our proof of Theorem 12 in Broniatowski \& Stummer [1]; in the following, for the sake of brevity we explain only major steps. Firstly, we show for $m \neq 0$ that

$$
\begin{equation*}
\left\{\boldsymbol{\xi}_{n, \mathbf{X}}^{\mathrm{V}} \in m \cdot \mathbf{\Omega}\right\} \subset\left\{\frac{1}{n} \sum_{i=1}^{n} V_{i}=m\right\} \tag{219}
\end{equation*}
$$

To see this, $\boldsymbol{\xi}_{n, \mathbf{X}}^{\mathbf{V}} \in m \cdot \boldsymbol{\Omega}$ means that there exists a probability vector $\mathbb{Q}:=\left\{q_{1}, \ldots, q_{K}\right\}$ such that $\boldsymbol{\xi}_{n, \mathbf{X}}^{\mathbf{V}}=m \cdot \mathbb{Q}$ and thus the sum of the components of $\boldsymbol{\xi}_{n, \mathbf{X}}^{\mathrm{V}}$ (which is equal to $\frac{1}{n} \sum_{i=1}^{n} V_{i}$ ) must be $m$. To proceed, 219) implies

$$
\frac{1}{n} \log \square_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{V}} \in \boldsymbol{\Omega}\right]=\frac{1}{n} \log \rrbracket_{\mathbf{X}_{1}^{n}}\left[\boldsymbol{\xi}_{n, \mathbf{X}}^{\mathbf{V}} \in \bigcup_{m \neq 0} m \cdot \boldsymbol{\Omega}\right]
$$

(analogously to the proof of equality (172) in [1]). Secondly, in the present context the Lemma 42 of [1] still holds, and the same is true for inequality (175) of [1] with $\Phi_{\mathbb{P}}(\cdot):=D_{\varphi, \mathbb{P}}^{S B D}\left(\cdot, \mathbf{Q}^{* *}\right)$ as well as for inequality (173) of [1] with V instead of W (where we employ the corresponding part of the proof of Theorem 16 (of the current paper) instead of Proposition 39 of [1]). From this, (131) (of the current paper) follows by considerations which are analogous to those in the last paragraph of the proof of Theorem 12 in [1].

Proof of Theorem 46. The corresponding assertions follow analogously to the above proof of Theorem 65, by taking $\boldsymbol{\xi}_{n}^{w \mathbf{V}}$ instead of $\boldsymbol{\xi}_{n, \mathbf{X}}^{w \mathbf{V}}$, and $\mathbb{\Pi}$ instead of $\Pi_{\mathbf{X}_{1}^{n}}$.

Proof of Proposition 72, We get, by the definition of $\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n} \widetilde{\mathbf{W}}^{L, *}\right)$ and 162 that

$$
\begin{aligned}
\widehat{\Phi(\boldsymbol{\Omega})_{n, L}^{\text {aive, }}} \quad & =-\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \widetilde{\boldsymbol{\xi}}_{n}^{(\ell)}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}\right) \\
& \geq \Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{L, *}}\right)-\frac{1}{n} \log \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}, \mathbf{P}\right)\right)\right) \cdot \mathbf{1}_{\Omega}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}\right)
\end{aligned}
$$

For fixed $n$, by the strong law of large numbers there holds a.s.

$$
\begin{aligned}
& \lim _{L \rightarrow \infty} \frac{1}{L} \sum_{\ell=1}^{L} \exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}, \mathbf{P}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}^{(\ell)}}\right) \\
& =E_{\rrbracket}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)\right)\right) \cdot \mathbf{1}_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]
\end{aligned}
$$

Since we have assumed that $\Omega$ is compact, we get from the application of Theorem 22 a) to the constant null function $\breve{\phi}(\cdot) \equiv 0$ on $\boldsymbol{\Omega}$ that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log E_{\Pi}\left[\exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}, \mathbf{P}\right)\right)\right) \cdot \mathbf{1}_{\Omega}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{W}}}\right)\right]=0
$$

which completes the proof of 165 .

Proof of Proposition 85 . First, we apply the following representation

$$
\begin{equation*}
\frac{\mathrm{d} \breve{乌}}{\mathrm{~d}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right)=\exp \left(\sum_{k=1}^{K}\left(n_{k} \cdot \Lambda_{\widetilde{\S}}\left(\tau_{k}\right)-\tau_{k} \cdot \sum_{i \in I_{k}^{(n)}} \tilde{\mathbf{V}}_{i}\right)\right) \tag{220}
\end{equation*}
$$

(cf. (114) in Subsection X-A of Broniatowski \& Stummer [1]). By plugging (220) into (179), the involved expectation becomes

$$
\mathbb{E}_{\mathbb{T}}\left[1_{\boldsymbol{\Omega}}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}\right) \cdot \exp \left(n \cdot\left(D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}, \mathbf{P}\right)-\Phi\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\tilde{\mathbf{V}}}\right)\right)\right) \cdot \exp \left(\sum_{k=1}^{K}\left(n_{k} \cdot \Lambda_{\widetilde{\S}}\left(\tau_{k}\right)-\tau_{k} \cdot \sum_{i \in I_{k}^{(n)}} \tilde{\mathbf{V}}_{i}\right)\right)\right]
$$

Moreover,

$$
\begin{align*}
& D_{\varphi}\left(M_{\mathbf{P}} \cdot \boldsymbol{\xi}_{n}^{\widetilde{\mathbf{V}}}, \mathbf{P}\right)+\frac{1}{n} \cdot \sum_{k=1}^{K}\left(n_{k} \cdot \Lambda_{\widetilde{\mathbb{}}}\left(\tau_{k}\right)-\tau_{k} \cdot \sum_{i \in I_{k}^{(n)}} \tilde{\mathbf{V}}_{i}\right)=D_{\widetilde{\varphi}}\left(\boldsymbol{\xi}_{n} \widetilde{\mathbf{V}}, \widetilde{\mathbb{P}}\right)+\sum_{k=1}^{K} \frac{n_{k}}{n} \cdot \Lambda_{\widetilde{\mathbb{}}}\left(\tau_{k}\right)-\sum_{k=1}^{K} \tau_{k} \cdot \frac{1}{n} \sum_{i \in I_{k}^{(n)}} \widetilde{\mathbf{V}}_{i} \\
& =D_{\widetilde{\varphi}}\left(\boldsymbol{\xi}_{n} \widetilde{\mathbf{V}}, \widetilde{\mathbb{P}}\right)+\sum_{k=1}^{K} \widetilde{p_{k}} \cdot \Lambda_{\widetilde{\natural}}\left(\tau_{k}\right)-\sum_{k=1}^{K} \widetilde{p_{k}} \cdot \tau_{k} \cdot \frac{1}{\widetilde{p_{k}}} \cdot \frac{1}{n} \sum_{i \in I_{k}^{(n)}} \widetilde{\mathbf{V}}_{i}  \tag{221}\\
& =\sum_{k=1}^{K} \widetilde{p}_{k} \cdot\left[\widetilde{\varphi}\left(\frac{\widetilde{x}_{k}}{\widetilde{p}_{k}}\right)+\Lambda_{\widetilde{\S}}\left(\tau_{k}\right)-\tau_{k} \cdot \frac{\widetilde{x}_{k}}{\widetilde{p}_{k}}\right]=\sum_{k=1}^{K} \widetilde{p}_{k} \cdot \widetilde{\varphi}_{k}\left(\frac{\widetilde{p}_{k}}{\widetilde{p}_{k}}\right)=D_{\widetilde{\varphi}, \widetilde{\mathbb{P}}}^{S B D}\left(\widetilde{\mathbf{x}}, \widetilde{\mathbf{Q}}^{*}\right)=D_{\varphi, \mathbf{P}}^{S B D}\left(\mathbf{x}, \mathbf{Q}^{*}\right) \tag{222}
\end{align*}
$$

which finishes the proof of Proposition 85 In the above display, in 221 we have used the assumption $\frac{n_{k}}{n}=\widetilde{p}_{k}$ and in the first equality of $(222)$ we have employed the divergence definition (4) as well as the abbreviation $\widetilde{\mathbf{x}}:=\boldsymbol{\xi}_{n} \widetilde{\mathbf{V}}^{n}$ which by construction leads to the corresponding components $\widetilde{x}_{k}=\frac{1}{n} \sum_{i \in I_{k}^{(n)}} \widetilde{\mathbf{V}}_{i}$; moreover, the second equality in 222) follows - in terms of $\widetilde{\varphi}_{k}:=M_{\mathbf{P}} \cdot \varphi_{k}$ - from (211) in the above proof of Theorem 16 , the third equality comes from (the tilted version of) the divergence definition 23, and the last equality is nothing but the divergence rewritability 24.
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    ${ }^{1}$ in this paper, vectors are taken to be row vectors
    ${ }^{2}$ with a slight abuse of notation; see the main text for a more comprehensive notation

[^1]:    ${ }^{3}($ even for non-convex $\varphi$ )

[^2]:    ${ }^{4}$ i.e. $\Omega \in \mathcal{T}$
    ${ }^{5}$ in order to emphasize the dependence on $\Phi$, one should use the notations $\left(\xi_{\Phi, n}\right)_{n \in \mathbb{N}}, \rrbracket_{\Phi, n}$, etc.; this is avoided for the sake of a better readability.

[^3]:    ${ }^{6}$ in line with e.g. Liese \& Miescke [23], here a convex function $\varphi$ is called strictly convex at the point $t=1$ if the function $\varphi$ is not linear in the open interval $] 1-\varepsilon, 1+\varepsilon[$ for any $\varepsilon>0$

[^4]:    ${ }^{7}$ if all $\widetilde{p}_{k}(k=1, \ldots, K)$ are rational numbers in $] 0,1\left[\right.$ with $\sum_{k=1}^{K} \widetilde{p}_{k}=1$ and $N$ is the (always existing) smallest integer such that all $N \cdot \widetilde{p}_{k}$ $(k=1, \ldots, K)$ are integers (i.e. $\in \mathbb{N})$, then for any multiple $n=m \cdot N(m \in \mathbb{N})$ one gets that all $n \cdot \widetilde{p}_{k}$ are integers and hence $n_{k}=\left\lfloor n \cdot \widetilde{p}_{k}\right\rfloor=n \cdot \widetilde{p}_{k}$ $(k=1, \ldots, K)$

[^5]:    ${ }^{8}$ with $\left(\mathfrak{X}_{n}, \mathcal{A}_{n}, \Pi_{n}\right)=(\mathfrak{X}, \mathcal{A}, \mathbb{\square})$ for all $n \in \mathbb{N}$
    ${ }^{9}$ and thus, $E_{\square}\left[\widetilde{W}_{i}\right]=1$ and $\widetilde{W}_{i}$ has light tails
    ${ }^{10}$ for exemplary recent references on this very active research field on fast and accurate random number generation see e.g. [71]-163]

[^6]:    ${ }^{11}$ note that for the finiteness of the divergence we allow $\mathbf{Q}$ to be in a domain which is larger or equal to the domain of $\mathbf{Q}^{* *}$
    ${ }^{12}$ where $\varphi$ may even have an affine-linear part, but all the components of $\mathbf{Q}^{* *}$ are in its strictly-convex part

[^7]:    ${ }^{14}$ in other words, the exponential-dampening concerning Remark 23 is applicable with $c_{1}=0$.

[^8]:    ${ }^{15}$ if all $p_{k}(k=1, \ldots, K)$ are rational numbers in $] 0,1\left[\right.$ with $\sum_{k=1}^{K} p_{k}=1$ and $N$ is the (always existing) smallest integer such that all $N \cdot p_{k}$ $(k=1, \ldots, K)$ are integers (i.e. $\in \mathbb{N})$, then for any multiple $n=m \cdot N(m \in \mathbb{N})$ one gets that all $n \cdot p$ are integers and hence $n_{k}=\left\lfloor n \cdot p_{k}\right\rfloor=n \cdot p_{k}$ $(k=1, \ldots, K)$

[^9]:    ${ }^{16}$ which coincides with the above Theorem 40

[^10]:    ${ }^{17}$ notice that $\mathbb{P}_{n}^{e m p}\left(\mathbf{X}_{1}^{n}\right)$ a probability distribution (on the data space $\mathcal{Y}$ ), which is random due to its dependence on the $X_{i}$ 's
    ${ }^{18}$ also called misspecification error

[^11]:    ${ }^{19}$ notice that all the $W_{i}$ and $X_{i}$ live on the same underlying probability space $(\mathfrak{X}, \mathcal{A}, \mathbb{\square})$

[^12]:    ${ }^{22}$ notice that all the $V_{i}$ and $X_{i}$ live on the same underlying probability space $(\mathfrak{X}, \mathcal{A}, \mathbb{\square})$

[^13]:    ${ }^{23}$ e.g. take $\varphi(t):=2 \cdot \varphi_{2}(t)=(t-1)^{2}$ (cf. 16) to end up with the squared weighted $\ell_{2}-\operatorname{distance} G:=D_{2 \varphi_{2}, \mathbf{R}}^{S B D}(\mathbb{Q}, \mathbf{P})=\sum_{k=1}^{K} \frac{1}{r_{k}} \cdot\left|q_{k}-p_{k}\right|^{2}=$ $\left(D_{\ell_{2}, \mathbf{R}}(\mathbb{Q}, \mathbf{P})\right)^{2}$ (cf. 45), and choose $q_{k}>0, p_{k}>0$ to be two alternative fixed (i.e. non-random) cash-flows at (say) some future time $t_{k}>0$ as well as $r_{k}$ to be a random (e.g. random-term-structure-of-interest-rates connected) discount factor from $t_{k}$ to $t_{0}:=0$ (e.g. $t_{0} \widehat{=} 12.00$ hours tomorrow); accordingly, $G$ is connected with the aggregated dissimilarity of the corresponding (interest-rate-prone) present-values at $t_{0}$.
    ${ }^{24}$ on the underlying probability space $(\mathfrak{X}, \mathcal{A}, \mathbb{\square})$

[^14]:    ${ }^{25}$ notice that all the $Y_{i}$ and $W_{i}$ live on the same underlying probability space $(\mathfrak{X}, \mathcal{A}, \square)$

[^15]:    ${ }^{26}$ notice that all the $Y_{i}$ and $V_{i}$ and live on the same underlying probability space ( $\mathfrak{X}, \mathcal{A}, \mathbb{\square}$ )

[^16]:    ${ }^{27}$ recall that $h \leftarrow$ denotes the inverse of a function $h$

