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SHARP BLOW-UP STABILITY FOR SELF-SIMILAR SOLUTIONS OF THE

MODIFIED KORTEWEG-DE VRIES EQUATION

SIMÃO CORREIA AND RAPHAËL CÔTE

Abstract. We consider the modified Korteweg-de Vries equation. Given a self-similar solution,
and a subcritical perturbation of any size, we prove that there exists a unique solution to the
equation which behaves at blow-up time as the self-similar solution plus the perturbation.

To this end, we develop the first robust analysis in spaces of functions with bounded Fourier
transforms. To begin, we prove the local well-posedness in subcritical spaces through an ap-
propriate restriction norm method. As this method is not sufficient to capture the critical
self-similar dynamics, we develop an infinite normal form reduction (INFR) to derive time-
dependent a priori L8 bounds in frequency variables. Both approaches rely on frequency-
restricted estimates, which are specific positive multiplier estimates capable of capturing the
oscillatory nature of the equation. As a consequence of our analysis, we also prove local well-
posedness for small subcritical perturbations of self-similar solutions at positive time.

1. Introduction

1.1. Setting and motivation. In this work, we consider the modified Korteweg-de Vries equa-
tion on the real line

(mKdV) Btu ` B3xu “ ˘Bxpu3q, pt, xq P R
2, upt, xq P R.

The sign will be irrelevant in our analysis and thus we focus on the focusing case (+). As this
equation is invariant through the scaling uλpt, xq “ λupλ3t, λxq, one may look for self-similar
solutions, that is, solutions invariant under scaling. A direct computation shows that self-similar
solutions are necessarily of the form

Spt, xq “ 1

t1{3
S

´ x

t1{3

¯
, where S2 ´ y

3
S “ S3 ` α, α P R.

The existence of self-similar profiles S has been proven in [3, 10, 11, 21, 30] using ODE, stationary
phase or complete integrability techniques. The corresponding solutions are critical in terms
of time, space and frequency decay. In physical space, the profiles have decay like |x|´1{4 as

x Ñ ´8, while their derivative grows as |x|1{4 (implying a strong oscillatory behavior, see for
example [4] for precise asymptotics). In frequency space, the solutions are merely bounded, with
logarithmic oscillations at infinity and a jump discontinuity at ξ “ 0 (induced by the parameter
α): we refer to Proposition 1.2 below for more details.

Due to their scaling-invariant nature, self-similar solutions are not included in any existing local
well-posedness theory. Indeed, in the Hs-scale, well-posedness is known to be analytic (cf. [24])
for s ě 1{4, continuous for s ą ´1{2 (cf. [20]), and fails at the critical regularity s “ ´1{2 due
to an instantaneous norm inflation mechanism (this mechanism can also be seen in the evolution

of self-similar solutions). In the scale of Fourier-Lebesgue spaces pHs
r “ tu P S 1pRq : xξysû P Lp1u,

the analytic well-posedness can be shown for almost-critical spaces r ą 1 and s ą p1 ´ rq{2 (cf.
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[17]). They barely missed pH0
1

(which corresponds to û P L8
ξ ), which is a critical space where

self-similar solutions lie.

Self-similar solutions present a natural blow-up behavior at t “ 0, which is connected to the
formation of logarithmic spirals and corners in the evolution of vortex patches in the plane ([15]).
On the other hand, they also determine the long time asymptotics for small solutions of (mKdV)
([9, 14, 19, 22, 23]). In the refered articles, the analysis in performed for subcritical solutions. In
[4], together with Luis Vega, we introduced a critical space where long-time asymptotics could
be analyzed. In particular, we proved that any small critical object converges to the self-similar
solution with the same zero Fourier mode. As such, the most relevant open problems related
with self-similar solutions concern the dynamics near t “ 0. In a parallel problem for the cubic
nonlinear Schrödinger equation on R, the use of the pseudo-conformal transformation translates
the problem from t “ 0 to one at t “ 8 (while also turning self-similar solutions into constants),
see [1, 2]. For the modified KdV, the absence of such a transformation forces us to analyze the
problem directly.

In our previous work [5], we managed to prove the stability of the blow-up phenomena under
smooth and small perturbations at the blow-up time. More precisely, given a self-similar solution
S (small in a critical space) and a perturbation z small in a sufficiently strong topology1, namely

(1.1) z P L1
x, xξy2ẑ P L1

ξ , xξyBξẑ P L1 X L2,

then there exists a unique solution u to (mKdV), defined for t ą 0, such that

(1.2) uptq ´ Sptq Ñ z as t Ñ 0`.

There were two main ingredients in the proof. Define the profile

ũptq “ Fxpe´tB3
xuptqq,

the phase
Φ “ Φpξ, ξ1, ξ2, ξ3q “ ξ3 ´ ξ31 ´ ξ31 ´ ξ31 ,

and the hyperplane of convolution Hξ “ tpx1, ξ2, ξ3q P R
3 : ξ1 ` ξ2 ` ξ3 “ ξu. Then the

corresponding equation becomes

Btũ “ iξ

4π2

ĳ

Hξ

eitΦũpt, ξ1qũpt, ξ2qũpt, ξ3qdξ1dξ2,(1.3)

so that the nonlinear term takes the form of an oscillatory integral. By stationary phase argu-
ments, this equation reduces to an almost-pointwise ODE in time:

(1.4) Btũ “ πξ3

xξ3ty

ˆ
i|ũpt, ξq|2ũpt, ξq ´ 1?

3
e´8itξ3{9ũ3

ˆ
t,
ξ

3

˙˙
`Rruspt, ξq.

The remainder Rrus is controlled (and integrable in time) as long as we control both

ũ P L8
ξ and Bξũ P L2

ξ .

The L8 bound on ũ can be bootstrapped using the profile equation (1.3) itself. Unfortunately,
this is not possible for Bξ ũ, as differentiating in frequency the profile equation would introduce
strong divergent oscillations. It is at this moment that the second ingredient comes into play, the
vector-field or scaling operator px ´ 3tB2xqu. Indeed, the required L2 bound for Bξũ corresponds
(up to controlled terms) to an L2 bound for the vector-field, and this can be obtained through
a direct energy estimate. These two mechanisms are enough to bound solutions for times away
from 0 (as done in [4]). If one introduces sufficiently smooth subcritical perturbations, the bounds
on the remainder can actually be shown to be uniform up to t “ 0, which lead to the blow-up
stability result.

The main issue with the above result lies with the conditions (1.1) imposed on the perturbation
z (and also the smallness in those spaces). These restrictions can be traced to several deficiencies

1We denote ˆ̈ or F the Fourier transform, possibly specifying variables when it is space-time.
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in our approach: first, the analysis is performed simultaneously in physical and frequency space.
Second, the solution is constructed in a critical space, leading to a smallness assumption. Third,
the control in Fourier space does not exploit oscillations in time, as the profile equation gives a
pointwise control on the time derivative Btũ. As optimal results in dispersive equations usually
require a refined analysis of the oscillations in frequency, it becomes clear that our previous
result was far from being sharp.

The main goal of the present work is to provide a sharp stability result of self-similar solutions at
blow-up time. Roughly speaking, given a perturbation z with almost critical decay in frequency
space (measured in W 1,8

ξ ) and of arbitrary size, we show here that there exists a unique solution

u to (mKdV), defined around t “ 0, for which (1.2) holds.

1.2. Main results and description of the proofs. As mentioned before, a sharp stability
result requires one to abandon the expansion (1.4) (as it does not exploit the time oscillations)
and perform the complete analysis in frequency space. We are forced to go back to (1.3) and
work directly with the full oscillatory integral.
A first attempt would be to try a fixed-point argument using the Fourier restriction norm method

as implemented in [17], extending their result to weighted xL8
ξ spaces. In this direction, we have

Theorem 1.1. Equation (mKdV) is locally well-posed in2 xL8pxξyµdξq, for any µ ą 0.

This result follows in a rather neat way (done in Section 5) from the frequency-restricted estimate3

(see Proposition 3.6)

(1.5) @M ě 1, sup
ξ,αPR

ĳ

Hξ

xξyµ
xξ1yµxξ2yµxξ3yµ 1|Φ´α|ăM dξ1dξ2 ď Mβ,

for some β P p0, 1q. The relation between the Fourier restriction norm method and frequency-
restricted estimates was observed in [6] for L2

ξ-based spaces. Here, we extend the argument to

L8
ξ spaces.

The fact that a local well-posedness theory exists in almost-critical weighted L8 spaces is a good
starting point to analyze the stability of self-similar solutions in L8

ξ . Let us give some insight
why the critical regularity µ “ 0 seems currently out of reach. The description of the self-similar
solution in space-time frequency variables pτ, ξq presents unavoidable logarithmic divergences:
indeed, a direct computation using the scale-invariant structure of S shows that

Ft,xpetB3
xSq “ 1

ξ3
g

ˆ
τ

ξ3

˙
, for some g P S

1pRq.

Therefore its L8
ξ norm behaves as 1{τ , which is not controllable in L2pxτybdτq, for any b ě 1{2.

A similar problem appears in physical variables pt, xq: consider the toy problem of the linearized
equation

Btv ` B3xv ` 3BxpS2vq “ 0.

The most natural move is to use the estimates of Kenig, Ponce and Vega [25], which allows to
recover the loss of a derivative:

}v}L8
t L

2
x

À }vp0q}L2
x

` }K2v}L1
xL

2
t
.

Now one can essentially only use Hölder estimate:

}S2v}L1
xL

2
t

ď }S2}2L4
xL

8
t

}v}L2
x,t
.

However, as it was observed in [3], Spt, xq „ t´1{3xxt´1{3y´1{4 R L4
xL

8
t , and the argument cannot

be closed.

In pt, ξq variables however, self-similar solutions are actually agreeable4:

2Here, yL8pxξyµdξq “ tu P S
1pRN q : xξyµûpξq P L8pRqu.

3A frequency-restricted estimate is a multiplier estimate over sublevel sets of the resonance function.
4See (1.10) for the definition of the weighted spaces W

1,8
µ,µ1 .
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Proposition 1.2 ([3]). Given A P C small, there exists a self-similar solution S whose profile

Spξq :“ e´iξ3zSp1qpξq belongs to W 1,8
0,1 pRzt0uq (but not better). It can be decomposed

Spξq “ S0pξq ` Sregpξq,
where Sreg P W 1,8

p4{7q´,p11{7q´ pRzt0uq (it may have a jump at 0) and

S0pξq “ χpξqeia ln |ξ|

˜
A`Be2ia ln |ξ| e

´i 8
9
ξ3

ξ3

¸
,(1.6)

where χ P C 8pRq satisfy χ ” 0 for |ξ| ă 1 and χ ” 1 for |ξ| ą 2, and for some B P C with
|A| ` |B| „ }S}

W
1,8
0,1

pRzt0uq.

Of course, e´itξ3 ySptqpξq “ Spt1{3ξq. When it carries no confusion, we will often denote Spt, ξq “
Spt1{3ξq and do the same for S0 and Sreg.

We are then lead to the analysis of the full oscillatory integral in pt, ξq variables at critical
regularity. As it is becoming clear in the recent years [7, 18, 26, 27, 28, 29], the analogue of the
Fourier restriction method in pt, ξq variables is the infinite normal form reduction (INFR). Let
us briefly explain the idea behind this procedure. Write (1.3) in integral form,

ũpt, ξq “ ũp0, ξq ` iξ

4π2

ż t

0

ĳ

Hξ

eisΦũps, ξ1qũps, ξ2qũps, ξ3qdξ1dξ2ds,(1.7)

where Φ “ ξ3 ´ ξ21 ´ ξ32 ´ ξ33 . In order to exploit the oscillations in time, we want to integrate by
parts in time, using the relation

eitΦ “ BtpeitΦq
iΦ

.

It does not induce singularities, as long as Φ is not small. This motivates the introduction of a
parameter N ą 0 to split the frequency domain in the near-resonant region |Φ| ă N and the
nonresonant region |Φ| ą N and to integrate by parts in the latter (all double integrals are over
Hξ):

ũpt, ξq “ ũp0, ξq ` iξ

4π2

ż t

0

ĳ
eisΦ1|Φ|ăN ũps, ξ1qũps, ξ2qũps, ξ3qdξ1dξ2ds

` iξ

4π2

ż t

0

ĳ
eisΦ1|Φ|ąN ũps, ξ1qũps, ξ2qũps, ξ3qdξ1dξ2ds

“ ũp0, ξq ` iξ

4π2

ż t

0

ĳ
eisΦ1|Φ|ăN ũps, ξ1qũps, ξ2qũps, ξ3qdξ1dξ2ds

` iξ

4π2

„ĳ
eisΦ1|Φ|ąN ũps, ξ1qũps, ξ2qũps, ξ3qdξ1dξ2

s“t

s“0

´ iξ

4π2

ż t

0

ĳ
eisΦ

iΦ
1|Φ|ąN Bt pũps, ξ1qũps, ξ2qũps, ξ3qq dξ1dξ2ds.

In the last integral, after distributing the time derivative, we are now free to use (1.3) and rewrite
the last integral as an oscillatory integral which is now quintic in u. We arrive at an expanded
version of (1.7), with a few well-behaved cubic terms plus a quintic term: this concludes the first
step of the INFR.
We can play this game again, splitting the quintic term into “good” quintic terms plus a sep-
tic integral, then replacing the septic integral and so forth. This process can then be iterated
indefinitely: the end result is an infinite expansion of (1.7) in well-behaved terms of arbitrary
order:

ũpt, ξq “ ũp0, ξq `
ÿ

Jě1

pBoundary terms at step J ` Near-resonant terms at step Jq .

The main difficulty that now arises is the derivation of multilinear bounds for every single term
in the expansion, together with some decay in J to ensure summability. This has been for some

4



time an unclear topic, especially in what concerns L2
ξ-bounds: apart from some concrete cases

[18, 29], the general framework announced in [28] seems not to be completely correct (see Remark
4.5) and the validity of the approach described therein remains to be proved.
In this work, we rigorously formalize the derivation of L8

ξ a priori bounds through the INFR. As
it will be explained in Section 4, these bounds may be reduced to frequency-restricted estimates
akin to (1.5) (see in particular the paragraph 4.3).

Remark 1.1. One of the main takeaways of the present work is the effectiveness of frequency-
restricted estimates in deducing bounds for nonlinear dispersive equations. Not only can these
estimates be used to derive multilinear estimates in Bourgain spaces and a priori bounds through
the INFR, but they can also be used to prove Strichartz estimates. In conclusion,

Frequency-restricted estimates (in ξq ñ

$
’&
’%

INFR a priori bounds in pt, ξq
multilinear Bourgain estimates in pτ, ξq
Strichartz estimates in pt, xq

As we already pointed out above, the last two approaches are not suitable to deal with a self-
similar background.

In order to implement the INFR around self-similar solutions, we need to decompose (as done
in [5]) the solution into

(1.8) self-similar S + linear evolution of perturbation z + interaction remainder w.

As the first two terms are already defined, the problem reduces to the derivation of appropriate
bounds for the remainder w. As in [5], we expect it to grow in time as a small power of t.
This is actually a crucial point: it allows to avoid the failure of the time integrability induced
by the linearized operator around the self-similar solution, which gives a logarithmic singular
behavior. In other words, we are forced to work in pt, ξq in order to introduce time weights for
the interaction remainder.
Assuming subcriticallity for the perturbation, we show that the remainder is subcritical as well,
even in the presence of the self-similar background. Indeed, when expanding the nonlinearity
using the decomposition (1.8), the INFR can be used to prove weighted L8

ξ a priori bounds for

the remainder, and for most of the source terms, except one (called F2 in following). This one
term has to be dealt with integration by parts in space, and this requires additional smoothness
on z.
The construction of the remainder term follows from a priori bounds on an approximate problem:
we chose to cut off the nonlinearity at large frequency and then pass to the limit. As such, a mere
weighted L8

ξ bound is not sufficient to show that the limit is indeed a solution to (mKdV). To

bypass this problem, we will also derive weighted L8
ξ bounds for the derivatives. Such a control

cannot be obtained directly, but an effective way is to use the scaling operator which, in Fourier
variables, reads

(1.9) Λ “ Bξ ´ 3t

ξ
Bt.

A key algebraic point is that the equation for Λw has the same algebraic structure as that for
w: this is due to the specific critical structure of (mKdV), and the scaling invariance of the self-
similar solution (this was already a decisive ingredient in the stability proof of [5]). In particular,
assuming subcriticality for Bξz, the INFR can be used once more to produce an a priori L8

ξ

bound on Λw. This control of the derivatives of w allows for the application of Ascoli-Arzelà
theorem and the construction of the interaction remainder is achieved.

With these elements of context in mind, we can now present the main stability result. Given
µ1, µ ą 0, we define the Banach spaces

L8
µ pΩq :“

!
v P L8pΩq : }v}L8

µ pΩq ă 8
)

and W
1,8
µ,µ1 pΩq :“

!
v P W 1,8pΩq : }v}W 1.8

µ,µ1 pΩq ă 8
)
,

(1.10)

5



where }v}L8
µ pΩq :“ }xξyµvpξq}L8pΩq, and }v}

W
1,8

µ,µ1 pΩq :“ }v}L8
µ pΩq ` }Bξv}L8

µ1 pΩq.

If Ω “ R, we omit the domain. Moreover, when µ “ µ1, we write W 1,8
µ,µ pΩq simply as W 1,8

µ pΩq.
Throughout this work, we fix

(1.11) 0 ă µ ă ν ă 1{2 and 0 ă γ ă 1

3
min pµ, ν ´ µq .

Theorem 1.3 (Blow-up stability of self-similar solutions). Fix ǫ ą 0 small and a self-similar

solution S with }S}
W

1,8
0,1 pRzt0uq ă ǫ. Given z P W 1,8

ν , there exist T “ T pǫ, µ, ν, }z}W 1.8
ν

q ą 0 and

a unique

w P L8pp0, T q,W 1,8
µ q

such that

(1.12) @t P r0, T s, }wptq}
W

1,8
µ

`
››››
tBtwptq
ξ

››››
L8
µ

À ǫ3tγ ,

and u “ e´tB3
xpS ` z ` wq_ is a distributional solution of (mKdV) on p0, T q ˆ R. Moreover, if

z1, z2 P W 1,8
ν and w1, w2 are the corresponding solutions, then

(1.13) sup
sPr0,ts

}w1psq ´ w2psq}L8
µ

À ǫ2tγ}z1 ´ z2}L8
ν
, 0 ă t ă T.

Remark 1.2. Notice that the remainder has an arbitrarely small loss in decay when compared
to the perturbation. If one aims at deriving bounds without any loss, a logarithmic divergence
appears at t “ 0. In view of to the critical nature of the self-similar solution, this is to be
expected.

Remark 1.3. A mere control of the perturbation in L8
ξ is not enough to prove the stability result.

Indeed, in order to control the linearized operator BxpS2uq, we need to exploit oscillations in
frequency (this was already a crucial observation in [4]).

Remark 1.4. We emphasize that our framework is only based on weighted L8 estimates in
(space) Fourier variable. We do not rely on any energy estimate. We believe that this is the
correct framework to consider self-similar related problems.

As a byproduct of the analysis performed, we also obtain a local well posedness result, at strictly
positive time, for data which are a perturbation of a self-similar solution.

Theorem 1.4 (Local well-posedness around a self-similar solution at positive times). Fix t0 ą 0.

For ǫ ą 0 small, given a self-similar solution with profile S P W 1,8
0,1 pRzt0uq, and w0 P W 1,8

µ such
that

}S}
W

1,8
0,1 pRzt0uq ` }w0}

W
1,8
µ

ă ǫ,

there exist T˘ “ T˘pǫ, µq ą 0, T´ ă t0 ă T`, and a unique w P L8ppT´, T`q,W 1,8
µ q such that

}wptq}W 1.8
µ

`
››››
tBtwptq
ξ

››››
L8
µ

À ǫ, T´ ă t ă T`,

wpt0q “ w0, and u “ e´tB3
xpS ` wq_ is a distributional solution of (mKdV) on pT´, T`q ˆ R.

Furthermore,

(1.14) lim
ǫÑ0

T´pǫq “ 0, lim
ǫÑ0

T`pǫq “ `8.

Finally, if w01, w02 P W 1,8
µ and w1, w2 are the corresponding solutions, then

sup
sPrT´,T`s

}w1psq ´ w2psq}L8
µ

À ǫ2}w01 ´ w02}L8
µ
.

6



When comparing Theorems 1.3 and 1.4, the main difference is the smallness assumption on
the subcritical perturbation in the latter. This is somehow unexpected, as the blow-up problem
should be considerably more difficult to handle. The difference is a consequence of the use of
the scaling operator (which behaves better at t “ 0) in the derivation of the required a priori
bounds (see Remark 6.1).

The structure of this article is as follows. We start in Section 2 by solving an approximate
problem and giving an outline of the structure of the proof of Theorem 1.3. In Section 3, we
prove several useful multilinear estimates (in particular, frequency restricted estimates) related
to the expansion of the nonlinearity into various components. Section 4 is devoted to the imple-
mentation of the INFR and the derivation of adequate a priori bounds. In Section 5, we prove
Theorem 1.3. The proof of Theorem 1.4 is presented in Section 6, while Section 7 is devoted to
that of Theorem 1.1.

Notation. Given a P R, a` (resp. a´) denotes any number sufficiently close to a which is strictly
greater (resp. smaller) then a.
Given a, b ě 0, a À b means there exists a constant C ą 0 (depending at most on µ, ν, γ) such
that a ď Cb. We may indicate extra dependencies as indices, for example a Àn b. If a À b À a,
we write a » b.

2. Early steps of the stability proof

In view of (1.7), given ξ, all integrals will be done in the convolution hyperplane (in R
3), which

we recall is

Hξ “ tpξ1, ξ2, ξ3q P R
3 : ξ “ ξ1 ` ξ2 ` ξ3u.

We also recall the phase function Φ, which we define on the hyperplane (in R
4)

H “ tpξ, ξ1, ξ2, ξ3q P R
4 : ξ “ ξ1 ` ξ2 ` ξ3u

by

Φpξ, ξ1, ξ2, ξ3q “ ξ3 ´ ξ31 ´ ξ32 ´ ξ33 .

The convolution plane Hξ is endowed with its usual surface measure: we will write it dξidξj where
i, j are two distinct indices in J1, 3K to specify which variables are used for the parametrization.
As all changes of variable lie in SL3pRq, we can choose freely which parametrization to use, and
this plays a role for the integration by parts.
Given smooth functions f, g, h P C 8

c pr0, T s ˆ Rq, define

(2.1) N rf, g, hspt, ξq “ ξ

ĳ

Hξ

eitΦfpt, ξ1qgpt, ξ2qhpt, ξ3qdξ1dξ2.

For the sake of simplicity, we abbreviate N rf, f, f s as N rf s. Using these notations, and as we
are interested in constructing a solution such that wptq Ñ 0 as t Ñ 0, the equation for w reads

#
Btwpt, ξq “ N rS ` z ` ws ´N rSs,
w|t“0 “ 0.

(2.2)

Equivalently, after integration in time:

wptq “
ż t

0

pN rS ` z ` wspsq ´N rSspsqq ds.
7



2.1. Construction of an approximating sequence. Fix a smooth cut-off χ P SpRq, radially
decreasing, such that χ ” 1 on r´1, 1s, 0 ă χ ď 1 and |χ1pξq| À χpξq for all ξ P R. For n P N,
define χnpξq :“ χpξ{nq. Given a perturbation z P W 1,8pRq, set

znpξq :“ χnpξqzpξq.
Consider the approximate problem

(2.3)

#
Btwn “ χ2

npN rS ` zn ` wns ´N rSsq,
wn

ˇ̌
t“0

“ 0.

In order to properly bound the quadratic terms in S, we rewrite

N rS, S,w ` zs “ 1

t1{3

ż
ξeitΨpw ` zqpt, ξ ´ ηqKpS, Sqpt1{3ηqdη,

and N rus ´N rSs “ 3N rS, S,w ` zs `RrS, z, ws,
where R is at least quadratic in pz, wq. Finally, given a time interval I, we define the function
space

XnpIq :“
 
w P CbpI ˆ Rq : }w}CbpI,Xnq ă `8

(
where }v}Xn :“ }χ´1

n v}L8
µ
.

(Here, v is a function not a priori depending on time; we denote by Cb the set of continuous
and bounded functions).

Proposition 2.1. There exists T n
0

“ T n
0

pS, zq ą 0 and a unique wn P Xnpr0, T n
0

qq (integral)
solution to (2.3). If T n

0
ă `8, then }wnptq}Xn Ñ `8 as t Ñ T n

0
. Moreover, there exists tn

0
ą 0

such that

(2.4) @t P p0, tn0 s, }Btwnptq}Xn Àn,S,z xt´1{2yp1 ` }wnptq}3Xn
q.

Proof. The proof follows from a standard fixed point argument on the map

(2.5) Θ : w ÞÑ
ˆ

pt, ξq ÞÑ χ2
npξq

ż t

0

pN rS ` zn ` ws ´N rSsqps, ξqds
˙

defined on the complete metric space pBR,T , dq, where, given R,T ą 0,

BR,T “ tw P Cbpr0, T s ˆ Rq : }w}L8pr0,T s,Xnq ď Ru, dpv,wq “ }v ´ w}L8pr0,T s,Xnq.

Fix n P N, and let w P BR,T . A simple computation yields, for t P r0, T s,

|xξyµχnpξqRrS, zn, wspt, ξq| ÀS,z

ˆż
xξyµ|ξ|χnpξqχnpξ1qχnpξ2qdξ1dξ2

˙
p1 ` }χ´1

n wptq}3L8 q

ÀS,z 1 ` }wptq}3Xn
À 1 `R3.(2.6)

Similarly, as |KpS, Sqpηq| À |η|´1{2 (see [4] or Lemma 3.1 below):

|xξyµχnpξqN rS, S,w ` znspt, ξq| ÀS,z

ˆż xξyµ|ξ|χnpξqχnpξ ´ ηq
t1{2?

η
dη

˙
p1 ` }wptq}Xnq

ÀS,z
1

t1{2
p1 ` }wptq}Xnq À 1

t1{2
p1 `Rq.(2.7)

The point in putting a weight χ2
n (with a square) is apparent notably in the above computation,

where the factor χnpξqχnpξ ´ ηq allows to make the integral bounded uniformly in ξ. After
integrating in t P r0, T s, we infer

}Θrws}L8pr0,T s,Xnq ÀS,z pT 1{2 ` T qp1 `R3q.
Furthermore, if w1, w2 P BR,T then

xξyµχnpξq|RrS, zn, w1spt, ξq ´RrS, zn, w2spt, ξq|

ÀS,z

ˆż
xξyµ|ξ|χnpξqχnpξ1qχnpξ2qdξ1dξ2

˙
p1 ` }χ´1

n w1ptq}2L8 ` }χ´1
n w2ptq}L8q

¨ }χ´1

n pw1 ´ w2qptq}L8
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ÀS,z p1 ` }w1ptq}2Xn
` }w1ptq}2Xn

q}w1ptq ´ w2ptq}Xn ÀS,z p1 `R2qdpw1, w2q,
and similarly

xξyµχnpξq|N rS, S,w1 ` znspt, ξq ´N rS, S,w2 ` znspt, ξq|

À
ˆż xξyµ|ξ|χnpξqχnpξ ´ ηq

t1{2?
η

dη

˙
}pw1 ´ w2qptq}Xn À 1

t1{2
dpw1, w2q.

In particular, after integrating in t P r0, T s,
dpΘrw1s,Θrw2sq À pT 1{2 ` T qp1 `R2qdpw1, w2q.

These estimates show that, for T small (depending on S, z and R), Θ is a contraction over
pBR,T , dq, yielding a fixed point w. By uniqueness, this solution can be extended up to a maximal
time of existence T0 and the blow-up alternative holds.
Finally, the estimate (2.4) holds due to (2.6) and (2.7). �

Even though it is possible to obtain a priori estimates for w P L8
µ alone (Proposition 4.4), these

do not suffice to extract a limiting profile. We therefore need to work in W 1,8
µ . Keeping in mind

the dilation operator Λ (1.9), and given a time interval I, we are led to consider the norm

}w}YnpIq :“ sup
tPI

˜
}wptq}Xn `

››››
t

|ξ|Btwptq
››››
Xn

` }Bξwptq}
Xn

¸
,

and the space YnpIq :“
"
w P XnpIq : t

|ξ| Btw, Bξw P XnpIq
*
.(2.8)

If t P I, we make the slight abuse of notation }w}Ynptq “ }w}Ynpttuq. The statement below provides
the approximation wn in this functional setting.

Proposition 2.2. There exists T n1 “ T n1 pS, zq ą 0 and a unique wn P Ynpr0, T n1 qq (integral)
solution to (2.3). If T n

1
ă `8, then }wn}Ynptq Ñ `8 as t Ñ T n

1
. Moreover, there exists tn

1
ą 0

such that

@t P r0, tn1 s, }wn}Ynptq Àn,S,z p1 ` }wn}3L8pr0,ts,Xnqqt1{2p1 ` tq.

Proof. We consider Θ defined by (2.5), but now over the space

BR,T “
 
w P Cbpr0, T s ˆ Rq : }w}Ynpr0,T sq ď R

(
,

with R,T ą 0, and endowed with the metric

dpv,wq “ }v ´ w}Ynpr0,T sq.

Fix n P N and let w P BR,T . The estimates for Θrws and BtΘrws in L8
µ are completely analogous

to the previous proof, so that

}Θrwsptq}Xn `
››››
t

|ξ|BtΘrwsptq
››››
Xn

ÀS,z

´
t1{2 ` t

¯
p1 ` }w}3L8pr0,ts,Xnqq ÀS,z

´
t1{2 ` t

¯
p1 `R3q.

We therefore focus on the estimate for BξΘrws. First, observe that since Spt, ξq “ Spt1{3ξq (see
Proposition 1.2) and |χ1

n| À χn,

@t ą 0, ξ P R, |BξSpt, ξq| ÀS
t1{3

xt1{3ξy , |Bξznpξq| Àz χnpξq.

We have

BξN rS, S,w ` znspt, ξq “
ż

Bξ
“
ξχ2

npξqeitΨpw ` znqpt, ξ ´ ηq
‰ 1

t1{3
KpS, Sqpt1{3ηqdη.

If the derivative falls on ξχ2
npξq or w` z, the estimate follows as in the previous proof. When it

falls on eitΨ, we bound it by
ˇ̌
ˇ̌xξyµ

ż
ξχnpξqBξpeitΨqpw ` znqpt, ξ ´ ηq 1

t1{3
KpS, Sqpt1{3ηqdη

ˇ̌
ˇ̌
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ÀS,z

ż ˆxξyµ|ξ|tp|ξ|2 ` |ξ ´ η|2qχnpξqχnpξ ´ ηq
t1{2?

η
dη

˙
p1 ` }χ´1

n wptq}L8 q ÀS,z t
1{2p1 `Rq.

For BξRrS, zn, ws, we gather the terms depending on whether the derivative falls on ξχ2
n, e

itΦ or
on the remaining factors (recall that |χ1| À χ):

ˇ̌
ˇ̌xξyµpχn ` 2ξχ1

nq
ż
eitΦp3S ` w ` znqpt, ξ1qpw ` znqpt, ξ2qpw ` znqpt, ξ3qdξ1dξ2

ˇ̌
ˇ̌

ÀS,z

ˇ̌
ˇ̌
ż
χnpξ2qχnpξ3qdξ1dξ2

ˇ̌
ˇ̌ p1 ` }χ´1

n wptq}3L8q ÀS,z 1 `R3,

ˇ̌
ˇ̌xξyµχnpξq

ż
ξBξpeitΦqp3S ` w ` znqpt, ξ1qpw ` znqpt, ξ2qpw ` znqpt, ξ3qdξ1dξ2

ˇ̌
ˇ̌

ÀS,z

ˇ̌
ˇ̌
ż

xξyµχnpξq|ξ|tp|ξ1|2 ` |ξ2|2 ` |ξ3|2qχnpξ2qχnpξ3qdξ1dξ2
ˇ̌
ˇ̌ p1 ` }χ´1

n wptq}3L8q

ÀS,z 1 `R3,
ˇ̌
ˇ̌xξyµχnpξq

ż
ξeitΦBξ pp3S ` w ` znqpt, ξ1qpw ` znqpt, ξ2qpw ` znqpt, ξ3qq dξ1dξ2

ˇ̌
ˇ̌

ÀS,z

ˇ̌
ˇ̌xξyµχnpξq

ż
|ξ|χnpξ2qχnpξ3qdξ1dξ2

ˇ̌
ˇ̌ p1 ` }χ´1

n wptq}3L8q ÀS,z 1 `R3.

The integration of these estimates in time yields

}BξΘrws}
L8pr0,T s,Xnq ÀS,z T

1{2p1 ` T qp1 `R3q.
Analogous computations show that one can bound the difference, so that given w1, w2 P BR,T ,

dpΘrw1s,Θrw2sq ÀS,z T
1{2p1 ` T qp1 `R2qdpw1, w2q.

Thus, for T small, Θ is again a contraction over pBR,T , dq. The rest of the proof follows as in
the proof of Proposition 2.1. �

The goal is now to show that wn exist on a uniform (in n) time interval, on which one can obtain
uniform bounds (in n). This is the purpose of the next three sections, and the heart of the paper.
Before this, we decompose the nonlinearity into several terms, depending on their behavior.

2.2. A first decomposition of the nonlinearity. Recalling (2.1), we can expand

N rS ` z ` ws ´N rSs “: pF ` L`QqrS, z, ws,
where F is the source term and does not depend on w, L is linear in w and Q includes both
quadratic or cubic terms in w.
As it is expected, the term N rS, S,ws is the hardest to handle, being the linearized operator
around the self-similar solution. An analysis of this term as a trilinear object is not adequate
for our purposes, since it is unable to capture the precise oscillatory structure of S “ S0 ` Sreg

(see Proposition 1.2). To this effect, we define

Krf, gspηq :“
ż
e3iηλ

2{4f

ˆ
η ` λ

2

˙
g

ˆ
η ´ λ

2

˙
dλ

and

Ψpξ, ηq :“ ´3ηξ2 ` 3ξη2 ´ 3η3{4 “ ´3

4
ηpη ´ 2ξq2.

Then we may rewrite

N rS0, S0, wspt, ξq “
ĳ

Hξ

ξeitΦS0pt1{3ξ1qS0pt1{3ξ2qwpt, ξ3qdξ1dξ2

“
ż
ξeitΨwpt, ξ ´ ηq

˜ż
e3itηλ

2{4S0

˜
t1{3pη ` λq

2

¸
S0

˜
t1{3pη ´ λq

2

¸
dλ

¸
dη
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“ 1

t1{3

ż
ξeitΨwpt, ξ ´ ηqKpS0, S0qpt1{3ηqdη “: LKrws.(2.9)

Thus the linear term is decomposed as

LrS, z, ws “ LKrws ` L2rS0, Sreg, z, ws,
where L2 contains the other terms linear in w, which are at most linear in S0.
For the source terms, we perform an analogous splitting. There is no trilinear term in S (due to
the cancelation), and once again we set aside the term N rS0, S0, zs, but this time only for high
frequency.
More precisely, we extract the low-frequency part of all the source terms, which can be bounded
directly without any integration in time. For this purpose, given τ P p0, 1q, we define the regions

Dpτq “
!

pζ, ηq P R
2 : |ζ| ` |η| ě τ´1{3{10

)
,

D1 “ tpξ1, ξ2, ξ3q P Hξ : pξ1 ` ξ2 ` ξ3, ξ1 ` ξ2q P Dpτqu , D2 “ HξzD1,(2.10)

D3 “
!

pξ1, ξ2, ξ3q P Hξ : |ξ1| ` |ξ2| ` |ξ3| ě τ´1{3
)
, D4 “ HξzD3.

The regions Di “ Dipτ, ξq, i P J1, 4K, depend on τ and ξ: we do not write this dependence
explicitely to keep notations reasonable.
The reason for the extra parameter τ is the following: the domain decomposition should nat-
urally depend on the time5 t. However, when performing integrations by parts in time, if the
domain depends explicitely on t, the boundary terms can controlled to the expense of lengthy
computations (as it will be clear from Section 4). To avoid those, we decompose time dyadically
on intervals rtk`1, tks where tk “ T {2k, and perform integration by parts on t P rtk`1, tks. In
pratice, τ will be one of the tk and in any way τ{2 ď t ď 2τ .
The regular source term is

F2rS, zspt, τ, ξq :“ ξ

ż

D4

eitΦpzpξ1q ` 3Spt, ξ1qqzpξ2qzpξ3qdξ1dξ2

` 3ξ

ż

D2

eitΦSpt, ξ1qSpt, ξ2qzpξ3qdξ1dξ2.(2.11)

The point in considering these regions is that, in these low-frequency domains, integration in
time (and so the INFR) is unable to gain some regularity. However, we can exploit the oscillations
in frequency for the self-similar solution by integrating by parts in space and we prove bounds
on F2 in weighted L8 spaces directly. This is done in Proposition 3.4.
The remaining (high-frequency) source term writes

F1rS, zspt, τ, ξq “ ξ

ż

D3

eitΦpzpξ1q ` 3Spt, ξ1qqzpξ2qzpξ3qdξ1dξ2

` 3ξ

ż

D1

eitΦpSreg ` S0qpt, ξ1qSregpt, ξ2qzpξ3qdξ1dξ2

` 3ξ

ż

D1

eitΦS0pt, ξ1qS0pt, ξ2qzpξ3qdξ1dξ2

“ ξ

ż

D3

eitΦpzpξ1q ` 3Spt, ξ1qqzpξ2qzpξ3qdξ1dξ2

` 3ξ

ż

D1

eitΦpSreg ` S0qpt, ξ1qSregpt, ξ2qzpξ3qdξ1dξ2

` 3ξ

ż

Dpτq
eitΨzpξ ´ ηq 1

t1{3
KpS0, S0qpt1{3ηqdη

“: F11rS, zs ` F12rS0, Sreg, zs ` LK,Dpτqrzs.(2.12)

5The correct variable to consider when dealing with self-similar solutions is tξ3.
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In conclusion,

N rS ` z ` ws ´N rSs “ F11rS, zs ` F12rS0, Sreg, zs ` F2rS, zs ` LK,Dpτqrzs(2.13)

` LKrws ` L2rS0, Sreg, z, ws `QrS, z, ws.
For the terms other than F2, the oscillations in time can be exploited, leading us to the applica-
tion of the INFR: the construction is made in Section 4. In order to be able to bound the terms
in infinite expansion, we first prove in Section 3.3 the necessary frequency-restricted estimates
(Proposition 3.6 and Proposition 3.7). Moreover, source terms require an extra care, as we will
need a polynomial bound in time for these terms (which ultimately dictates the polynomial
growth of w). This is done in Propositions 3.8, 3.9 and 3.10.

3. Multilinear estimates

3.1. Bounds on the self-similar solution. Here we are interested in taking care of the oscil-
lations of the self-similar solution, by deriving bounds on KpS, Sq.
Lemma 3.1. Let f, g P W 1,8

0,1 pRzt0uq, then

@η P Rzt0u, |Kpf, gqpηq| À 1

|η|1{2
}f}

W
1,8
0,1 pRzt0uq

}g}
W

1,8
0,1 pRzt0uq

.

Proof. Assume that f and g have unit norms. Given η ą 0, write

hpη, λq “ f

ˆ
η ` λ

2

˙
g

ˆ
η ´ λ

2

˙
.

Then

|hpη, λq| À 1 and |Bλhpη, λq| À 1

xη ` λy ` 1

xη ´ λy .

Hence

|Kpf, gqpηq| “ 1?
η

ˇ̌
ˇ̌
ż
e3iζ

2{4h pη, ζ{?
ηq dζ

ˇ̌
ˇ̌

À 1?
η

ˇ̌
ˇ̌ζhpη, ζ{?

ηq
1 ` 3iζ2{2

ˇ̌
ˇ̌
ζ“˘|η|3{2

` 1?
η

ˇ̌
ˇ̌
ż
ζe3iζ

2{4Bζ
ˆ

1

1 ` 3iζ2{2h pη, ζ{?
ηq
˙
dζ

ˇ̌
ˇ̌

À 1?
η

` 1?
η

ż
ζ2

|1 ` iζ2|2 dζ ` 1?
η

ż
ζ

|1 ` iζ2|
1?
η

ˆ
1

xη ` ζ{?
ηy ` 1

xη ´ ζ{?
ηy

˙
dζ.

The first integral is bounded. For the second, if |ζ| ď 10|η|3{2,
ż

ζ

|1 ` iζ2|
1?
η

ˆ
1

xη ` ζ{?
ηy ` 1

xη ´ ζ{?
ηy

˙
dζ À

ż

|ζ|À|η|3{2

ζ

|1 ` iζ2|
1?
η
dζ À 1.

If |ζ| ě 10|η|3{2, then |η ˘ ζ{?
η| „ |ζ{?

η| and
ż

ζ

|1 ` iζ2|
1?
η

ˆ
1

xη ` ζ{?
ηy ` 1

xη ´ ζ{?
ηy

˙
dζ À

ż
1

|1 ` iζ2|dζ ă `8.

The proof for η ă 0 follows from analogous computations. �

We will also need some estimates on the derivative, which is the purpose of the next result.

Lemma 3.2. [3, Lemma 14] One has

(3.1) @ξ P R
˚, |BξKpS0, S0qpξq| À ǫ2

|ξ|3{2
.

In Lemma 3.1, there is no need to split S into S0 and Sreg. However, it is not known whether
the bound (3.1) holds for BξKpS, Sq. Indeed, in [3, Lemma 14], one uses crucially the exact
expression of S0 and its derivative. In order to derive the estimate for BξKpS, Sq, as we do not
have an explicit formula for Sreg, we would need to use bounds up to the second derivative of
Sreg. The existence of such bounds is not a trivial problem, due to the presence of the highly

oscillatory term e´8iξ3{9 in (1.6).
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3.2. Bounds on F2.

Lemma 3.3. Given t, τ P p0, 1q,
››››ξ

ż

D4

eitΦfpξ1qgpξ2qhpξ3qdξ1dξ2
››››
L8
µ

À τ´1` ν´µ
3 }f}L8}g}L8}h}L8

ν
.

Proof. Recall the definition (2.10) of D4, so that D4 is empty if |ξ| ą τ´1{3. Now, if |ξ| ď τ´1{3,
then

|ξ|xξyµ
ż

D4

|fpξ1qgpξ2qhpξ3q|dξ1dξ2

À
˜
τ´p1`µq{3

ż

|ξ2|`|ξ3|ďτ´1{3

dξ2dξ3

xξ3yν

¸
}f}L8}g}L8}h}L8

ν

À τ´1` ν´µ
3 }f}L8}g}L8}h}L8

ν
. �

Proposition 3.4. For t, τ P p0, 1q,

}F2rS, zspt, τq}L8
µ

À pt´1 ` τ´1qτ
ν´µ
3

”
}S}2

W
1,8
0,1 pRzt0uq

}z}L8
ν

` }z}3L8
ν

ı
.

Proof. Recall that

F2rS, zspt, τ, ξq “ ξ

ż

D4

eitΦpzpξ1q ` 3Spt, ξ1qqzpξ2qzpξ3qdξ1dξ2

` 3ξ

ż

D2

eitΦSpt, ξ1qSpt, ξ2qzpξ3qdξ1dξ2.

By Lemma 3.3, these integrals are bounded adequately in D4. It remains to estimate the second
integral in D2zD4. In this region, we have |ξ3| ď |ξ| ` |ξ1 ` ξ2| ď τ´1{3{5 and |ξ1| ě 7{20τ´1{3

(because 2|ξ1| ě |ξ1| ` |ξ2| ` |ξ3| ´ |ξ1 ` ξ2| ´ |ξ3| ě 7τ´1{3{10). As a consequence, |Bξ1Φ| “
3|ξ21 ´ ξ23 | Á |ξ1|2 and we can integrate by parts in ξ1 (observe that, since ξ1 and ξ2 are far from
0, no boundary terms appear from the jump of S at ξ “ 0):

ˇ̌
ˇ̌
ˇξ
ż

D2zD4

eitΦSpt, ξ1qSpt, ξ2qzpξ3qdξ1dξ2

ˇ̌
ˇ̌
ˇ

À
ˇ̌
ˇ̌
ˇξ
ż

D2zD4

eitΦBξ1
ˆ

1

itBξ1Φ
Spt, ξ1qSpt, ξ2q

˙
zpξ3qdξ1dξ3

ˇ̌
ˇ̌
ˇ

`
ˇ̌
ˇ̌
ˇξ
ż

BpD2zD4q

eitΦ

itBξ1Φ
Spt, ξ1qSpt, ξ2qzpξ3qdσpξ1, ξ3q

ˇ̌
ˇ̌
ˇ .

Omitting norms in S and z,
ˇ̌
ˇ̌
ˇξxξyµ

ż

D2zD4

eitΦBξ1
ˆ

1

itBξ1Φ
Spt, ξ1qSpt, ξ2q

˙
zpξ3qdξ1dξ3

ˇ̌
ˇ̌
ˇ

`
ˇ̌
ˇ̌
ˇξxξyµ

ż

BpD2zD4q

eitΦ

itBξ1Φ
Spt, ξ1qSpt, ξ2qzpξ3qdσpξ1, ξ3q

ˇ̌
ˇ̌
ˇ

À
ˇ̌
ˇ̌
ˇξxξyµ

ż

D2zD4

1

tξ3
1

1

xξ3yν dξ1dξ3

ˇ̌
ˇ̌
ˇ `

ˇ̌
ˇ̌
ˇξxξyµ

ż

BpD2zD4q

1

tξ2
1

1

xξ3yν dσpξ1, ξ3q
ˇ̌
ˇ̌
ˇ

À t´1τ´p1`µq{3

˜ż

|ξ3|ďτ´1{3{5

dξ3

xξ3yν

¸˜ż

|ξ1|ě7τ´1{3{20

dξ1

ξ3
1

¸
` t´1τ

ν´µ
3 À t´1τ

ν´µ
3 . �
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3.3. Frequency-restricted estimates. In this section, we derive the frequency-restricted es-
timates needed for the implementation of the infinite normal form reduction (see Section 4). We
begin with some elementary computations.

Lemma 3.5. Given α P R and M ą 0,
ĳ

B1p0q

1|q2
1

`q2
2

´α|ăMdq1dq2 À minp1,Mq,(3.2)

ĳ

B1p0q

1|q1q2´α|ăMdq1dq2 À minp1,M | lnM |q,(3.3)

@δ P p0, 1q,
ż
1|q´α|ďM

dq

|q|δ
Àδ M

1´δ, and(3.4)

ż
1

´1

1|q2´α|ăMdq À minp1,
?
Mq.(3.5)

Proof. The first estimate is direct. For (3.3): if M ă 10, the integral is uniformly bounded; if
M ą 10,

ĳ

B1p0q

1|q1q2´α|ăMdq1dq2 À
ż

Mă|q2|ă1

ż
1|q1´α{q2|ăM{q2dq1dq2 `

ż

|q2|ăM

ż

|q1|ă1

1dq1dq2

À
ż

Mă|q2|ă1

dq2

|q2| `M À M | lnM |.

The proof of (3.4) follows from direct integration if |α| ă 2M . Otherwise,
ż
1|q´α|ďM

dq

|q|δ
À p|α| `Mq1´δ ´ p|α| ´Mq1´δ À M

p|α| `Mqδ À M1´δ.

Estimate (3.5) follows from (3.4) with δ “ 1{2 by a change of variables. �

Proposition 3.6. Given M ě 1,

(3.6) sup
ξ,α

xξyµ
ĳ ˆ

max
j“1,2,3

|ξj |
˙
1|Φ´α|ăM

dξ1dξ2

xξ1yµxξ2yµ À M1´µ{3.

In particular,

(3.7) sup
ξ,α

xξyµ|ξ|
ĳ

1|Φ´α|ăM
dξ1dξ2

xξ1yµxξ2yµ À M1´µ{3.

Proof. We reduce (3.6) to the case |ξ1| ď |ξ2| ď |ξ3|, since
ĳ ˆ

max
j“1,2,3

|ξj |
˙
1|Φ´α|ďM

xξyµ
xξ2yµxξ3yµ dξ1dξ2

ď
ĳ ˆ

max
j“1,2,3

|ξj |xξjyµ
˙
1|Φ´α|ďM

xξyµ
xξ1yµxξ2yµxξ3yµ dξ1dξ2

ď 6

ĳ
1|ξ1 |ď|ξ2|ď|ξ3|1|Φ´α|ďM

xξyµ|ξ3|
xξ1yµxξ2yµ dξ1dξ2.

First notice thatĳ
1|ξ3 |ď11|ξ1 |ď|ξ2|ď|ξ3|1|Φ´α|ďM

xξyµ|ξ3|
xξ1yµxξ2yµ dξ1dξ2 À

ĳ

r´1,1s2

dξ1dξ2 “ Op1q,

because |ξ3| ě |ξ|{3. Hence we want to bound

I :“
ĳ

1|ξ3 |ě11|ξ1 |ď|ξ2|ď|ξ3|1|Φ´α|ďM
|ξ3|xξyµ

xξ1yµxξ2yµdξ1dξ2.
14



We split the integration into different regions, depending on the behavior of the phase function
Φ. We view Φ as a function of pξ1, ξ2q, with ξ3 given by ξ ´ ξ1 ´ ξ2, so that

BΦ
Bξ1

“ ´3pξ21 ´ ξ23q, BΦ
Bξ2

“ ´3pξ22 ´ ξ23q.

The idea now is to perform a change of variable in the intermediate frequency ξ2 Ñ Φ and then
integrate in the smallest frequency ξ1. This is possible when BΦ

Bξ2
is of the order of ξ23 (Case 4).

When it is too small, then we are either close to a stationary point of Φ (Cases 1 and 2), given
by

s0 “ pξ{3, ξ{3q, s1 “ pξ, ξq, s2 “ pξ,´ξq, s3 “ p´ξ, ξq,
or we’re near |ξ2| “ |ξ3| with |ξ1| fi |ξ3| (Cases 3 and 5).

The stationary cases. In this region, all frequencies are comparable. The bound will follow from
a careful description of the geometry of Φ coming from Morse theory.

Let c ą 0 small to be chosen later.
Case 1. Near the stationary point s0, that is,

pξ1, ξ2q P Bc|ξ|ps0q.
In this region, all frequencies are of order ξ{3. In particular, as |ξ3| ě 1, |ξ| Á xξy. We normalize
the frequencies, so that the region becomes independent of |ξ|. Denote r0 “ p1{3, 1{3q,
(3.8) pj “ ξj{ξ for i “ 1, 2, and φpp1, p2q “ 1 ´ p31 ´ p32 ´ p1 ´ p1 ´ p2q3,
so that Φpξ1, ξ2q “ ξ3φpp1, p2q. Then

I0 :“
ĳ

Bc|ξ|ps0q

1|Φ´α|ďM
xξyµ|ξ3|

xξ1yµxξ2yµdξ1dξ2 À |ξ|1´µ

ĳ

Bc|ξ|ps0q

1|ξ3φ´α|ďMdξ1dξ2

À |ξ|3´µ

ż

Bcpr0q
1|ξ3φ´α|ďMdp1dp2.

Observe that

φpr0q “ 8

9
, ∇φpr0q “ 0, D2φpr0q “ ´2

ˆ
2 1

1 2

˙
is definite negative.

By Morse’s lemma, if c is sufficiently small, there exist a domain D0 Ă B1p0q in R
2 and a C 1

diffeomorphism ϕ0 : D0 Ñ Bcpr0q such that ϕ0p0q “ r0 and

@q P D0, φpϕ0pqqq “ 8

9
´ |q|2.

Therefore, by (3.2),
ĳ

Bcpr0q

1|ξ3φ´α|ďMdp1dp2 “
ĳ

D0

1|ξ3p 8

9
´|q|2q´α|ďM |detDϕ0pqq|dq

À
ĳ

B1p0q

1

ˇ̌
ˇ|q|2´

´
8{9´ α

ξ3

¯ˇ̌
ˇď M

|ξ|3

dq À |ξ|3´µmin

ˆ
1,
M

|ξ|3
˙

À M1´µ{3.

Case 2. Near the other stationary points, that is,

pξ1, ξ2q P Bc|ξ|psjq, for j “ 1, 2, 3.

We perform the analysis around s1, the other ones being similar. As before, denote r1 “ p1, 1q.
Using the normalization (3.8),

I1 :“
ĳ

Bc|ξ|ps1q

1|Φ´α|ďM
xξyµ|ξ3|

xξ1yµxξ2yµ dξ1dξ2 À |ξ|3´µ

ĳ

Bcpr1q

1|ξ3φ´α|ďMdp1dp2.
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We compute

φpr1q “ 0, ∇φpr0q “ 0, ∇2φpr0q “ 3

ˆ
1 ´2

´2 0

˙
, which has signature p1,´1q.

Applying again Morse’s lemma, for small c, there exist a domain D1 Ă B1p0q and a C 1 diffeo-
morphism ϕ1 : D1 Ñ Bcpr1q such that ϕ1p0q “ r1 and

@pq1, q2q P D1, φpϕ1pq1, q2qq “ q1q2.

Therefore, by (3.3)
ĳ

Bcpr1q

1|ξ3φ´α|ďMdp1dp2 “
ĳ

D1

1|ξ3q1q2´α|ďM |detDϕ1pq1, q2q|dq1dq2

À
ĳ

B1p0q

1

ˇ̌
ˇq1q2´ α

ξ3

ˇ̌
ˇď M

|ξ|3

dq1dq2 À min

ˆ
1,
M

|ξ|3
ˇ̌
ˇ̌ln M

|ξ|3
ˇ̌
ˇ̌
˙

À M1´µ{3

|ξ|3´µ
.

and thus

I1 À |ξ|1´µ{3M
1´µ{3

|ξ|3´µ
À M1´µ{3.

The nonstationary cases. Before we proceed, let us observe that, in the remaining region

D :“
 

pξ1, ξ2q P R
2 : @j “ 0, . . . , 4, |pξ1, ξ2q ´ sj| ě c|ξ|, |ξ1| ď |ξ2| ď |ξ3|, |ξ3| ě 1

(
,

there exists a constant c1 ą 0 (depending solely on c) such that

@pξ1, ξ2q P D, |ξ1| ď p1 ´ c1q|ξ3|.
Indeed, if this was not the case, we would be near one of the four stationary points. As a
consequence,

@pξ1, ξ2q P D,
ˇ̌
ˇ̌ BΦ
Bξ1

ˇ̌
ˇ̌ “ 3pξ23 ´ ξ21q ě 3c1ξ23 .

Case 3. In the comparable-frequencies region.
Let d ą 0 small to be chosen later, and denote

D3 “ D X tpξ1, ξ2q P R
2 : |ξ1| ě d|ξ3|u.

Since |ξ3| ě |ξ1|, we have |ξ1| » |ξ2| » |ξ3| Á |ξ|.
We decompose D3 further into

D31 “ D3 X tpξ1, ξ2q P R
2 : |ξ| ě d|ξ1|u, D32 “ D3zD31.

In D31, we perform a change of variable ϕ3 : pξ1, ξ2q ÞÑ pΦpξ1, ξ2q, ξ2q and

I31 :“
ĳ

D31

1|ξ1 |ď|ξ2|ď|ξ3|1|Φ´α|ďM
xξyµ|ξ3|

xξ1yµxξ2yµ dξ1dξ2 ď
ĳ

ϕ3pD31q

xξyµ|ξ3|
xξ2y2µ 1|Φ´α|ďM

dξ2dΦˇ̌
ˇ BΦ

Bξ1

ˇ̌
ˇ

À
ĳ

1

|ξ3|µ|ξ|1|Φ´α|ďM dξ2dΦ.

As |Φ| À |ξ3|3, by (3.4),

I31 À
˜ż

1|Φ´α|ďM
dΦ

|Φ|µ{3

¸ ˜ż

|ξ2|„|ξ|

dξ2

|ξ|

¸
À M1´µ{3.

In D32, ξ1 ` ξ2 » ´ξ3. We perform the change of variables pξ1, ξ2q ÞÑ pΦ, pq “ pΦpξ1, ξ2q, ξ1{ξ2q,
whose associated jacobian is

(3.9)

ˇ̌
ˇ̌ BΦ
Bξ1

1

ξ1
` BΦ

Bξ2
ξ2

ξ2
1

ˇ̌
ˇ̌ “

ˇ̌
ˇ̌ξ

3
1 ` ξ32 ´ ξ23pξ1 ` ξ2q

ξ2
2

ˇ̌
ˇ̌ » |ξ3|,
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when d is small enough. Thus

I32 :“
ĳ

D32

1|ξ1 |ď|ξ2|ď|ξ3|1|Φ´α|ďM
xξyµ|ξ3|

xξ1yµxξ2yµdξ1dξ2 À
ĳ

|p|ă1

xξyµ|ξ3|
xξ2y2µ 1|Φ´α|ďM

dΦdp

|ξ3|

À
ĳ

|p|ă1

1

|ξ3|µ 1|Φ´α|ďMdΦdp À
ĳ

|p|ă1

1

|Φ|µ{3
1|Φ´α|ďM dΦdp À M1´µ{3.

Case 4. Away from the bisectors ξ3 “ ˘ξ2, with small ξ1.
We consider the domain

D4 “ D X tpξ1, ξ2q P R
2 : |ξ1| ď d|ξ3|, |ξ2| ď p1 ´ d2q|ξ3|u.

In this region, there exists c2 ą 0 such that

@pξ1, ξ2q P D4,

ˇ̌
ˇ̌ BΦ
Bξ2

ˇ̌
ˇ̌ “ 3pξ23 ´ ξ22q ě c2ξ23 .

We divide this region as

D41 “ D4 X tpξ1, ξ2q P R
2 : |ξ2| ě |ξ|u, D42 “ D4zD41.

Over D41, we perform the change of variables pξ1, ξ2q ÞÑ pΦ, pq “ pΦpξ1, ξ2q, ξ1{ξ2q as in the
previous case. Observe that, since we’re far away from the region |ξ2| “ |ξ3|, (3.9) holds. Since
|Φ| À |ξ2|3,

I41 :“
ĳ

D41

1|ξ1 |ď|ξ2|ď|ξ3|1|Φ´α|ďM
xξyµ|ξ3|

xξ1yµxξ2yµ dξ1dξ2 À
ĳ

|p|ă1

|ξ3|
xξ2pyµ 1|Φ´α|ďM

dΦdp

|ξ3|

À
ĳ

|p|ă1

1

|ξ2p|µ 1|Φ´α|ďMdΦdp À
ĳ

|p|ă1

1

|Φ|µ{3|p|µ 1|Φ´α|ďM dΦdp À M1´µ{3.

For D42, we have |ξ| Á |ξ3| and it suffices to consider the change of variables ξ2 ÞÑ Φ:

I42 :“
ĳ

D42

1|ξ1 |ď|ξ2|ď|ξ3|1|Φ´α|ďM
xξyµ|ξ3|

xξ1yµxξ2yµ dξ1dξ2

À
ż |ξ|1`µ

xξ1y2µ
ˆż

1|Φ´α|ďM dξ2

˙1´µ{3
˜ż

|ξ2|ď|ξ|
dξ2

¸µ{3

dξ1

À |ξ|´1`2µ

ż

|ξ1|ď|ξ|

1

xξ1y2µ
ˆż

1|Φ´α|ďM dΦ

˙1´µ{3

dξ1 À M1´µ{3.

Case 5. Near the bisectors ξ3 “ ˘ξ2, with small ξ1. We work on

D˘
5

“ D X tpξ1, ξ2q P R
2 : |ξ1| ď d|ξ3|, |ξ2 ˘ ξ3| ď d|ξ3|u.

We split the domain further into

D˘
51

“ D5 X tpξ1, ξ2q P R
2 : |ξ1| ě d|ξ|u, D˘

52
“ D˘

5
zD˘

51
.

In D˘
51

,
ˇ̌
ˇ BΦ

Bξ1

ˇ̌
ˇ „ ξ2

2
and |Φ| À |ξ2|3. Performing the change of variables ξ1 ÞÑ Φ,

I˘
51

:“
ĳ

D˘
51

1|ξ1 |ď|ξ2|ď|ξ3|1|Φ´α|ďM
xξyµ|ξ3|

xξ1yµxξ2yµdξ1dξ2 À
ĳ

|ξ2|Á|Φ|1{3

|ξ3|
xξ2yµ 1|Φ´α|ăM

dΦdξ2

|ξ2|2

À
ż

1|Φ´α|ăM

˜ż

|ξ2|Á|Φ|1{3

1

|ξ2|1`µ
dξ2

¸
dΦ À M1´µ{3.
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In D˘
52

, we have |ξ3| » |ξ2| Á |ξ| ě |ξ1|{d, which implies
ˇ̌
ˇ̌ BΦ
Bξ2

ˇ̌
ˇ̌ » |ξξ2| and |ξΦ| » |ξξ22pξ ´ ξ1q| »

ˇ̌
ˇ̌ BΦ
Bξ2

ˇ̌
ˇ̌
2

.

For ξ1 fixed, this implies thatż
|ξ2|1´µ

1|Φ´α|ăM dξ2 À
ż

1

|ξ|xξyµ 1|Φ´α|ăMdΦ À M

|ξ|xξyµ ,

and, using (3.4),ż
|ξ2|1´µ

1|Φ´α|ăM dξ2 À
ż

|ξ2|1´µ
1|Φ´α|ăM

1ˇ̌
ˇ BΦ

Bξ2

ˇ̌
ˇ
dΦ

À
ż

|ξ2|1´µ
1|Φ´α|ăM

1

|ξξ2|1´µ|ξΦ|µ{2
dΦ À

ˆ
M

|ξ|

˙1´µ{2

.

Interpolating the above estimates, we conclude that
ż

|ξ2|1´µ
1|Φ´α|ăMdξ2 À

ˆ
M

|ξ|xξyµ
˙1{3ˆ

M

|ξ|

˙2{3´µ{3

.

Therefore,

I˘
52

:“
ĳ

D˘
52

1|ξ1 |ď|ξ2|ď|ξ3|1|Φ´α|ďM
xξyµ|ξ3|

xξ1yµxξ2yµdξ1dξ2 À
ĳ xξyµ

xξ1yµ |ξ2|1´µ
1|Φ´α|ăMdξ2dξ1

À
˜ż

|ξ1|ďd|ξ|

xξyµ
xξ1yµdξ1

¸ˆ
M

|ξ|xξyµ
˙1{3ˆ

M

|ξ|

˙2{3´µ{3

À M1´µ{3. �

Proposition 3.7. For M ě 1,

(3.10) sup
ξ,α

ż
max p|ξ|, |η|q xξyµ?

ηxξ ´ ηyµ 1|Ψ´α|ăM dη À
?
M.

Proof. Before we proceed, it is useful to normalize the frequencies. Write p “ η{ξ and ψppq “
´3

4
ppp´ 2q2, so that

Ψ “ ξ3ψppq, Bψ
Bp “ ´3

4
pp ´ 2qp3p ´ 2q, B2ψ

Bp2 “ ´9

2
p` 6.

In particular, the stationary points p “ 2, 2{3 are nondegenerate. We assume, without loss of
generality, that ξ ą 0 and split the integration into the regions near the stationary points of Ψ
(η “ 2ξ, 2ξ{3), the singular points (η “ 0, ξ) and the remaining domain.

Case 1. Near the stationary points 2ξ and 2ξ{3.
Let us focus on the case η » 2ξ. Since p “ 2 is a nondegenerate critical point of ψ, there exist
c ą 0 small, a segment D1 Ă r´1, 1s and a C 1 diffeomorphism ϕ1 : D1 Ñ r2´ c, 2` cs such that
for all q P D1, ψpϕ1pqqq “ ´q2. Given η P rp2 ´ cqξ, p2 ` cqξs, we have

max p|ξ|, |η|q xξyµ?
ηxξ ´ ηyµ À |ξ|1{2.

Therefore, using (3.5)

J1 :“
ż

rp2´cqξ,p2`cqξs
max p|ξ|, |η|q xξyµ?

ηxξ ´ ηyµ 1|Ψ´α|ăMdη À |ξ|1{2

ż

rp2´cqξ,p2`cqξs
1|Ψ´α|ăMdη

À |ξ|3{2

ż
2`c

2´c
1|ξ3ψppq´α|ăMdp À |ξ|3{2

ż
1

´1

1|ξ3q2`α|ăMdq À
?
M.

If η » 2ξ{3, for c ą 0 small, there exists a segment D2 Ă r´1, 1s and a C 1 diffeomorphism
ϕ2 : D2 Ñ r2{3´ c, 2{3` cs such that for all q P D2, ψpϕ2pqqq “ q2. The estimate in the interval
r2{3 ´ c, 2{3 ` cs follows from computations analogous to the η » 2ξ case.
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Case 2. Near the singularity at 0.
In this region, we use the fact that ψ is a diffeomorphism on r´2{3 ` c, 2{3 ´ cs onto its image,
with ψ1ppq ě c on this interval. In particular, as ψp0q “ 0, we also have |ψppq| À |p|. Furthermore,
for |η| ď p2{3 ´ cq|ξ|, xξ ´ ηy Á |ξ|. Performing the change of variables p ÞÑ ψ and using (3.4),

J3 :“
ż

|η|ďp2{3´cq|ξ|
max p|ξ|, |η|q xξyµ?

ηxξ ´ ηyµ 1|Ψ´α|ăM dη À |ξ|
ż

|η|ďp2{3´cq|ξ|
1|Ψ´α|ăM

dηa
|η|

À |ξ|3{2

ż

|p|ď2{3´c
1|ξ3ψppq´α|ăM

dpa
|p|

À |ξ|3{2

ż
1

ˇ̌
ˇψ´ α

ξ3

ˇ̌
ˇă M

|ξ|3

dψa
|ψ|

À |ξ|3{2

ˆ
M

|ξ|3
˙1{2

À
?
M.

Case 3. Near ξ.
As for the previous case, ψ is a diffeomorphism on r2{3` c, 2´ cs onto its image, with ψ1ppq ě c

on this interval. By Cauchy-Schwarz inequality,

J4 :“
ż

rp2{3`cqξ,p2´cqξs
max p|ξ|, |η|q xξyµ?

ηxξ ´ ηyµ 1|Ψ´α|ăM dη

ď
˜ż

rp2{3`cqξ,p2´cqξs
|ξ|21|Ψ´α|ăM dη

¸1{2˜ż

rp2{3`cqξ,p2´cqξs

|ξ|2µ´1

xξ ´ ηy2µ dη
¸1{2

.

Now, with ζ “ ξ ´ η, we bound the second integral as
ż

|η´ξ|ďcξ

|ξ|2µ´1

xξ ´ ηy2µ dη “ |ξ|2µ´1

ż

|ζ|ď2|ξ|

dζ

xζy2µ “ Op1q.

On the other hand, by (3.4),
ż

rp2{3`cqξ,p2´cqξs
|ξ|21|Ψ´α|ăM dη “ |ξ|3

ż
2´c

2{3`c
1|ξ3ψppq´α|ďMdp

À |ξ|3
ż
1

ˇ̌
ˇψ´ α

ξ3

ˇ̌
ˇď M

|ξ|3

dψ À M.

Gathering these two estimates together yields

J4 À
?
M.

Case 4. In the remaining region.
We conclude with the region

R4 “ s´8, p´2{3 ` cqξr Y sp2 ` cqξ,8r .
In R4, |p|3 „ |ψppq|, |ψ1ppq| Á p2. and xξ ´ ηy Á |η| Á |ξ|. In particular,

max p|ξ|, |η|q xξyµa
|η|xξ ´ ηyµ

À |η|1{2.

Hence

J5 :“
ż

R5

max p|ξ|, |η|q xξyµa
|η|xξ ´ ηyµ

1|Ψ´α|ăMdη À
ż

R5

|η|1{2
1|Ψ´α|ăM dη

À |ξ|3{2

ż

|p´1|ě1`c
1|ξ3ψppq´α|ăM |p|1{2dp.

We now perform the change of variable p Ñ ψ,

J5 À |ξ|3{2

ż
1|ξ3ψ´α|ăM

dψ

|p|3{2
À |ξ|3{2

ż
1|ξ3ψ´α|ăM

dψ

|ψ|1{2
À

?
M.

�
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Propositions 3.6 and 3.7 are sufficient to control the nonlinear terms involving w. These results
could also be applied to the source terms. However, to achieve the polynomial bound in time
for w, we need a refined control in time on the source terms (see (2.12)). The next result will be
used to control the term F11rS, zs.

Proposition 3.8. Recall γ was set in (1.11) and let β be such that 1´ pν ´µ´ 3γq{2 ă β ă 1.
Then, for M ě 1,

sup
ξ,α

xξyµ
ż

D3

ˆ
max
j“1,2,3

|ξj |
˙
1|Φ´α|ăM

dξ1dξ2

xξ1yνxξ2yν À Mβτγ ,

Proof. We split into several cases. If either |ξ1| ě τ´1{3{100 or |ξ2| ě τ´1{3{100, then

xξyµ
ż

D3

ˆ
max
j“1,2,3

|ξj |
˙
1|Φ´α|ăM

dξ1dξ2

xξ1yνxξ2yν

À
ˆ

xξyµ
ż

D3

ˆ
max
j“1,2,3

|ξj |
˙
1|Φ´α|ăM

dξ1dξ2

xξ1yµxξ2yµ
˙
τ

ν´µ
3 ,

and the proof follows from Proposition 3.6. Otherwise, |ξ1|, |ξ2| ď τ´1{3{100 and the definition of

D3 implies that |ξ3| ě 9τ´1{3{100 and |ξ| ě 7|ξ1|. Then |Bξ1Φ| » |ξ|2. Setting 1{p “ pν´µ´3γq{2,
we have νp ą 1 and, by applying Hölder in ξ1,

|ξ|xξyµ
ż

1|Φ´α|ăM
1

xξ1yνxξ2yν dξ1dξ2 À |ξ|xξyµ
ż ˆż

1|Φ´α|ăM dξ1

˙ 1

p1
ˆż

1

xξ1yνpdξ1
˙ 1

p 1

xξ2yν dξ2

À xξy2´ν`µ

ˆż
1|Φ´α|ăM

1

ξ2
dΦ

˙ 1

p1

À Mβ |ξ|´3γ À Mβτγ . �

We now prove the necessary frequency-restricted estimate in order to handle the F12rS, Sreg, zs
term.

Proposition 3.9. Fix t, τ P p0, 1q such that t ě τ{10 and M ą 0. Then

sup
ξ,α

xξyµ
ż

D1

ˆ
max
j“1,2,3

|ξj|
˙
1|Φ´α|ăM

dξ1dξ2

xt1{3ξ2yp4{7q´xξ3yν À
”
ptMq1´µ{3 ` ptMq1´ν{3

ı
t´1` ν´µ

3 .

Proof. Observe that, compared to (3.6), the weights in the denominator are slightly stronger.
Thus, for large frequencies, we can convert the extra weights directly into powers of t and then
apply Proposition 3.6. Indeed, if |ξ3| ě t´1{3{300,

xξyµ
ż

D1

ˆ
max
j“1,2,3

|ξj |
˙
1|Φ´α|ăM

dξ1dξ2

xt1{3ξ2yp4{7q´ xξ3yν

À xξyµ
ż ˆ

max
j“1,2,3

|ξj |
˙
1|Φ´α|ăM

dξ1dξ2

xξ2yµtµ{3xξ3yµ t
ν´µ
3

À M1´µ{3t
ν´2µ

3 À ptMq1´µ{3t´1` ν´µ
3 .

Second, if |ξ| ě t´1{3{300,

xξyµ
ż

D1

ˆ
max
j“1,2,3

|ξj|
˙
1|Φ´α|ăM

dξ1dξ2

xt1{3ξ2yp4{7q´ xξ3yν

À xξyν
ż ˆ

max
j“1,2,3

|ξj|
˙
1|Φ´α|ăM

dξ1dξ2

xξ2yνtν{3xξ3yν t
ν´µ
3

À M1´ν{3t´
µ
3 À ptMq1´ν{3t´1` ν´µ

3 .

Otherwise, |ξ|, |ξ3| ď t´1{3{300, then |ξ1 ` ξ2 ` ξ3| ` |ξ1 ` ξ2| ď t´1{3{100 ă τ´1{3{10, but this
is not possible in D1.

�
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Finally, we prove a frequency-restricted estimate for the last source term, LK,Dpτqrzs. It looks
very similar to the bound (3.10) in Proposition 3.7, with a improvement in τ when the intregal
is over Dpτq only.

Proposition 3.10. For M ě 1,

sup
ξ,α

ż

Dpτq
max p|ξ|, |η|q xξyµ?

ηxξ ´ ηyν 1|Ψ´α|ăM dη À
?
Mτ

ν´µ
3 .

Proof. If |ξ ´ η| Á τ´1{3{100, then

ż

Dpτq
max p|ξ|, |η|q xξyµ?

ηxξ ´ ηyν 1|Ψ´α|ăM dη

À
˜ż

Dpτq
max p|ξ|, |η|q xξyµ?

ηxξ ´ ηyµ 1|Ψ´α|ăM dη

¸
τ

ν´µ
3 ,

and the estimate follows from Proposition 3.7. If |ξ ´ η| ď τ´1{3{100, the conditions on Dpτq
imply |ξ| » |η| Á τ´1{3. Proceeding as in Case 3 of the proof of Proposition 3.7,

ż

η»ξ
1|Ψ´α|ăM

xξyµ`1

a
|η|xξ ´ ηyν

dη À
ˆż

η»ξ
|ξ|21|Ψ´α|ăMdη

˙1{2ˆż

η„ξ

|ξ|2µ´1

xξ ´ ηy2ν dη
˙1{2

À
ˆż

1|Ψ´α|ăM dΨ

˙1{2

xξyµ´ν À
?
Mτ

ν´µ
3 . �

Finally, we notice that frequency restricted estimate with constraint of the form |Θ ´ α| ă M

(where Θ is a phase function), as above, can help derive a frequency restricted estimate with
constraint of the form |Θ ´ α| ą M , via the use of a dyadic decomposition on the phase.

Lemma 3.11. Assume that one has the bound, for M ě 1,

sup
ξ,α

ż

Γξ

mpξ,Ξq1|Θpξ,Ξq´α|ăM dΞ ď C0M
θ,

for some θ,C0 ě 0, where Θ is a phase, m ě 0 is a multiplier and Γξ is a domain of integration

in R
N which may depend on ξ.

Let ρ ą θ. Then there exists C “ Cpρ, θq such that, for any M ě 1,

sup
ξ,α

ż

Γξ

mpξ,Ξq
|Θpξ,Ξq ´ α|ρ 1|Θpξ,Ξq´α|ąM dΞ ď CC0

Mρ´θ
.

Proof. We decompose dyadically6 depending on the size of |Θ ´ α|:

sup
ξ,α

ż

Γ

mpξ,Ξq
|Θ ´ α|ρ 1|Θ´α|ąMdΞ ď sup

ξ,α

ÿ

M 1ąM
M 1dyadic

ż

Γ

mpξ,Ξq
|Θ ´ α|ρ 1M 1{2ď|Θ´α|ăM 1dΞ

ď 2ρ
ÿ

M 1ąM
M 1dyadic

sup
ξ,α

1

M 1ρ

ż

Γ

mpξ,Ξq1|Θ´α|ăM 1dΞ

ď 2ρC0

ÿ

M 1ąM
M 1dyadic

M 1θ´ρ ď CC0M
θ´ρ. �

6We write “M 1 ą M is dyadic” as short for “There exists n P N such that M 1 “ 2nM ”.
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3.4. Pointwise bounds for the nonlinearity. As it will be seen in Section 4, we will perform
a bootstrap argument involving w, Bξw and Btw. The infinite normal form reduction will provide
a priori bounds for

w and Bξw ´ 3t

ξ
Btw.

In order to close the bootstrap, we need an estimate for 3t
ξ

Btw, which amounts to a pointwise

estimate of the nonlinearity.

Lemma 3.12. Given 0 ă a ă 1 and 0 ă a1 ď b1 ă 1, set

θ “ 1

3
minpa, b1 ´ a1q.

Then, for t P p0, 1q,

(3.11)

››››
t

ξ
N rf, g, hsptq

››››
L8
a1

À tθ}f}
W

1,8

0,a1 pRzt0uq}g}
W

1,8

0,a1 pRzt0uq}h}
W

1,8

a,b1 pRzt0uq.

Proof. Throughout the proof, we omit the spatial domain Rzt0u in the norms, keeping in mind
that integrations by parts in frequency will produce boundary terms at the zero frequency.
Moreover, assume, from now on, unit norms for f, g and h. Recall that

1

ξ
N rf, g, hs “

ż
eitΦfpξ1qgpξ2qhpξ3qdξ1dξ2 “: I.

Without loss of generality, we suppose that |ξ1| ě |ξ2| ě |ξ3|. In the domain where all frequencies

are smaller than t´1{3, the corresponding integral I1 is bounded directly:

|I1| À
ˆż

1

xξ3yadξ1dξ2
˙

}f}
W

1,8

0,a1
}g}

W
1,8

0,a1
}h}

W
1,8

a,b1
À 1

tp2´aq{3
À 1

t1´a{3xξy .

We henceforth consider |ξ1| ě t´1{3. In the domain where |ξ1| ě 10|ξ|, then |ξ2| » |ξ1| ě t´1{3

and |Bξ1Φ| Á |ξ1|2. The integration by parts in ξ1 in this domain D2 gives

(3.12) I2 “
ż

D2

eitΦBξ1
ˆ

1

itBξ1Φ
fpξ1qgpξ2qhpξ3q

˙
dξ1dξ2

`
ż

pξ1,ξ2qPBD2

ˆ
eitΦ

1

itBξ1Φ
fpξ1qgpξ2qhpξ3q

˙ ˇ̌
ˇ
ξ3“0˘

dξ2

and

|I2| À
˜ż

D2

ˆ
1

t|ξ1|3 ` 1

tξ2
1

ˆ
1

xξ1ya1 xξ3ya ` 1

xξ3yb1

˙˙
dξ1dξ2 `

ż

|ξ2|ět´1{3{10

dξ2

tξ2
2

¸

¨ }f}
W

1,8

0,a1
}g}

W
1,8

0,a1
}h}

W
1,8

a,b1

À 1

t

ˆ
1

xξya`a1 ` 1

xξyb1 ` 1

t2{3

˙
À
ˆ

1

t1´pb1´a1q{3
` 1

t1´a{3

˙
1

xξya1 .

In the domain |ξ1| À |ξ|, we decompose in the stationary and nonstationary cases. In the domain
D3 where furthermore |Bξ1Φ| » |ξ21 ´ ξ23 | ě |ξ|2{100, we perform the same integration by parts
as in (3.12). We bound the corresponding integral I3 by

|I3| À
˜ż

D3

ˆ
1

t|ξ|3 ` 1

tξ2

ˆ
1

xξ1ya1xξ3ya ` 1

xξ3yb1

˙˙
dξ1dξ2 `

ż

pξ1,ξ2qPBD3

dξ2

tξ2

¸

¨ }f}
W

1,8

0,a1
}g}

W
1,8

0,a1
}h}

W
1,8

a,b1

À1

t

ˆ
1

xξya`a1 ` 1

xξyb1 ` 1

t2{3

˙
À
ˆ

1

t1´a{3
` 1

t1´pb1´a1q{3

˙
1

xξya1 .
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By symmetry, these computations can also be applied to the case |Bξ2Φ| ě |ξ|2{100. We are left
with the region |ξ2

1
´ ξ2

3
|, |ξ2

2
´ ξ2

3
| ď |ξ|2{100. Setting pj “ ξj{ξ and P “ 1 ´ p3

1
´ p3

2
´ p3

3
, this

implies that pp1, p2, p3q is near a stationary point for P ,
ˆ
1

3
,
1

3
,
1

3

˙
, p1, 1,´1q, p1,´1, 1q, p´1, 1, 1q.

We consider only the first two possibilities. After a change of variables, we must bound

ξ2
ż
eitξ

3P fpξp1qgpξp2qhpξp3qdp1dp2.

In the region |pj´1{3| ď 1{10 for j “ 1, 2, 3, and (without loss of generality) |p1´p3| ě |p2´p3|,
the corresponding integral writes

I4 “ ξ2
ż

D4

Bp1
´
eitξ

3P pp1 ´ p3q
¯ 1

2 ` itξ3pp1 ´ p3qBp1P
fpξp1qgpξp2qhpξp3qdp1dp2.

Writing qj “ pj ´ p3, j “ 1, 2, the integration by parts in p1 yields

|I4| À ξ2
ż

|q2|ď|q1|ď1

˜
t|ξ|3q21|ξ|´a
|1 ` itξ3q2

1
|2 ` |q1|p|ξ|1´a1´a ` |ξ|1´b1 q

|1 ` itξ3q2
1
|

¸
dq1dq2 ` ξ2

ż |ξ|´a
|1 ` itξ3|dq2

À ξ2
ż

|q1|ď1

˜
t|ξ|3´a|q1|3

|1 ` itξ3q2
1
|2 ` |q1|2p|ξ|1´a1´a ` |ξ|1´b1 q

|1 ` itξ3q2
1
|

¸
dq1 ` 1

t|ξ|1`a

À 1

t|ξ|1`a

ż

|z1|ďt1{3|ξ|3{2

|z1|3
|1 ` iz2

1
|2 dz1 ` 1

t|ξ|a`a1 ` 1

t|ξ|b1 ` 1

t|ξ|1`a

À logptξ3q
t|ξ|1`a

` 1

t|ξ|a`a1 ` 1

t|ξ|b1 À 1

t1´θxξya1

In the region where |pj ´ 1| ď 1{10 for j “ 1, 2, define qj “ pj ` p3, j “ 1, 2. We can assume
without loss of generality that |q2| ď |q1| ď 1, and write for the corresponding integral

I5 “ ξ2
ż

D5

Bp1
´
eitξ

3P
¯ 1

itξ3Bp1P
fpξp1qgpξp2qhpξp3qdp1dp2

Since Bp1P » B2p1P » q1, the integration by parts in p1 gives

|I5| À ξ2
ˇ̌
ˇ̌
ż

D5

eitξ
3P Bp1

ˆ
1

itξ3Bp1P
fpξp1qgpξp2qhpξp3q

˙
dp1dp2

ˇ̌
ˇ̌ ` ξ2

ż

|p2|ď2

|ξ|´a
t|ξ|3 dp2

À ξ2
ż

|q2|ď|q1|ď1

1

tξ3q1
p|ξ|´a ` |ξ|1´a´a1 ` |ξ|1´b1 qdq1dq2 ` 1

t|ξ|1`a

À 1

t|ξ|1`a
` 1

t|ξ|a`a1 ` 1

t|ξ|b1 À 1

t1´θxξya1 .

Summing up the bounds for I1, . . . , I5, we obtain the desired estimate for I. �

Remark 3.1. In the above proof, the analysis can be performed with a single integration by
parts due to the subcriticality of the norms in (3.11) (in the critical case, two integrations are
necessary, see [5, Lemma 9]). The gain in powers of t comes from an extra decay either in the
functions involved or in their derivatives.

4. The infinite normal form reduction

We now detail how to control

wnptq “ χ2
n

ż t

0

pN rS ` χnz `wns ´N rSsqds

uniformly in n. We use the decomposition (2.13), in which we distinguish the “well-behaved”
terms which can be bounded suitably using the multilinear estimates of the previous section,
and the other “bad-behaved ” terms, which require an extra reduction. For the latter, the idea
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it to perform an integration by parts in time. When the time derivative falls on the nonlinear
terms, many new terms appear: to be able to correctly treat them, we’ll associate to each of
them a tree. The nodes and leafs of the tree will have a color corresponding to one of S, z, w
etc. (this will be made precise below). We actually need some extra information, which leads to
consider four different types of trees:

‚ resonant, where the integration by parts in time does not improve the estimate;
‚ boundary, corresponding to the boundary terms after an integration by parts;
‚ derivative, when the time derivative falls onto S;
‚ F2, when the time derivative falls on w and we replace it by the source term F2 (see

(2.11)).

Given a colored admissible tree of a given type, we can provide an estimate of the associated term
in a systematic way, which is actually rather automatic: we essentially use pointwise estimates.
This is a very agreable feature coming from working in weighted L8 spaces.

Observe that, as χn does not depend on time (and 0 ď χn ď 1), it is not affected by the
integration by parts in times, so that it plays essentially no role in the construction of the tree
nor in the estimates. For simplicity of the exposition, we therefore choose to drop all n and χn
in the section: equivalently, this corresponds to derive a priori estimates on a solution to

(4.1) wptq “
ż t

0

N rS ` z ` ws ´N rSsdt,

and it will be clear when doing the computations that all bounds also hold for wn, with the
same constants (independent of n).

In view of the frequency-restricted estimates of the previous section, at each step j, the inte-
gration occurs on domains with some conditions on the phase. We therefore give ourselves a
sequence of frequency thresholds pNjqj , to be precised later.

As it will be clear, we will need to incorporate a dependence on time in the normal form reduction
itself, ideally by taking Nj “ Njptq. However, as we perform integrations by parts in time, this
dependence would yield new delicate terms.
Instead, from now on, we choose T ą 0 small (to be fixed later) and we work separately on
the dyadic time intervals Ik “ rtk`1, tks “ rT {2k`1, T {2ks (k P N). This will allow us to freely
interchange t P Ik with tk`1 (it plays the role of the variable τ of the previous section). For each
k, we perform the infinite reduction to the equation starting at t “ tk`1:

(4.2) wptq “ wptk`1q `
ż t

tk`1

N rSpt1q ` z ` wpt1qs ´N rSpt1qsdt1,

and our goal is to obtain estimates for t P rtk`1, tks. Actually the admissible trees do not depend
on k or the pNjqj , only the estimates do, and we will of course track the dependence in k and
pNjqj .
In the next paragraph, we describe the algebraic procedure corresponding to the infinite normal
form reduction. The precise analytic structure and the derivation of a priori bounds will be
discussed in the following subsection, starting with an example.

4.1. The normal form algorithm. In this procedure, k P N is fixed, and we recall that we
are given a set of frequencies pNjqj . We also give ourselves a time t P rtk`1, tks.
In the equation (4.2) for w, at each iteration of the algorithm, the right-hand side is made of an
(increasing number of) terms. To go to the next iteration, we split between well-behaved terms
(for which the tree building proceduce stops), and bad-behaved terms, for which we will increase
the number of factors (and so, the size of the tree).
All terms will have have the form

(4.3)

ż t

tk`1

ż

Γ

eisΘm

l0ź

l“1

flps, ξlqdΞds,
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(except for boundary terms for which there is no time integration) where Θ is a phase function,
Γ is a convolution surface, m is a space-frequency multiplier, l0 is the degree of the nonlinear
term and fl are one of the intervening functions w, z, S0, Sreg, K0, where

K0pt, ξq :“ 1

t1{3
KpS0, S0qpt1{3ξq.

(K0 is required to make retain the special cancellations specific to the self-similar solution),
the derivatives BtS0, BtSreg, BtK0 (z does not depend on time, and we replace Btw using the
equation, which increments the step), or F2 (which cannot be treated by INFR, but fortunately
is well-behaved). We will give two equivalent descriptions: first, an algorithm to produce the
terms of the INFR; second, the procedure to construct colored trees (which can help to visualize
the algorithm, and is similar to the description given in [28]).
The algorithm is as follows. In the first step J “ 0, the well-behaved term is just F2, and the
bad behaved terms are the other ones appearing in (2.13). To construct the terms at step J ě 1,
for each of the badly-behaved terms at step J ´ 1, which are of the type (4.3), we perform the
following term-loop:

(1) We split the frequency domain into the regions |Θ| ă NJ and |Θ| ě NJ . The first
corresponds to a resonant term and is a well-behaved term.

(2) For the nonresonant term, we use the relation BtpeitΘq “ eitΘ

iΘ
to integrate by parts in

time: this generates one boundary term and l0 integral terms, depending on where the
time derivative falls onto which fl; in each of these terms there is a gain of Θ´1 with
respect to the previous step.

(3) The resulting boundary terms are well-behaved.
(4) If the time derivative fell onto S0, Sreg or K0, the term is called a derivative term and it

is well-behaved.
(5) If the time derivative fell onto w, we replace Btw using (2.2). The terms with F2 become

well-behaved. The remaining ones are part of the badly-behaved terms of step J and
can be written in the form (4.3); we emphasize that among these remaining terms, those
corresponding to source terms (with no w) have restricted domains of integration Di,
according to the decomposition in (2.12).

We emphasize that a well-behaved term at step J is not considered at step J ` 1.
For each J ě 1, let N J

res be the sum of all resonant terms appearing at step J . Analogously, we

define N J
bd, N

J
dt and N

J`1

F2
for the boundary, derivative and F2 terms. Finally, RJptq is the sum

of all badly-behaved terms at step J . This allows us to write the equation for w as

(4.4) wptq “
Jÿ

j“1

´
N j

resptq ` N
j
bdptq ` N

j
dtptq ` N

j´1

F2
ptq

¯
` N J

F2
ptq ` RJ`1ptq.

4.2. Tree representation of the terms in the INFR. As mentioned above, it is convenient
to describe a term appearing in the INFR by a tree, which we call admissible. We now explain
how to construct the corresponding set of admissible trees at each step.
Each node (internal or leaf) is colored with one color among

tw, z, S0, Sreg,K0, BtS0, BtSreg, BtK0, F2u.
An elementary tree is be a tree with a single root, colored w, and 2 or 3 leafs, satisfying either
one of the following:

‚ It has three leafs, where at least two of them are colored either w or z and the third is
colored w, z, S0 or Sreg. This corresponds to the quadratic and cubic terms in w or z.

‚ It has three leafs, one of them colored Sreg, another colored S0 or Sreg and the third
colored w or z. This corresponds to the linear terms in either w or z which have a
trilinear structure.

‚ It has two leafs, one colored K0 and the other colored either w or z. This corresponds to
the linear terms in w or z with a bilinear structure related to the self-similar solution.
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An admissible tree of size J will be a colored tree with J parents, together with a numbering
# : tparentsu Ñ t1, . . . , Ju such that:

‚ For each parent node, the subtree made of this node and its children is an elementary
tree.

‚ If one parent x is an ancestor of another parent y, then #pxq ă #pyq.
Analogously to the normal form procedure, we will build resonant, boundary, derivative and F2

trees. The parallel algorithm for admissible trees is the following: given an admissible tree of
length J , the tree-loop is as follows:

(1) Put a copy of it in the resonant trees set.
(2) Put a copy of it in the boundary trees set.
(3) For each leaf not colored z, create a copy of the tree, which will be extended as follows.
(4) If the chosen leaf is colored either S0, Sreg or K0, change its color to BtS0, BtSreg or BtK0,

respectively, and put the tree in the derivative trees set.
(5) If the chosen leaf is colored w,

(a) create one copy where this leaf is replaced with F2 (and put it in the F2-trees set),
(b) create copies where the leaf is replaced with each of the elementary trees. In the

latter, the parent of the elementary tree (which replaced the leaf) is numbered J`1.

Notice that all numbered nodes are parents, and so are colored w. Also, by direct induction,
derivatives or F2 factor can only occur at most once in a given admissible term or tree, as a
child of the final elementary subtree (i.e whose parent is numbered J in a tree of size J).

The term and tree generation algorithms are equivalent: there is a one-to-one correspondence
between terms at step J of the INFR and admissible trees of length J . Here is how to proceed.

Given a term (at step J) by the algorithm, the associated tree is constructed inductively on
j “ 1, . . . , J : at each step j, we consider the choice made in step (5) of the term-loop. The
factor where the derivative falls corresponds to a terminal node (leaf) which we replace by an
elementary tree, whose parent is labeled j and whose leafs are colored according to the choice
made in step (5) of the term-loop.

Reciprocally, given an admissible tree, we can construct the associated term, inductively on the
index j of the numbering #. At the jth step: consider the node x numbered #pxq “ j. Denote ξj

the corresponding frequency. Then in the pj ´ 1qth term, one replaces the factor wpt, ξjq corre-
sponding to x with N rf, g, hspt, ξjq where the intervening function f , g, h are chosen according
to colors of the children of x, except when we are facing a source term (that is no children
is colored w), in which case we replace it with the adequate component of F1rS, zspt, tk, ξjq,
as detailed in (2.12). Notice that these source terms come all with frequency restrictions; and
we emphasize that the complementary frequency restrictions are taken care of by the F2 term,
which appeared at an earlier step (that of the parent of x).

For example, the trees

1

z
w

w

1

z

2
w

S0
Sreg

z

correspond, respectively, to ĳ

ξ“ξ1`ξ2`ξ3

eitΦzpξ1qwpt, ξ2qwpt, ξ3qdξ1dξ2.
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and

ĳ

ξ“ξ1`ξ2`ξ3

eitΦzpξ1q

»
————–

ĳ

D1ptk`1,ξ
jq

ξ2“ξ21`ξ22`ξ23

eitΦpξ2,ξ21,ξ22.ξ23qS0pt, ξ21qSregpt, ξ22qzpξ23qdξ21dξ22

fi
ffiffiffiffifl

wpt, ξ3qdξ1dξ2.

In the next subsection, this identification will help us derive appropriate bounds on the normal
form expansion.

Since the elementary trees are at most ternary, an admissible tree of length J will have at most
2J ` 1 terminal nodes. Furthermore, there are 18 different elementary trees (corresponding to
the number of nonlinear terms in the equation for w); at every step of the algorithm, each node
can create at most 18 new admissible trees. Therefore, denoting AT J the set of admissible trees
of length J , the total number of admissible trees of length J is bounded by

(4.5) CardpAT Jq ď 18J`1 ¨ p2J ` 1q!

4.3. Bounds on the infinite normal form equation. We now define the frequency thresholds
sequence pNjqjPN. To that end, we fix

(4.6) max

"
1 ´ µ

3
, 1 ´ ν ´ µ´ 3γ

2

*
ă β ă 1.

With this choice of β, in every single frequency-restricted estimate of Section 3, the integral is
controlled by Mβ.
Let pcjqjě1 be an increasing sequence, with c1 “ 1 and such that there exists C ą 0 for which

(4.7) @J ě 1, CardpATJ q ¨ cβJ
J´1ź

j“1

c
β´1

j ď C.

For example, one may choose cj “ j3{p1´βq. We then define

(4.8) Nj “ cj{tk`1.

Let ǫ ą 0 small, to be fixed at the end of the argument. We will bound the terms appearing in
the normal form expansion by using a bootstrap argument based on the assumption that

(4.9) @t P r0, T s, }wptq}L8
µ

À ǫtγ .

Through the infinite normal form expansion, we will prove that

@k @t P rtk`1, tks, }wptq ´ wptk`1q}L8
µ

À ǫ3tγ ,

which allows us to recover

(4.10) @t P r0, T s, }wptq}L8
µ

À ǫ3tγ .

The gain ǫ2 will come from the smallness of the nonlinear terms, which are at least cubic. From
the bootstrap assumption, w is small. By hypothesis, the self-similar solution S is small, namely
it satisfies

@t ą 0, }S}
W

1,8
0,1 pRzt0uq

ď ǫ,(4.11)

and so

@t ą 0, }ξ1{2K0}L8 À ǫ2t´1{2, }BtS}L8 À ǫt´1.(4.12)
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We need to ensure that z is also small in some space-time norm. Since z is not small in frequency,
we need to use weights in time to force the smallness, and this will make our choice of T ą 0,
which is the last free parameter. Fix

(4.13) 0 ă ρ ă min

"
1 ´ β

3
,
ν ´ µ´ 3γ

9
,
ν ´ 3γ

12

*
and T 1

0 :“
ǫ

}z}1{ρ
L8
ν

.

The idea is to write

(4.14) @t P r0, T 1
0s, }z}L8

ν
À ǫt´ρ.

This gives smallness, up to the loss in time t´ρ which must be recovered in the estimates for the
normal form equation. Also, from Proposition 3.4 (and in view of (4.11), (4.12)),

(4.15) @t P r0, T 1
0s, }F2rS, zspt, tk`1q}L8

µ
À ǫ3t´1` ν´µ

3
´3ρ À ǫ3t´1`γ .

Throughout this section, we will thus suppose that we have the following

Bootstrap Assumption. w is defined on r0, T s with T ă T 1
0, satisfies (4.1) and the assumption

(4.9) holds.

After recovering estimate (4.10), the bootstrap argument is done in Proposition 4.6.
From now on, we fix k P N and we work on the interval rtk`1, tks, with the equation (4.2). The
precise definition of each well-behaved term in the INFR derived from (4.2) will depend on k,
but for most of this section, this dependence is not relevant here (since k is fixed), and we will
omit it here. We however emphasize that in the following, the implicit constants do not depend
on k (nor n).

In order to explain how one finds a priori bounds through the INFR, we need to introduce some
notation to make the form (4.3) more precise. To fix some ideas, let us consider an element of
resonant type, with an admissible tree of length J . If the jth-subtree (the elementary tree whose
root is the node numbered j) is ternary,

‚ Ξj will denote the frequency variables corresponding to two children (they are called the
represented frequencies); the choice of children is not important, as one can use the con-
volution relation in the integrals that follow to pass from one choice to the other. We call
the frequency corresponding to the unchosen child the unrepresented frequency (cor-

responding to the dependent variable in the integration). Furthermore, Ξ
j “ Ť

mďj Ξ
j

represents the total variables.
‚ It is convenient to number the frequency via word indices: ξH “ ξ and if ξa represents

the parent node, the frequencies for its children will be denoted ξa1, ξa2 and ξa3.
‚ We write the convolution hyperplane as

Γj “ Hξa “ tpξa1, ξa2, ξa3q : ξa “ ξa1 ` ξa2 ` ξa3u.

The total convolution surface, determined by the convolution relations at each step k ď j,
is

Γ
j “ tpξ, ξa1, ξa2, ξa3q : ξ P Γ

j´1
, pξa1, ξa2, ξa3q P Γju.

‚ the corresponding phase function as Θj “ Φpξa, ξa1, ξa2, ξa3q.
‚ the total phase function of the jth-subtree as Θ

j “
ř
j1ďj Θ

j1
.

‚ mj will denote the multiplier introduced by the subtree. More precisely, it is the parent
frequency (coming from the derivative loss), together with any possible restrictions in
the domain of integration.

‚ if a child is a terminal node (leaf) of the full tree, then it is associated to f , where f is
one of the intervening functions. If ζ is the frequency associated to this node, we define
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its frequency weight as

(4.16)

$
’’’’’’&
’’’’’’%

t´γxζyµ if f “ w,

tρxζyν if f “ z,

1 if f “ S0,

xt1{3ζyp4{7q´
if f “ Sreg,

t1{2|ζ|1{2 if f “ K0.

Notice that the weights are chosen so that

}f ¨ frequency weight}L8
t,ζ

À
#
ǫ if f ‰ K0,

ǫ2 if f “ K0.

(see Proposition 1.2, Lemma 3.1, Proposition 3.4 and (4.9)).
‚ For non-terminal nodes (parents), the associated weight will always be xζyµ (the same

weight in frequency as for w, with no weight in time).

In the binary case, still denoting ξa the frequency of the parent, the child colored K0 has
frequency ξa1 and the other has frequency ξa2. The frequency set Ξj is the variable of a single
child: the dependent frequency is the other one. The convolution hyperplane is simply the line
Γj “ tξa “ ξa1 ` ξa2u in R

2 on which we define the phase Θj “ Ψpξa, ξa1q. The other notations
are modified accordingly.

A concrete example. Let us exemplify the INFR procedure and the notations above with a
particular case. Let us consider one of the bad behaved term at step 1, namely

ż t

tk`1

ż

Hξ

eisΦξSpt, ξ1qzpξ2qwpt, ξ3qdξ1dξ2ds.

According to the notations above, Γ1 is the hyperplane Hξ “ tpξ1, ξ2, ξ3q P R
3 : ξ “ ξ1 `ξ2 `ξ3u,

Ξ1 “ pξ1, ξ2q, ξ3 is the unrepresented frequency, the phase function is Θ1 “ Φpξ, ξ1, ξ2q and the
multiplier m1 is simply ξ.
According to the INFR algorithm, we split the frequency domain into resonant and nonresonant
regions:

ż t

tk`1

ż

Γ1

eisΦξSzwdξ1dξ2ds

“
ż t

tk`1

ż

Γ1

eisΦξ1|Φ|ăN1
Szwdξ1dξ2ds`

ż t

tk`1

ż

Γ1

eisΦξ1|Φ|ąN1
Szwdξ1dξ2ds.

In the next computations, we systematically use (4.9), (4.14), (4.11) and (4.12). Using the
frequency-restricted estimate of Proposition 3.6, we are able to bound directly the resonant
term. Indeed,

››››
ż

Γ1

eisΦξ1|Φ|ăN1
Szwdξ1dξ2

››››
L8
µ

À sup
ξ

ż

Γ1

|ξ|xξyµ
xξ2yµxξ3yµ 1|Φ|ăN1

dξ1dξ2 ¨ }S}L8}z}L8
µ

}w}L8
µ

À N
1´µ{3
1

sγ´ρǫ3 À c
1´µ{3
1

ǫ3s´1`γ`µ{3´ρ.

Integrating in s P rtk`1, ts yields (using that ρ ď 1 ´ β{3 ď µ{3)
›››››

ż t

tk`1

ż

Γ1

eisΦξ1|Φ|ăN1
Szwdξ1dξ2ds

›››››
L8
µ

À c
1´µ{3
1

ǫ3
ż t

tk`1

s´1`γ`µ{3´ρds À c
1´µ{3
1

ǫ3tγ .

For the nonresonant term, we integrate by parts in time:
ż t

tk`1

ż

Γ1

eisΦξ1|Φ|ąN1
Szwdξ1dξ2ds “

„ż

Γ1

eisΦ

iΦ
ξ1|Φ|ąN1

Szwdξ1dξ2

s“t

s“tk`1
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´
ż t

tk`1

ż

Γ1

eisΦ

iΦ
ξ1|Φ|ąN1

BspSzwqdξ1dξ2ds.

The bound for the boundary term follows from Lemma 3.11 together with (3.7): for either s “ t

or tk`1, there holds
››››
ż

Γ1

eisΦ

iΦ
ξ1|Φ|ąN1

Szwdξ1dξ2

››››
L8
µ

À sup
ξ

ż

Γ1

1

|Φ|
|ξ|xξyµ

xξ2yµxξ3yµ 1|Φ|ąN1
dξ1dξ2 ¨ }S}L8}z}L8

µ
}w}L8

µ

À N
´µ{3
1

ǫ3sγ´ρ À c
´µ{3
1

ǫ3sµ{3`γ´ρ À c
´µ{3
1

ǫ3sγ .

Regarding the integral term, we distribute the time derivative. As z does not depend on t, there
are two cases. If the derivative falls on S, we obtain the derivative term

ż t

tk`1

ż

Γ1

eisΦ

iΦ
ξ1|Φ|ąN1

pBtSqzwdξ1dξ2ds.

The estimate for this term is very similar to that of the boundary term, the difference being
that the loss of a power of t, coming from BtS “ Opǫt´1q, is then compensated with the time
integration:
››››
ż

Γ1

eisΦ

iΦ
ξ1|Φ|ąN1

pBtSqzwdξ1dξ2
››››
L8
µ

À sup
ξ

ż

Γ1

1

|Φ|
|ξ|xξyµ

xξ2yµxξ3yµ 1|Φ|ąN1
dξ1dξ2 ¨ }BtS}L8}z}µ}w}µ

À N
´µ{3
1

¨ s´1`γ´ρǫ3 À c
´µ{3
1

ǫ3sµ{3`γ´ρ´1,

and so, integrating in s P rtk`1, ts,›››››

ż t

tk`1

ż

Γ1

eisΦ

iΦ
ξ1|Φ|ąN1

pBtSqzwdξ1dξ2ds
›››››
L8
µ

À c
1´µ{3
1

ǫ3
ż t

tk`1

sµ{3`γ´ρ´1ds À c
´µ{3
1

ǫ3tγ .

If the time derivative falls on w, we use the equation (4.2) and the decomposition (2.13) to write
ż t

tk`1

ż

Γ1

eisΦ

iΦ
ξ1|Φ|ąN1

SzpBtwqdξ1dξ2ds

“
ż t

tk`1

ż

Γ1

eisΦ

iΦ
ξ1|Φ|ąN1

Sz
´
F11rS, zs ` F12rS0, Sreg, zs ` F2rS, zs

` LK,Dptk`1qrzs ` LKrws ` L2rS0, Sreg, z, ws `QrS, z, ws
¯
dξ1dξ2ds.(4.17)

(In the last factor of the integrand, the terms are evaluated at pt, tk`1, ξ3q). As mentioned, the
term with F2rS, zs is well-behaved: by Lemma 3.11, (3.7) and (4.15),

››››
ż

Γ1

eisΦ

iΦ
ξ1|Φ|ąN1

SzF2rS, zsdξ1dξ2
››››
L8
µ

À sup
ξ

ż

Γ1

1

|Φ|
|ξ|xξyµ

xξ2yµxξ3yµ 1|Φ|ąN1
dξ1dξ2 ¨ }S}L8}z}L8

µ
}F2rS, zs}L8

µ

À N
´µ{3
1

ǫ5s´1` ν´µ
3

´4ρ À c
´µ{3
1

ǫ5s´1`ν{3´4ρ À c
´µ{3
1

ǫ5s´1`γ .

Then, the integration in time gives the bound c
´µ{3
1

ǫ5tγ , which is ǫ2 more than what was neces-
sary.
The remaining terms in (4.17) are badly-behaved terms, and are left to the second step of the
expansion.

In order to give an insight on how the frequency-restricted estimates propagate throughout the
INFR expansion, let us consider one of them, say:
ż t

tk`1

ż

Γ1

eisΦ

iΦ
ξ1|Φ|ąN1

Sps, ξ1qzpξ2qLKrwsps, ξ3qdξ1dξ2ds
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“
ż t

tk`1

ż

Γ1

eisΦ

iΦ
ξ1|Φ|ąN1

Sps, ξ1qzpξ2q
ˆż

ξ3“ξ31`ξ32

ξ3e
isΨpξ3,ξ31qK0ps, ξ31qwps, ξ32qdξ31

˙
dξ1dξ2ds

“
ż t

tk`1

ż

Γ
2

eisΘ
2

iΘ1
m1m2

1|Θ1 |ąN1
Sps, ξ1qzpξ2qK0ps, ξ31qwps, ξ32qdξ1dξ2dξ31ds,

where Ξ2 “ tξ31u, the dependent frequency is ξ32,

Θ1 “ Φpξ, ξ1, ξ2, ξ3q, Θ
2 “ Φpξ, ξ1, ξ2, ξ3q ` Ψpξ3, ξ31q, m1 “ ξ, m2 “ ξ3,

and
Γ
2 “ tpξ, ξ1, ξ2, ξ3, ξ31, ξ32q P R

6 : ξ “ ξ1 ` ξ2 ` ξ3, ξ3 “ ξ31 ` ξ32u.
The associated admissible tree is represented in Figure 1.

1

S
z

w S

1

z
2

K0

w

Figure 1. The replacement, in the tree on the left, of the w node with an
elementary tree yields an admissible tree associated to a badly-behaved term at
Step 2.

As before, we split the integral into the resonant region |Θ2| ă N2 and the nonresonant region

|Θ2| ą N2. Let us perform the estimate for the resonant term. First,
›››››

ż

Γ
2

eisΘ
2

iΘ1
m1m2

1|Θ1 |ąN1
1

|Θ
2

|ăN2

SzK0wdξ1dξ2dξ31

›››››
L8
µ

À sup
ξ

xξyµ
ż

Γ
2

1

|Θ1|
|ξξ3|

xξ2yµ|ξ31|1{2xξ32yµ 1|Θ1 |ąN1
1

|Θ
2

|ăN2

dξ1dξ2dξ31

¨ }S}L8}z}L8
µ

}K0|ξ|1{2}L8}w}L8
µ

À sup
ξ

ż

Γ
2

1

|Θ1|
|ξ|xξyµ

xξ2yµxξ3yµ 1|Θ1 |ąN1

|ξ3|xξ3yµ
|ξ31|1{2xξ32yµ 1|Θ

2
|ăN2

dξ1dξ2dξ31 ¨ ǫ5s´ρ´1{2`γ .

Using the convolution relations, the frequency associated with the last parent can be assumed
to be represented. In the specific case above, this can be achieved by replacing ξ1 with ξ3. This
we are left to bound

sup
ξ

ż

Γ
2

1

|Θ1|
ξxξyµ

xξ2yµxξ3yµ 1|Θ1 |ąN1

ξ3xξ3yµ
|ξ31|1{2xξ32yµ 1|Θ

2
|ăN2

dξ2dξ3dξ31.

Now observe that the only frequency that depends on ξ31 is his unrepresented brother, ξ32. This
means we can integrate in ξ31 first, leaving the factors corresponding to the first step of the
INFR algorithm on the outside:

sup
ξ

ż

Γ1

1

|Θ1|
ξxξyµ

xξ2yµxξ3yµ 1|Θ1 |ąN1

ˆż

Γ2

ξ3xξ3yµ
|ξ31|1{2xξ32yµ 1|Θ

2
|ăN2

dξ31

˙
dξ2dξ3

À
«
sup
ξ

ż

Γ1

1

|Θ1|
ξxξyµ

xξ2yµxξ3yµ 1|Θ1 |ąN1
dξ2dξ3

ff
¨
«
sup
ξ

sup
pξ1,ξ2,ξ3qPΓ1

ż

Γ2

ξ3xξ3yµ
|ξ31|1{2xξ32yµ 1|Θ

2
|ăN2

dξ31

ff

À
«
sup
ξ

ż

Γ1

1

|Φ|
ξxξyµ

xξ2yµxξ3yµ 1|Φ|ąN1
dξ2dξ3

ff
¨
«
sup
ξ3,α

ż

Γ2

ξ3xξ3yµ
|ξ31|1{2xξ32yµ 1|Ψ´α|ăN2

dξ31

ff
.
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This procedure has decoupled the integrals corresponding to steps 1 and 2. Applying the
frequency-restricted estimates,

sup
ξ3,α

ż

Γ2

ξ3xξ3yµ
|ξ31|1{2xξ32yµ 1|Ψ´α|ăN2

dξ31 À N
1{2
2
,

and, with Lemma 3.11,

sup
ξ

ż

Γ1

1

|Θ1|
ξxξyµ

xξ2yµxξ3yµ 1|Θ1 |ąN1
dξ2dξ3 À N

´µ{3
1

.

Hence (we use again ρ ď µ{3)
›››››

ż t

tk`1

ż

Γ
2

eisΘ
2

iΘ1
m1m2

1|Θ1 |ąN1
1

|Θ
2

|ăN2

SzK0wdξ1dξ2dξ31ds

›››››
L8
µ

À
ż t

tk`1

N
´µ{3
1

N
1{2
2
s´1{2´ρ`γǫ5ds À c

´µ{3
1

c
1{2
2
ǫ5tγ .

The analysis of the nonresonant term can be made following the general approach described
below.

Remark 4.1. Here, one can observe the critical behavior of the linearized operator LK . Indeed,
the gain of a full power of t coming from the 1{M1 factor is compensated exactly by a loss of

t
´1{2
k`1

« t´1{2 coming from N
1{2
2

and another loss of t´1{2 coming from the bound on K0.

The general case. We now proceed to the estimates of a generic well-behaved term in the
INFR procedure.
Case 1. We begin with a general resonant term,

Nres “
ż t

tk`1

Nps, ξqds(4.18)

where Npt, ξq “
ż

Γ
J
eitΘ

J

˜
J´1ź

j“1

mj

iΘ
j
1

|Θ
j
|ąNj

¸
mJ

1

|Θ
J

|ăNJ
¨ F pt, ξ,ΞJqdΞJ ,

and F is a product of intervening functions: counting double the K0 factors (and one for each
of other factors), there is a total of 2J ` 1 factors, as can be seen by immediate induction.
Our goal is to derive an L8

µ bound for this term, in terms of some weighted L8 bounds on the
intervening functions. We multiply and divide each of the factors f in F by the corresponding
frequency weight according to (4.16), so that the numerator g can is bounded in L8

t,ξa
by ǫ (or

ǫ2 if f involves K0). Denote G the products of the g: then

}G}L8

t,ξ,Ξ
J

À ǫ2J`1,

and the tree structure allows to us to rewrite:

(4.19) xξyµ
˜

Jź

j“1

mj

¸
F “

˜
Jź

j“1

Mj

¸
G, where Mj “ mj ˆ weight for node jś

weights for its children
.

Then

}Nptq}L8
µ

À sup
ξ

xξyµ
ż

Γ
J

˜
J´1ź

j“1

|mj |
|Θj|

1

|Θ
j
|ąNj

¸
|mJ |1

|Θ
J

|ăNJ
ˆ F pt, ξ,ΞJqdΞJ

À sup
ξ

ż

Γ
J

˜
J´1ź

j“1

|Mj |
|Θj |

1

|Θ
j
|ąNj

¸
|MJ |1

|Θ
J

|ăNJ
dΞ

J ˆ }G}L8

“: IJ ˆ }G}L8 .(4.20)
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We now decompose the estimate for IJ (which can be seen as an L8
ξ pL1

Ξ
J q estimate) into J

estimates of the same type, each one involving a single subtree. This comes from the iterative
scheme, which induces a lower triangular dependence of the phase functions Θj on the frequencies
Ξj. Indeed, the crucial observation is that, after ensuring that the last parent is represented,
the only frequency which depends on ΞJ is the unrepresented frequency of the J th-subtree. In

particular, in IJ , only MJ and Θ
J

depend on ΞJ . This allows us to split the integration as
follows:

IJ “ sup
ξ

ż

Γ
J´1

˜
J´1ź

j“1

|Mj |
|Θj |

1

|Θ
j
|ąNj

¸ ˆż

ΓJ

|MJ |1
|Θ

J
|ăNJ

dΞJ
˙
dΞ

J´1

À
«
sup
ξ

ż

Γ
J´1

˜
J´1ź

j“1

|Mj |
|Θj |

1

|Θ
j
|ąNj

¸
dΞ

J´1

ff
¨ sup

ξ,Ξ
J´1

ˆż

ΓJ

|MJ |1
|Θ

J
|ăNJ

dΞJ
˙
.

Now, as Θ
J “ Θ

J´1 ` ΘJ and Θ only depends on ΞJ´1,

sup

ξ,Ξ
J´1

ˆż

ΓJ

|MJ |1
|Θ

J
|ăNJ

dΞJ
˙

ď sup
ξJ ,α

ˆż

ΓJ

|MJ |1|ΘJ ´α|ăNJ
dΞJ

˙
.

Therefore,

IJ À ĪJ´1 ¨ sup
ξJ ,α

ˆż

ΓJ

|MJ |1|ΘJ ´α|ăNJ
dΞJ

˙
(4.21)

with ĪJ´1 :“ sup
ξ

ż

Γ
J´1

˜
J´1ź

j“1

|Mj |
|Θj |

1

|Θ
j
|ąNj

¸
dΞ

J´1
.

As ĪJ´1 has the same structure as IJ , we can repeat (a small variation of) the above argument:

ĪJ´1 “ sup
ξ

ż

Γ
J´2

˜
J´2ź

j“1

|Mj |
|Θj|

1

|Θ
j
|ąNj

¸ ˜ż

ΓJ´1

|MJ´1|
|ΘJ´1|

1

|Θ
J´1

|ąNJ´1

dΞJ´1

¸
dΞ

J´2

ď sup
ξ

ż

Γ
J´2

˜
J´2ź

j“1

|Mj |
Θ
j

1

|Θ
j
|ąNj

¸
dΞ

J´2 ¨ sup

ξ,Ξ
J´2

˜ż

ΓJ´1

|MJ´1|
|ΘJ´1|

1

|Θ
J´1

|ąNJ´1

dΞJ´1

¸

ď ĪJ´2 ¨ sup

ξ,Ξ
J´2

˜ż

ΓJ´1

|MJ´1|
|Θj´1 ` Θ

J´2|
1

|ΘJ´1`Θ
J´2

|ąNJ´1

dΞJ´1

¸

ď ĪJ´2 ¨ sup
ξ,α

ˆż

ΓJ´1

|MJ´1|
|ΘJ´1 ´ α|1|ΘJ´1´α|ąNJ´1

dΞJ´1

˙
.

An inductive application of this procedure yields

ĪJ´1 ď
J´1ź

j“1

sup
ξ,α

ˆż

Γj´1

|Mj´1|
|Θj´1 ´ α|1|Θj´1´α|ąNj´1

dΞj´1

˙
.

Combining this with (4.20) and (4.21),

(4.22) |Nres| À
ż t

tk`1

˜
J´1ź

j“1

sup
ξj ,α

ż

Γj

|Mj |
|Θj ´ α|1|Θj ´α|ąNj

dΞj

¸

¨ sup
ξJ ,α

ˆż

ΓJ

|MJ |1|ΘJ ´α|ăNJ
dΞJ

˙
ds}G}L8pIkq.

So, due to Lemma 3.11, it suffices to estimate quantities of the formż

Γj

|Mj |1|Θj ´α|ăMdΞ
j

for j ď J , which will follow from a direct application of the results of the previous section.
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For boundary, derivative or F2-terms, one can proceed as above. Indeed:

‚ A boundary term of length J can be written as

N pt, ξq “ rNps, ξqss“t
s“tk`1

,

where

(4.23) Npt, ξq “
ż

Γ
J
eitΘ

J

˜
Jź

j“1

mj

iΘ
j
1

|Θ
j
|ąNj

¸
F pt, ξ,ΞJqdΞJ .

The differences with the resonent term are the lack of integration in time and the non-
resonance condition at the last subtree. Therefore, we get

(4.24) |Nbd| À
«

Jź

j“1

sup
ξj ,α

ż

Γj

|Mj |
|Θj ´ α|1|Θj´α|ąNj

dΞj

ff
¨ }G}L8pIkq.

‚ We can write derivative or F2-terms of length J as
ż t

tk`1

Nps, ξqds with N as in (4.23),

with the feature that in the last subtree, one of the children is colored BtS0, BtSreg or
BtK0 (for derivative term); or F2 (for F2 term). According to Propositions 1.2, 3.4 and
Lemma 3.2, the correct frequency weight associated to this node is

(4.25)

$
’’’&
’’’%

t if f “ BtS0,
txt´1{3ζyp4{7q´

if f “ BtSreg,

t3{2|ζ|1{2 if f “ BtK0,

t1´γxζyµ if f “ F2.

Notice that each weight gains a t factor compared to the corresponding weight for the
non derivated function in (4.16), and they are chosen such that

}f ¨ frequency weight}L8
t,ζ

À

$
’&
’%

ǫ if f “ BtS0 or BtSreg,

ǫ2 if f “ BtK0,

ǫ3 if f “ F2.

The above discussion can be summarized as

(4.26) |Ndt|, |NF2
| À

ż t

tk`1

«
Jź

j“1

sup
ξj ,α

ż

Γj

|Mj|
|Θj ´ α|1|Θj ´α|ąNj

dΞj

ff
ds ¨ }G}L8pIkq.

We emphasize that in the following, implicits constants are independent of j and k.
We first consider the case of an intermediate subtree, that is when j ă J .

Lemma 4.1. Let t P rtk`1, tks and, in a term corresponding to a tree of size J , consider the
factor given by the jth elementary subtree, for some j ă J . Then

@M ě 1, @α P R,

ż

Γj

|Mj |1|Θj ´α|ăMdΞ
j À t´1`βMβ .

As a consequence,

sup
ξj ,α

ż

Γj

|Mj |
|Θj ´ α|1|Θj ´α|ěNj

dΞj À ptNjq´1`β .

Proof. In a non-terminal subtree, the frequency weights are among those in (4.16).
a) We start with the case Θj “ Φ and denote ξ “ ξj , Ξj “ pξ1, ξ2q. Then the children are colored
among S0, Sreg, z, w, and there is at most one S0 and at least one w{z.
We split the analysis on the various possibilities of weights for the jth-subtree:
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‚ at least two children have weights corresponding to w and/or z. Then, the third child
has frequency weight Á tρ, and up to permutations on the frequencies,

|Mj | À |ξ|xξyµ
xξ1yµxξ2yµ t

´3ρ.

Then it follows from (3.7) that

sup
ξ,α

ż
|Mj |1|Φ´α|ăMj

dξ1dξ2 À t´3ρM
1´µ{3
j .

‚ one child has a w-weight, one has a Sreg-weight and the remaining has a weight corre-
sponding to either Sreg or S0. In this case,

|Mj | À |ξ|xξyµ
xξ1yµxt1{3ξ2yp4{7q´ À |ξ|xξyµ

tµ{3xξ1yµxξ2yµ ,

and

sup
ξ,α

ż
|Mj |1|Φ´α|ăM dξ1dξ2 À 1

tµ{3
M1´µ{3.

‚ one child has a z-weight, one has a Sreg-weight and the remaining has a weight cor-
responding to either Sreg or S0. This corresponds to a source term: the construction
of the term from the tree tells us that the the region of integration is restricted to
D1 “ D1ptk`1, ξq (it is an F12-type source term, see (2.12)). Therefore

|Mj| À |ξ|xξyµ
tρxξ1yνxt1{3ξ2yp4{7q´ 1D1

.

Proposition 3.9 then implies

sup
ξ,α

ż
|Mj |1|Φ´α|ăM dξ1dξ2 À ptMqβt´1`γ .

b) We now turn to the case Θj “ Ψ, and denote ξj “ ξ and Ξj “ ζ. There are only two
possibilities:

‚ one child has a K0-weight and the other has a w-weight, then

|Mj | À |ξ|xξyµ
t1{2|ζ|1{2xξ ´ ζyµ

and Proposition 3.7 implies

sup
ξ,α

ż
|Mj |1|Ψ´α|ăM dξ1dξ2 À t´1{2M1{2.

‚ one child has a K0-weight and the other has a z weight. Then

|Mj | À |ξ|xξyµ
t1{2`ρ|ζ|1{2xξ ´ ζyν 1Dptk`1q

and Proposition 3.10 gives that

sup
ξ,α

ż
|Mj |1|Ψ´α|ăM dξ1dξ2 À t´1{2´ρ` ν´µ

3 M1{2.

In all cases, in view of the definitions of β (4.6) and ρ (4.13), the bound t´1`βMβ holds.
The second bound claim is an immediate application of Lemma 3.11. �

In the above lemma, we have bounded all but the last subtree of any given tree of length J ,
uniformly in time. However, our goal is to gain a power tγ , in order to bootstrap the estimates
for w. This gain is achieved at the last subtree:

35



Lemma 4.2 (Final subtree). Let t P rtk`1, tks, and consider a term corresponding to a tree of
size J .
a) For resonant terms, the contribution of the terminal subtree is bounded by

sup
ξJ ,α

ż

ΓJ

|MJ |1|ΘJ ´α|ăNJ
dΞJ À ptNJqβt´1`γ .

b) For boundary terms, the corresponding bound is

(4.27) sup
ξJ ,α

ż

ΓJ

|MJ |
|Θj ´ α|1|ΘJ ´α|ąNJ

dΞJ À ptNJq´1`βtγ .

c) For F2 or derivative terms, the corresponding bound is

sup
ξJ ,α

ż

ΓJ

|MJ |
|ΘJ ´ α|1|Θj´α|ąNJ

dΞJ À ptNJq´1`βt´1`γ .

Proof. The argument follows closely the steps in the previous proof. However, it is necessary to
split between the source terms (where no child has a w-weight, and frequencies are restricted
according to (2.12)) and the remaining ones.
a) We begin with the case of a resonant term. First consider the case Θj “ Φ and denote ξ “ ξJ

the frequency of the parent J , and ξ1 and ΞJ “ pξ1, ξ2q.
If at least one child has a w-weight, there are two possiblities:

‚ another child has a w or z-weight: then as in the previous lemma, we don’t take into
account the last weight (which is Á tρ) and

MJ À |ξ|xξyµ
xξ1yµxξ2yµ t

γ´2ρ.

We apply (3.7), it yields

sup
ξJ ,α

ż

ΓJ

M
J
1|ΘJ ´α|ăNJ

dΞJ À pNJqβtγ´2ρ À ptNJqβtγ´2ρ´β À ptNJqβt´1`γ .

(we used the fact that ´2ρ ´ β ą ´1).
‚ another child has a Sreg-weight: in this case,

M
J À |ξ|xξyµ

xξ1yµxt1{3ξ2yp4{7q´ t
γ À |ξ|xξyµ

xξ1yµxξ2yµ t
γ´µ{3.

The estimates follows from (3.7).

Otherwise, if no child has a w-weight (which corresponds to a source term), we consider two
alternatives:

‚ two children have a z-weight, then the frequency set is restricted to D3:

MJ À |ξ|xξyµ
xξ1yνxξ2yνt2ρ 1D3

,

and the estimates follow from Proposition 3.8.
‚ one child has a z-weight and another has a Sreg-weight. Then the frequency set is re-

stricted to D1:

MJ À |ξ|xξyµ
tρxξ1yνxt1{3ξ2yp4{7q´ 1D1

,

and we apply Proposition 3.9.

We now consider the case Θ “ Ψ, and denote ξ “ ξJ and ΞJ “ ζ. There are two cases.

‚ One child has a w-weight and the other has a K0-weight. Then

MJ À |ξ|xξyµ
xξ ´ ζyµt1{2|ζ|1{2

tγ ,

and we use Proposition 3.7.
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‚ One child has a z-weight and the other has a K0-weight. Then the frequency set is
restricted to Dptk`1q:

MJ À |ξ|xξyµ
xξ ´ ζyνt1{2|ζ|1{2

1Dptk`1q,

and the estimate is then a consequence of Proposition 3.10.

b) For boundary terms, we can bound using the same argument as in case a) to obtain, in all
configurations and for any M ě 1,

sup
ξJ ,α

ż

ΓJ

M
J
1|ΘJ ´α|ăMdΞ

J À Mβtβ´1`γ .

Using Lemma 3.11, we infer that

sup
ξJ ,α

v

ż

ΓJ

MJ
1|ΘJ ´α|ěNJ

dΞJ À N
β´1

J tβ´1`γ “ ptNJq´1`βtγ .

c) For derivative terms, the computations are the same as in b), taking into account that one of
the children is a derivative, so that its frequency weight is given by (4.25). Compared with the
corresponding weight for the non derivated intervening function in (4.16), we see that there is a
t extra factor. Therefore in this case

(4.28) sup
ξJ ,α

ż

ΓJ

MJ
1|ΘJ ´α|ăMdΞ

j À Mβtβ´2`γ .

Hence

(4.29) sup
ξJ ,α

ż

ΓJ

M
J
1|Θj´α|ěNJ

dΞJ À N
β´1

J tβ´1`γ “ ptNJq´1`βt´1`γ .

For an F2 term, the frequency weight is the one of w, with an extra t factor. So we obtain as for
the derivative tree, the bounds (4.28) and (4.29). �

Remark 4.2. It is in the above proof that one sees the optimality in the frequency-restricted
estimates. Indeed, it is necessary to match the power in M with the singular powers of t coming
from the self-similar solution in order to recover the exact polynomial growth tγ .

Corollary 4.3. Given J ě 1 and t P rtk`1, tks,›››N J,k
res ptq

›››
L8
µ

` }N J,k
bd ptq}L8

µ
` }N J,k

dt ptq}L8
µ

` }N J´1,k
F2

ptq}L8
µ

À Ct
γ
kǫ

2J`1,

where C is the absolute constant defined in (4.7).

Proof. First consider N
J,k
res ptq. It is the sum of at most CardpATJq terms, each of which can be

bounded in L8
µ norm, due to (4.22), by

ż t

tk`1

J´1ź

j“1

psNjq´1`β ¨ psNJqβs´1`γds ¨ }G}L8
x,t

À
J´1ź

j“1

c
β´1

j ¨ cβJ ¨
ż t

tk`1

s´1`γds ¨ ǫ2J`1

À
J´1ź

j“1

c
β´1

j ¨ cβJ ¨ ǫ2J`1tγ .

(We used (4.8) and Lemmas 4.1 and 4.2). From (4.7) and (4.5), we infer that

›››N J,k
res ptq

›››
L8
µ

À CardpATJq
J´1ź

j“1

c
β´1

j ¨ cβJ ¨ ǫ2J`1tγ À Cǫ2J`1tγ .

For N
J,k
bd ptq, in view of (4.24) (and using Lemmas 4.1 and 4.2, and (4.8)), each of the terms can

be bounded by¨
˝ ÿ

sPttk`1,tu

J´1ź

j“1

psNjq´1`β ¨ psNJq´1`βsγ

˛
‚¨ }G}L8

x,t
À

J´1ź

j“1

c
β´1

j ¨ c´1`β
J tγ ¨ ǫ2J`1
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À
J´1ź

j“1

c
β´1

j ¨ cβJ ¨ ǫ2J`1tγ .

(because cJ ě 1). As before, there are at most CardpATJ q boundary terms, and so we obtain
the same bound as for resonant terms:

›››N J,k
res ptq

›››
L8
µ

À Cǫ2J`1tγ .

For N
J,k
dt ptq, in view of (4.26) (and using Lemmas 4.1 and 4.2, and (4.8)), each of the terms can

be bounded by

ż t

tk`1

˜
J´1ź

j“1

psNjq´1`β ¨ psNJq´1`βs´1`γ

¸
ds ¨ }G}L8

x,t
À

J´1ź

j“1

c
β´1

j ¨ c´1`β
J ¨

ż t

tk`1

s´1`γds ¨ ǫ2J`1

À
Jź

j“1

c
β´1

j ¨ ǫ2J`1tγ .

(again we used cJ ě 1) and the computations are the same as for N
J,k
res .

For N J´1,k
F2

ptq, the computations are the same as for the derivative terms N J´1,k
dt ptq, except that

the F2 factor (multiplied by its weight) contributes ǫ3 instead of ǫ, so that the final elementary

tree (with parent numbered J ´ 1) contributes cβ´1

J´1
ǫ5tγ . Therefore,

}N J´1,k
F2

ptq}L8
µ

À Cǫ2pJ´2q`1ǫ5tγ À Cǫ2J`1tγ . �

Remark 4.3. As a consequence of the above analysis, each of the space-time integrals corre-
sponding to well-behaved terms in the INFR expansion is absolutely convergent (independently
of n).

We recall that from Proposition 2.1, w “ wn is defined in a suitable space on a time interval
p0, T0q which a priori depends on n. The analysis performed above translates directly to wn, so
that if k P N and t P rtk`1, tks,

(4.30) wnptq “ wnptk`1q ` χ2
n

˜
Jÿ

j“1

´
N j,k

res,nptq ` N
j,k
bd,nptq ` N

j,k
dt,npτq ` N

j,k
F2,n

pτq
¯

` N
J`1,k
F2,n

ptq ` R
J`1,k
n ptq

¸
,

where the bounds of Corollary 4.3 hold:

(4.31) }N j,k
res,nptq}L8

µ
` }N j,k

bd,nptq}L8
µ

` }N j,k
dt,nptq}L8

µ
` }N j,k

F2,n
ptq}L8

µ
À t

γ
kǫ

2j`1.

We have now all the tools to prove existence and bound on wn independently of n (which is why
we write the index n in the next statement).

Proposition 4.4 (A priori estimate for wn). Suppose that, for some T ă mintT n0 , T 1
0u,

@t P r0, T s, }χ´1
n wnptq}L8

µ
ď ǫtγ .

Then, given J, k ě 0,

@t P rtk`1, tks, }RJ`1,k
n ptq}L8

µ
Àn t

´1{2ǫ2J .

As a consequence,

@t P r0, T s, }χ´1
n wnptq}L8

µ
À ǫ3tγ

where the implicit constant does not depend on n.
38



Proof. a) Observe that R
J`1,k
n ptq has exactly the same structure as a boundary term of step J ,

except one terminal node is colored Btw instead of w and one also integrates in time. By (2.4),

t´γ}Btwptq}L8
µ

Àn,S,z
1

t1{2`γ
.

Proceeding as in Corollary 4.3, we get

}RJ`1,k
n ptq}L8

µ
Àn,S,z

ż t

tk`1

s´3{2ds ¨ ǫ2J Àn,S,z t
´1{2ǫ2J ,

as claimed.
b) We now consider the wn estimate, where the bound is independent on n. Let κ P N, and
τ P rtκ`1, tκs. Due to equation (4.30) with the bounds (4.31) and a), we can estimate

}χ´1
n pwnpτq ´ wnptκ`1qq}L8

µ

À
8ÿ

j“1

´
}N j,k

res,npτq}L8
µ

` }N j,k
bd,npτq}L8

µ
` }N j,k

dt,npτq}L8
µ

` }N j´1,k
F2,n

pτq}L8
µ

¯

À
Jÿ

j“1

tγκǫ
2j`1 ` Cnτ

´1{2ǫ2J À ǫ3tγκ ` Cnt
´1{2
κ ǫ2J .

Now, let J Ñ `8 (while n, κ and τ are fixed) to infer

}χ´1
n pwnpτq ´ wnptκ`1qq}L8

µ
À ǫ3t

γ
k.

Finally, fix t P p0, T0q and let k ě 1 such that t P rtk`1, tks. The above estimate holds for all
κ ě k ` 1 and for τ “ t or τ “ tκ, hence

}χ´1
n wnptq}L8

µ
À }χ´1

n pwnptq ´ wnptk`1qq}L8
µ

`
ÿ

κěk`1

}χ´1
n pwnptκq ´ wnptκ`1qq}L8

µ

À ǫ3

˜
t
γ
k `

ÿ

κěk`1

tγκ

¸
À ǫ3t

γ
k À ǫ3tγ . �

Remark 4.4. The sucessful derivation of low-regularity estimates through the INFR hinges on
the first bound on R. Indeed, even though the remainder RJ`1

n ptq grows as n Ñ 8 (or as t Ñ 0),
one can first take the limit in J to drop the remainder and arrive, for each fixed n and t ą 0, to
an infinite sum of well-behaved terms.

Remark 4.5. The problem with the strategy presented in [28] is the reduction to a trilinear
operator estimate (see the proof of Lemma 3.10 therein). Indeed, it is not true that a general
multilinear term in the infinite expansion may be written as a successive composition of a
trilinear operator, as one cannot separate properly the dependence in the various frequencies. The
difference in our approach is the replacement of an operator bound with a multiplier bound - the
frequency-restricted estimates. These multiplier bounds, when inserted in the infinite equation,
reveal a lower triangular dependence structure (see (4.21)). As a result, the estimate for a term
at step J is reduced to the product of J frequency-restricted estimates and the a priori estimates
follow.

4.4. A priori estimates on Λwn and uniform time of existence. Recall the scaling operator
(1.9)

Λ “ Bξ ´ 3t

ξ
Bt

Due to the self-similar structure of S, the homogeneity of Φ and Λ being an order-one operator,
we have the identities7:

ξΛS “ 0, Λz “ Bξz, and

7For the identity involving ΛN , one can either work in physical space (cf. [5]), or use the Euler identity
ξDξΦ “ 3Φ on Γξ.
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rBt,Λsu “ ´3

ξ
Btu, ΛN rus “ 3

ξ
N rξΛu, u, us ´ 3

ξ
N rus.

Hence, for the solution wn P Yn,T to (2.3) given by Proposition 2.2,
$
&
%

BtΛwn “ 3χ2
n

ξ
N rξΛpwn ` zq, vn, vns ` 2χnχ

1
npN rvns ´N rSsq, with vn “ S ` zn ` wn,

Λwnpt “ 0q “ 0.

As we have done for wn, we want to perform a bootrap argument for Λwn, starting from

}Λwnptq}L8
µ

À ǫtγ

and recovering, through the INFR,

}Λwnptq}L8
µ

À ǫ3tγ .

When compared with the normal form algorithm for w, we see that few changes arise:

(1) the set of intervening functions is now w, z, S0, Sreg,K0,Λw and Bξz.
(2) As done in (4.13) and (4.14), define T 1

1 “ ǫ}z}´1{ρ

W
1,8
ν

, so that

}tρxξyνBξz}L8
ξ

À ǫ, @t ă T 1
1.

(3) the frequency weights for terminal nodes associated with an intervening function f are
$
’’’’’’&
’’’’’’%

t´γxζyµ if f “ w or Λw,

tρxζyν if f “ z or Bξz,
1 if f “ S0,

xt1{3ζyp4{7q´
if f “ Sreg,

t1{2|ζ|1{2, if f “ K0.

(4) when distributing time derivatives, one may find either Btw or BtΛw, which one then
replaces with the corresponding equation.

In other words, one may view the problem as a coupled system for pw,Λwq. The nonlinear
terms in both equations have exactly the same algebraic structure, allowing for the application
of the algorithm described in Section 4.1. Handling Λw (resp. Bξz) as if it were w (resp. z), by
inspection of Section 4.3, the a priori bounds derived for Proposition 4.4 hold for the expansion
of the equation for Λw, and we have the following result:

Proposition 4.5 (A priori estimate for Λw). Suppose that, for some T ă mintT n1 , T 1
1u,

@t P r0, T s, }χ´1
n wnptq}L8

µ
` }χ´1

n Λwnptq}L8
µ

ď ǫtγ .

Then

@t P r0, T s, }χ´1
n wnptq}L8

µ
` }χ´1

n Λwnptq}L8
µ

À ǫ3tγ , @t P r0, T s,
where the implicit constant does not depend on n.

Having the a priori bounds for w (Proposition 4.4), Λw (Proposition 4.5) and Btw (Lemma
3.12), we are now in position of closing the bootstrap argument for w. We recall the definition
of the Yn norm (2.8).

Proposition 4.6 (Uniform local time of existence). Under the conditions of Theorem 1.3, there
exists T “ T pǫ, }z}

W
1,8
ν

q ą 0, independent of n, such that the solution wn defined in Proposition

2.2 is defined up to a time T1pS, z, nq ą T and

(4.32) @t P r0, T s, }wn}Ynptq À ǫ3tγ .

Proof. Let

γ ă ϑ ă 1

3
min pµ, ν ´ µq and T “ min

¨
˝T1, T 1

1,

˜
ǫ

}z}
W

1,8
ν

¸ 3

ϑ´γ

˛
‚.
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Recall T 1
1 ď T 1

0 ď 1 are given by Proposition 4.4 and Proposition 4.5), and T is chosen so that

(4.33) T ϑ´γpǫ2 ` }z}2
W

1,8
ν

q}z}
W

1,8
ν

ď 2ǫ3.

Fix n P N. For τ P r0, T q define

Apτq “ sup
tPr0,τ s

t´γ}wn}Ynptq, and τ˚ “ suptτ P r0, T q : Apτq ď ǫu.

By Proposition 2.2, τ˚ ą 0. Let t P r0, τ˚q. Then, since χn ď 1,

}wnptq}
W

1,8
µ

À }χ´1
n wnptq}L8

µ
` }χ´1

n Bξwn}L8
µ

À ǫtγ À ǫ.

We claim that

(4.34)

››››
t

ξ
pN rvns ´N rSnsq

››››
L8
µ

À ǫ3tγ .

We use Lemma 3.12 to control the trilinear terms obtained when expanding N rvns ´ N rSns,
distinguishing two cases:

‚ If there is one factor zn, it takes the place of h and we choose a “ b1 “ ν and a1 “ µ so
that ϑ ď 1

3
minpa, b1 ´ a1q. Keeping in mind (4.33), the term is then bounded by

tϑ
ˆ

}Sptq}2
W

1,8
0,µ pRzt0uq

` }znptq}2
W

1,8
0,µ

` }wnptq}2
W

1,8
0,µ

˙
}zn}

W
1,8
ν

À tϑ
ˆ

}Sptq}2
W

1,8
0,1 pRzt0uq

` }z}2
W

1,8
ν

` }wnptq}2
W

1,8
µ

˙
}z}

W
1,8
ν

ď tϑ}z}
W

1,8
ν

pǫ2 ` }z}2
W

1,8
ν

q À ǫ3tγ .

‚ If there is no factor zn, there is at least one wn which takes the place of h; we choose
a “ b1 “ µ and a1 “ µ´ 3ϑ ą 0 so that ϑ ď 1

3
minpa, b1 ´ a1q. The term is then bounded

by

tϑ
ˆ

}Sptq}2
W

1,8
0,µ{2

pRzt0uq
` }wnptq}2

W
1,8
0,µ

˙
}wnptq}

W
1,8
µ

À tϑ
ˆ

}Sptq}2
W

1,8
0,1 pRzt0uq

` }wnptq}2
W

1,8
µ

˙
}wnptq}

W
1,8
µ

ď ǫ3tϑ À ǫ3tγ .

This proves (4.34). Hence, for t P r0, τ˚q, there holds
››››χ´1

n

tBtwnptq
|ξ|

››››
L8
µ

ď
››››
t

ξ
pN rvns ´N rSnsq

››››
L8
µ

À ǫ3tγ ,

and, using as well the bound from Proposition 4.5,

››χ´1
n Bξwnptq

››
L8
µ

À
››››χ´1

n

tBtwnptq
|ξ|

››››
L8
µ

` }χ´1
n Λwnptq}L8

µ
À ǫ3tγ .

This proves that

@t P r0, τ˚q, }χ´1
n wnptq}L8

µ
`
››››χ´1

n

tBtwnptq
|ξ|

››››
L8
µ

`
››χ´1

n Bξwnptq
››
L8
µ

ď C1ǫ
3tγ .

(the absolute C1 does not depend on n). Choose ǫ ą 0 so small that C1ǫ
2 ď 1{2. A continuity

argument gives that τ˚ “ T . Due to the blow-up criterion of Proposition (4.5), we infer that

T1pS, z, nq ą T “ min

¨
˝ ǫ

}z}1{ρ

W
1,8
ν

,

˜
ǫ

}z}
W

1,8
ν

¸3{γ
˛
‚,

and (4.32) holds. �
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5. Proof of Theorem 1.3

5.1. Existence. Before we move to the proof of the existence of w, we need some very mild
control in physical space for the linear evolutions whose Fourier transform lies in W 1,8

µ .

Lemma 5.1 (Boundedness in physical space). Let µ ą 0 and w P W 1,8
0,µ . Define v “ e´tB3

xw_.
Then, for 0 ă t0 ă t1 and R ě 1,

@t P rt0, t1s, }vptq}W 1,8pr´R,Rsq Àt0,t1 R
2}w}

W
1,8
0,µ

.

Proof. By linearity, we can assume }w}
W

1,8
0,µ

“ 1. Then we write

vpt, xq “ 1

2π

ż

R

eixξ`itξ3wpξqdξ “ 1

2π

ż

R

ξeixξ`itξ3Bξ
ˆ

wpξq
1 ` iξpx ` 3tξ2q

˙
dξ

“ 1

2π

ż

R

ξeixξ`itξ3
ˆ

ipx ` 9tξ2qwpξq
p1 ` iξpx` 3tξ2qq2 ` Bξwpξq

1 ` iξpx ` 3tξ2q

˙
dξ.

Since w and Bξw are bounded by 1,

|vpt, xq| À
ż

R

ˇ̌
ˇ̌ px` 9tξ2qξ
p1 ` iξpx ` 3tξ2qq2

ˇ̌
ˇ̌ `

ˇ̌
ˇ̌ ξ

1 ` iξpx ` 3tξ2q

ˇ̌
ˇ̌ dξ

We split the integral between different regions. In the region |ξ| ď 1, the integral is Op1q.
In the region |x` 3tξ2| ď t0ξ

2, it is bounded by
ż

|x|ě2tξ2
p1 ` |x| ` t1|ξ|2q|ξ|dξ Àt1 1 ` |x|3{2.

In the region |x` 3tξ2| ě t0ξ
2, we bound it by

ż

|ξ|ě1

p1 ` |x| ` t1ξ
2q|ξ|

t2
0
ξ6

dξ Àt0,t1 1 ` |x|.

For the derivative, we have

Bxvpt, xq “ 1

2π

ż

R

iξeixξ`itξ3wpξqdξ “ 1

2π

ż

R

ξeixξ`itξ3Bξ
ˆ

iξwpξq
1 ` iξpx ` 3tξ2q

˙
dξ

“ 1

2π

ż

R

ξeixξ`itξ3
ˆ
ipx ` 9tξ2qiξwpξq

p1 ` iξpx ` 3tξ2qq2 ` iξBξwpξq ` iwpξq
1 ` iξpx ` 3tξ2q

˙
dξ.

Thus

|Bxvpt, xq| À
ż

R

ˇ̌
ˇ̌ ξ

2px ` 9tξ2qxξy´µ

p1 ` iξpx ` 3tξ2qq2
ˇ̌
ˇ̌ `

ˇ̌
ˇ̌ |ξ|2xξy´µ ` |ξ|xξy´µ

1 ` iξpx ` 3tξ2q

ˇ̌
ˇ̌ dξ.

We use the same region decomposition as earlier, and we bound the integral in a similar fashion,
with an extra |x|1{2: this yields the desired estimate. �

We can now prove the existence part of Theorem 1.3.

Proposition 5.2 (Existence of w at t “ 0). Under the conditions of Theorem 1.3, there exist a

time T “ T pǫ, µ, ν, }z}
W

1,8
ν

q ą 0 and w P Cbpr0, T s ˆ Rq such that u “ e´tB3
xpS ` z ` wq_ is a

distributional solution of (mKdV) on p0, T q ˆ R and

@t P r0, T s, }wptq}
W

1,8
µ

`
››››
tBtwptq
ξ

››››
L8
µ

À ǫ3tγ .

The proof follows similar arguments to that of [4, Proposition 13], with some changes in the
details which we provide for the convenience of the reader.
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Proof. Step 1. Convergence of the approximating sequence. For each n P N, let wn be the solution
of (2.3). By Proposition 4.6, there exists T “ T pǫ, }z}

W
1,8
ν

q such that wn is defined on r0, T s
and, as χn ď 1,

@n P N,@t P r0, T s, }wnptq}
W

1,8
µ

`
››››
tBtwnptq

|ξ|

››››
L8
µ

À ǫ3tγ .

In particular, given R ą 0, pwnqn is equibounded and equicontinuous on r0, T s ˆ r´R,Rs. By

Ascoli-Arzelà theorem (and a diagonal extraction), there exists w P W 1,8
loc pp0, T s ˆ Rq such that

(up to a subsequence)

@R ą 0, wn Ñ w in C pr0, T s ˆ r´R,Rsq.
Moreover,

@t P r0, T s, }wptq}
W

1,8
µ

`
››››
tBtwptq

|ξ|

››››
L8
µ

ď lim inf
n

˜
}wnptq}

W
1,8
µ

`
››››
tBtwnptq

|ξ|

››››
L8
µ

¸
À ǫ3tγ .

The uniform decay in ξ implies wn Ñ w in8
C pr0, T s,S 1pRqq. As such, if we define, for t P r0, T s

and n P N,

unptq :“ e´tB3
x pSptq ` znptq ` wnptqq_ and uptq :“ e´tB3

x pSptq ` z ` wptqq_ ,

we can conclude that un Ñ u in C pp0, T q,S 1pRqq. We need to improve the convergence in the
physical space in order to pass to the limit in the nonlinear term. For t P p0, T q and R ě 0 fixed,
Lemma 5.1 implies that punptqqn is equibounded and equicontinuous on r´R,Rs. By Ascoli-
Arzelà, there exists a subsequence punk

ptqqk (which may depend on the chosen time t) such
that

unk
ptq Ñ hptq in L8

locpRq.
Since, by Lemma 5.1, }xxy´2unptq}L8 À 1, the convergence must hold in S 1pRq and thus hptq “
uptq. As the limit h is uniquely determined, we can conclude that the whole sequence converges
to h “ u, and so

(5.1) unptq Ñ uptq in L8pxxy´2`
dxq.

Step 2. (mKdV) is satisfied in distributional sense. Define for v P S 1pRq, Πnv “
`
χ2
npξqv̂pξq

˘_
:

this is a continuous operator on S 1pRq. Then we may rewrite (2.3) as

(5.2) pBt ` B3xqun “ ΠnBxpu3nq.
As un Ñ u in D 1pp0, T q ˆ Rq, we have pBt ` B3xqun Ñ pBt ` B3xqu in D 1pp0, T q ˆ Rq. For the
nonlinear term, first observe that, by (5.1),

@t P rt0, T s, u3nptq Ñ u3ptq in L8pxxy´6`
dxq

and we have the bound uniform in t P rt0, T s,
}xxy´6u3nptq}L8 , }xxy´6u3ptq}L8 À 1.

Fix φ P C 8
c pp0, T q ˆ Rq, with suppφ Ă rt0, T s ˆ R for some t0 ą 0. As Πnφptq Ñ φptq in SpRq

for all t P rt0, T s, and that for sufficiently large integer a ě 8, one has the uniform (in n) bound

@ϕ P SpRq, }xxy6ΠnBxϕ}L1 À }xxyap1 ´ B2xqaϕ}L8 ,

we can conclude by dominated convergence that

xΠnBxpu3nq, φyD1ˆD “
ż T

t0

ż

R

u3nptqΠnBxφptqdxdt Ñ
ż T

t0

ż

R

u3ptqBxφptqdxdt “ xBxpu3q, φyD1ˆD,

and so ΠnBxpu3nq Ñ Bxpu3q in D 1pp0, T q ˆ Rq. Taking the limit n Ñ `8 in (5.2), we see that u
solves the (mKdV) equation in the distributional sense. �

8In the sense that for all ϕ P SpRq, suptPr0,T s |xwnptq ´ wptq, ϕy| Ñ 0 as n Ñ `8.
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Remark 5.1. Through the INFR procedure, one can actually prove that pwnqnPN is a Cauchy
sequence in L8

µ . This allows for the extraction of a limit w and could allow us to lower the
assumptions on the perturbation, not requiring anything on the derivatives. However, there are
two caveats: first, the control of F2 depends on integration by parts in frequency, which uses
information on Bξz; second, the proof that the limit w satisfies (mKdV) uses the control on
physical space given by Lemma 5.1, which depends once again on a control of Bξw.

Remark 5.2. Another possibility to construct the solution w of Theorem 1.3 could be to use a
Picard iteration scheme. Setting

w̃0 “ 0, for n P N, Btw̃n`1 “ N rS ` zn ` w̃ns ´N rSs,
the bounds of the INFR would show that pw̃nqn is a Cauchy sequence in weighted L8

µ spaces.
However, we do not know how to justify the normal form algorithm, as it requires a control on
the time derivative of w̃n, see the proof of Proposition 5.4.
On the other hand, one could define the Picard iteration for the expanded equation (5.3) directly.
In this case, the bounds given through the INFR do show that the Picard iterations form a
Cauchy sequence9, producing a limit object w1. The problem is to identify w1 as a distributional
solution to (mKdV). This is in fact the case a posteriori : since the solution given through
Theorem 1.3 also satisfies (5.3), it must coincide with w1.
In our approach, using the approximating equation (2.3), the normal form reduction can be
rigorously justified to produce the required a priori bounds for each fixed n P N, circunvent-
ing the obstructions explained above. We pay the price later on: instead of proving that the
approximating sequence wn is a Cauchy sequence in W

1,8
µ , we prove only that it is bounded

in this space and then resort to Ascoli-Arzelà theorem to show the weaker convergence in L8
µ .

Fortunately, this is sufficient to prove that the limit satisfies (mKdV).
In conclusion, we have two equations, (mKdV) (the one we are trying to solve but which behaves
badly) and (5.3) (which is better behaved, but equivalent only under additional assumptions).
Our approach permits us to work on both equations at the same time, while the Picard iteration
scheme only works on (5.3).

5.2. Uniqueness and continuous dependence. Given S and z of size ǫ in W 1,8
0,1 and W 1,8

ν ,

respectively, let w P L8pr0, T s,W 1,8
µ q be any function that satisfy the condition of Theorem 1.3:

it is a solution to (2.2) such that

@t P r0, T s, }wptq}
W

1,8
µ

`
››››
t

ξ
Btwptq

››››
L8
µ

À ǫ3tγ .

As it was done in [28], uniqueness and continuous dependence in Theorem 1.3 will follow from
proving that w actually satisfies the infinite normal form equation

(5.3) wptq “
8ÿ

j“1

´
N
j
resptq ` N

j
bdptq ` N

j
dtptq ` N

j´1

F2
ptq

¯
.

To do this, we need to prove that, for any J ě 1 and t P rtk`1, tks (where tk “ T {2k and k P N)

wptq “ wptk`1q `
Jÿ

j“1

´
N j,k

res ptq ` N
j,k
bd ptq ` N

j,k
dt ptq ` N

j´1,k
F2

ptq
¯

` N
J,k
F2

ptq ` RJ`1,kptq.

and that, when J Ñ 8, N J,k
F2

ptq and RJ`1,kptq tend to zero in some appropriate norm.

Lemma 5.3. For any J ě 1 and k P N,

@t P rtk`1, tks,
››››
1

|ξ|
´
N
J,k
F2

ptq ` R
J`1,kptq

¯››››
L8
µ

À ǫ2J`1tγ .

9One can even apply a fixed-point argument in weighted L8 spaces.
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The bounds of Corollary 4.3 also hold for w: for rtk`1, tks,

(5.4)
›››N J,k

res ptq
›››
L8
µ

` }N J,k
bd ptq}L8

µ
` }N J,k

dt ptq}L8
µ

` }N J´1,k
F2

ptq}L8
µ

À t
γ
kǫ

2J`1.

The choice of this norm is essentially guided by the control of Λw and (1.12)

Proof. We use a sequence pcjqj as in (4.7) and set Nj “ cj{tk`1, as in (4.8).

Step 1. Adaptation of the INFR bounds. Observe that N
J,k
F2

ptq ` RJ`1,kptq corresponds to the
nonresonant terms at step J where, in the last subtree, one child is colored Btw. More precisely,
each term will be of the form

(5.5)

ż t

tk`1

Nps, ξqds “
ż t

tk`1

ż

Γ
J
eisΘ

J

˜
Jź

j“1

mj

iΘ
j
1

|Θ
j
|ąNj

¸
¨ F ps, ξ,ΞJqdΞJ ,

where F is a product of the intervening functions w, z, S0, Sreg and/or K0, and exactly one Btw.
We now derive a bound for this term based on the analysis performed in Section 4.3.
Consider the associated tree, where every node is colored either w, z, S0, Sreg or K0, except one
terminal node, which is colored Btw. Define the weights as follows:

‚ for a terminal node colored f (see (4.16)), its weight is
$
’’’’’’’’&
’’’’’’’’%

t´γxζyµ if f “ w,

tρxζyν if f “ z,

1 if f “ S0,

xt1{3ζyp4{7q´
if f “ Sreg

t1{2|ζ|1{2 if f “ K0,

t1´γ |ζ|´1xζyµ if f “ Btw.
‚ for a node which is an ancestor of the Btw node (so it is non-terminal), the weight will

be xζyµ|ζ|´1.
‚ for the remaining (non-terminal) nodes, we set the weight to be xζyµ.

Then, defining (analogously to (4.19))

M̃j “ mj ˆ weight for the parent

weights for the children
,

the procedure described in Section 4.3 gives

(5.6)

›››››
1

|ξ|

ż t

tk`1

Nps, ξqds
›››››
L8
µ

À
ż t

tk`1

Jź

j“1

«
sup
ξj ,α

ż

Γj

ˇ̌
ˇM̃j

ˇ̌
ˇ1|Θj´α|ěNj

dΞj

ff
ds ¨ ǫ2J`1.

Step 2. We claim that Lemma 4.1 holds for w, that is, given j ă J and t P rtk`1, tks, one has

@M ě 1, @α P R,

ż

Γj

M̃
j
1|Θj ´α|ăMdΞ

j À t´1`βMβ,

and

sup
ξj ,α

ż

Γj

M̃j
1|Θj ´α|ěNj

dΞj À ptNjq´1`β .

Indeed, let us we repeat the proof of Lemma 4.1: we compare the multipliers Mj and M̃j .

‚ If the jth parent is not an ancestor of the Btw node, then Mj and M̃j are the same and
Lemma 4.1 holds.

‚ If the jth parent is an ancestor of the Btw node, then the change between Mj and M̃j

is the extra factor |ζ|´1 coming from the parent and one of its children. In the proof
of Lemma 4.1, this corresponds to replacing the |ξ| factor with the slightly stronger
weights maxj“1,2,3 |ξj | (for ternary trees) or maxp|ξ|, |η|q (for binary trees). Fortunately,
the frequency-restricted estimates of Section 3.3 hold for these multipliers and thus
Lemma 4.1 is still valid.
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Step 3. We have the following analogue of Lemma 4.2: the contribution corresponding to the
terminal subtree is bounded, uniformly in rtk`1, tks, by

sup
ξJ ,α

ż

ΓJ

M̃J
1|ΘJ ´α|ěNj

dΞJ À ptNJq´1`βt´1`γ .

Indeed, this term is analog to that of case b) in Lemma 4.2, and as in the previous step, we

repeat the proof. The change between M̃J and MJ is now twofold: the extra |ζ|´1 coming from
the parent and the Btw child (which, as in the previous step, is harmless); the 1

t
factor coming

from the Btw-weight. Therefore (4.27) holds with an extra t´1 factor and the claim follows.

Step 4. Conclusion. We argue as in Corollary 4.3. Inserting the estimates from Steps 2 and 3

into (5.6) and recalling that Nj “ cj{tk`1, we see that each term in N
J,k
F2

` RJ`1,k is bounded
by

›››››
1

|ξ|

ż t

tk`1

Nps, ξqds
›››››
L8
µ

À
ż t

tk`1

s´1`γ
Jź

j“1

psNjq´1`βds ¨ ǫ2J`1 À ǫ2J`1tγ
Jź

j“1

cj .

Therefore, as there is at most CardpATjq terms involved,

@t P rtk`1, tks,
››››
1

|ξ|
´
N
J,k
F2

ptq ` R
J`1,kptq

¯››››
L8
µ

À ǫ2J`1tγ ,

as desired. The proof of (5.4) is similar and the same as that of Corollary 4.3. �

Remark 5.3. As a byproduct of the above proof, we see that, for each ξ ‰ 0, the integrals (5.5)
are absolutely convergent.

Proposition 5.4. Let w satisfy the conditions of Theorem 1.3, in particular (1.12). Then, for
any J ě 1, k P N and t P rtk`1, tks,

(5.7) wptq “ wptk`1q `
8ÿ

j“1

´
N
j,k
res ptq ` N

j,k
bd ptq ` N

j,k
dt ptq ` N

j´1,k
F2

ptq
¯
,

(with convergence in L8pxζyµ|ζ|´1dζq). In particular, if one sets

N
j
˚ptq “ N

j,k
˚ ptq `

ÿ

k1ąk

N
j,k1

˚ ptk1q for ˚ P tres, bd, dt, F2u,

(with convergence in L8
µ ), then the relation (5.3) holds (with convergence in L8

µ ).

Proof. The result is a consequence of the INFR expansion as long as one can rigorously apply
the procedure described in Section 4.1 at the level of regularity of w. More specifically, we need
to justify the integration by parts in time, the product rule for the time derivative and the decay
in J of the badly-behaved terms.
First, notice that the condition (1.12) on w implies after integration that

wp0q “ 0 and w P C
0,γpr0, T s, L8pxξyµ|ξ|´1dξqq.

Step 1. The integration by parts in time are justified. Indeed, observe that both Sp¨, ξq and wp¨, ξq
belong to W 1,8pp0, T qq for any ξ P R a.e. Therefore the product rule for the time derivative
(which is applied for fixed frequencies) is valid.
Then, we focus for example on the integration by parts for nonresonant terms in the generic
form (4.3). We claim that the following sequence of equalities holds:

ż t

tk`1

ż

Γ

eisΘm1|Θ|ąN

l0ź

l“1

flps, ξlqdΞds “
ż t

tk`1

ż

Γ

Bt
ˆ
eisΘ

iΘ

˙
m1|Θ|ąN

l0ź

l“1

flps, ξlqdΞds

“
ż t

tk`1

ż

Γ

Bt
˜
eisΘ

iΘ
m1|Θ|ąN

l0ź

l“1

flps, ξlq
¸
dΞds´

ż t

tk`1

ż

Γ

eisΘ

iΘ
Bt
˜
m1|Θ|ąN

l0ź

l“1

flps, ξlq
¸
dΞds
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“
ż

Γ

ż t

tk`1

Bt
˜
eisΘ

iΘ
m1|Θ|ąN

l0ź

l“1

flps, ξlq
¸
dsdΞ ´

ż t

tk`1

ż

Γ

eisΘ

iΘ
Bt
˜
m1|Θ|ąN

l0ź

l“1

flps, ξlq
¸
dΞds

“
ż

Γ

«
eisΘ

iΘ
m1|Θ|ąN

l0ź

l“1

flps, ξlq
ff t

tk`1

dΞ ´
ż t

tk`1

ż

Γ

eisΘ

iΘ
Bt
˜
m1|Θ|ąN

l0ź

l“1

flps, ξlq
¸
dΞds.

The first equality is immediate. By Remarks 4.3, 5.3, every integral appearing in the INFR
iteration is absolutely convergent (in time and frequency). In particular, the second equality
holds: one applies the product rule in time and then splits the integral. The third equality is just
the application of Fubini’s theorem, which is again a consequence of the absolute convergence of
the integral. In the last equality, we use once again the fact that, for each Ξ fixed, the integrand
is W 1,8prtk`1, tsq and so absolutely continuous. Thus the integration by parts can be made
rigorous at the current level of regularity.

Step 2. Equation (5.7) holds for w. Let us write the equation for w at the J th step:

wptq “ wptk`1q `
Jÿ

j“1

´
N j,k

res ptq ` N
j,k
bd ptq ` N

j,k
dt ptq ` N

j,k
F2

ptq
¯

` RJ`1,kptq.

Then, by Lemma 5.3,
›››››
1

|ξ|

˜
wptq ´

«
wptk`1q `

Jÿ

j“1

´
N
j,k
resptq ` N

j,k
bd ptq ` N

j,k
dt ptq ` N

j´1,k
F2

ptq
¯ff¸›››››

L8
µ

“
››››
1

|ξ|
´
N
J,k
F2

ptq ` R
J`1,kptq

¯››››
L8
µ

Ñ 0 as J Ñ 8.

from which (5.7) follows.

Step 3. Equality (5.3) holds for w. Due to (5.4), the series below are absolutely convergent: for
˚ P tres, bd, dt, F2u,

›››N j,k
˚ ptq

›››
L8
µ

`
ÿ

k1ąk

›››N j,k1

˚ ptk1q
›››
L8
µ

À ǫ2j`1

˜
tγ `

ÿ

k1ąk

t
γ
k1

¸
À ǫ2j`1tγ .

Hence N
j

˚ P L8
µ is well-defined. For any k1 ą k ` 1,

wptq “ wptq ´ wptk`1q `
k1´1ÿ

κ“k`1

pwptκq ´ wptκ`1qq `wptk1 q

“
8ÿ

j“1

¨
˝ ÿ

˚Ptres,bd,dtu

N j,k
˚ ptq ` N

j´1,k
F2

ptq

˛
‚

`
k1´1ÿ

κ“k`1

8ÿ

j“1

¨
˝ ÿ

˚Ptres,bd,dtu

N
j,κ
˚ ptκq ` N

j´1,κ
F2

ptκq

˛
‚` wptk1q

“
8ÿ

j“1

»
– ÿ

˚Ptres,bd,dtu

˜
N j,k

˚ ptq `
k1´1ÿ

κ“k`1

N j,κ
˚ ptκq

¸
` N

j´1,k
F2

ptq `
k1´1ÿ

κ“k`1

N
j´1,κ
F2

ptκq

fi
fl `wptk1 q.

Let k1 Ñ `8. Then, in L8
µ , wptk1q Ñ 0 (due to (1.12)). Furthermore, the above computations

show that the series are summable. We thus get (4.4) and the proof is finished. �

We are now ready to complete the proof of Theorem 1.3.
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Proof of Theorem 1.3. Recall that the existence of w has been shown in Proposition 5.2, so we
are left with the proof of uniqueness and continuous dependence (1.13): in fact it suffices to show
the latter, which we do now.
Let z1, z2 P L8

ν are two perturbations and let solutions w1, w2 P L8pr0, T s,W 1,8
µ q be two corre-

sponding solutions satisfying the conditions of Theorem 1.3, in particular (1.12). By Proposition
5.4, both satisfy (5.3). We observe that the r.h.s. of (5.3) can be seen as a bounded multilinear

operator acting in weighted L8 spaces10. More precisely, denoting N
j

˚ pt, wq the terms appearing

in (5.3) related to the expansion of w, N
j

˚ pt, wq is a homogeneous polynomial of degree 2J ` 1

in its variables S0, Sreg, z, w,K0 (counting K0 as quadratic), and estimates as in Corollary 4.3
allow to bound, for t P r0, T s

}N j
˚ pt, w1q ´ N

j
˚ pt, w2q}L8

µ
À ǫ2j

˜
sup
sPr0,ts

sγ}w1psq ´w2psq}L8
µ

` tρ}z1 ´ z2}L8

¸
.

Indeed, in each difference of a term appearing in N
j

˚ , we can factorise either w1 ´w2 or z1 ´ z2
(since S0, Sreg, K0 do not depend on z1, z2), and bound the result according to the weights
indicated in (4.16).
Therefore, similar to Proposition 4.4, the difference between the two solutions satisfies, for t P
r0, T s

sup
sPr0,ts

}w1psq ´w2psq}L8
µ

ď C0ǫ
2

˜
tγ sup
sPr0,ts

}w1psq ´ w2psq}L8
µ

` tρ}z1 ´ z2}L8
µ

¸
.

Choose T ą 0 so small that T ď T 1
0

and C0ǫ
2T γ ď 1{2, then (1.13) holds on r0, T s (with implicit

constant 2C0). �

6. Proof of Theorem 1.4

In this last section, we present a sketch of the proof of Theorem 1.4. In fact, it follows from
a simplification of the arguments used to prove Theorem 1.3. Before we begin, observe that,
through the scaling invariance, it suffices to work on the time interval p0, 1q with 0 ă t0 ă 1. We
start by writing the equation for w,#

Btw “ N rw ` Ss ´N rSs “ QrS,ws ` 6N rS, Sreg, ws ` LKrws,
wpt0q “ w0,

where Q contains the terms which are at least quadratic in w; 6N rS, Sreg, ws corresponds to a
linear term in w without two S0’s; LKrws is the linear term in w with two S0’s, written as in
(2.9).
We then approximate the problem by cutting off large frequencies as done in Section 2.1:

(6.1)

#
Btwn “ χ2

npN rS ` wns ´N rSsq,
wnp0q “ χnw0,

and construct, by a fixed-point argument, a solution in YnpIq (recall the definition (2.8)).

Proposition 6.1. Under the conditions of Theorem 1.4, there exists 0 ă T n˘ ď 1 and a unique
wn P YnprT n´, T n`sq (integral) solution to (6.1) for t P pT n´, T n`q. If T n` ă `8, then }w}Ynptq Ñ 8
as t Ñ T n`, and an analogous alternative holds if T n´ ą 0.
Moreover, there exists tn ą 0 such that

@t P rt0 ´ tn, t0 ` tns, }wn}Ynptq ď 2ǫ.

The second step is the derivation of a priori bounds for wn and Λwn through a bootstrap
argument, starting from

}wnptq}L8
µ
, }Λwnptq}L8

µ
ă 2ǫ, t, t0 P I

10This is the main advantage in working with the normal form equation. By replacing the nonlinearity with a
sum of well-behaved terms, a priori bounds can now be obtained without having to resort to any auxiliary space.
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and reaching

}wnptq}L8
µ
, }Λwnptq}L8

µ
ă 3

2
ǫ.

As done in Section 4, this will follow from the application of the INFR over dyadic intervals. We
consider intervals of the form rtk`1, tks “ rt0{2k`1, t0{2ks for k P Z and set

β “ 1 ´ µ

3
ą 1

2
.

Then we take cj as in (4.7) and define the frequency thresholds Nj “ cj{tk`1 (see (4.8)). One
simplification with respect to Section 4 is that only finitely many intervals rtk`1, tks will play a
role.
We can now perform the same argument as in Section 4.3: this allows to write the expansion,
for t P rtk`1, tks X pT n´, T n`q,

(6.2) wnptq “ wnptk`1q ` χ2
n

˜
Jÿ

j“1

´
N
j,k
res,nptq ` N

j,k
bd,nptq ` N

j,k
dt,nptq

¯
` R

J`1,k
n ptq

¸
,

(indeed, as there is no longer a source term z, there is no F2 term in the INFR here), where the
terms in the above formula are as in (4.18) or (4.23).
Having defined the INFR development, let us perform with care the estimates for resonant,
boundary and derivative terms. Define the frequency weight for a terminal node colored f as

$
’’’&
’’’%

xζyµ, if f “ w,

1, if f “ S0,

xt1{3ζyp4{7q´
, if f “ Sreg,

t1{2|ζ|1{2, if f “ K0.

When compared with (4.16), the difference is the lack of a weight in time when f “ w. For
non-terminal nodes, we set the weight to be xζyµ. Arguing as in Section 4.3, we are led to the
bound (4.22).
The following results are the analogous versions of Lemmas 4.1 and 4.2.

Lemma 6.2. Let t P rtk`1, tks X r0, 1s, and in a term corresponding to a tree of size J , consider,
for some j ă J , the factor given by the jth elementary subtree. Then

@M ě 1, @α P R,

ż

Γj

Mj
1|Θj ´α|ăMdΞ

j À t´1`βMβ.

As a consequence,

sup
ξj ,α

ż

Γj

Mj
1|Θj ´α|ěNj

dΞj À ptNjq´1`β.

Proof. There are three possibilities. If the subtree is ternary so that Θj “ Φ:

‚ If at least two children have w-weights, then

Mj À |ξ|xξyµ
xξ1yµxξ2yµ .

Due to (3.7),

sup
ξ,α

ż
Mj

1|Φ´α|ăM dξ1dξ2 À M1´µ{3 À t´1`µ{3M1´µ{3,

‚ Otherwise, there is one child colored S and another colored Sreg, so that

Mj À |ξ|xξyµ
xt1{3ξ1yp4{7q´ xξ2yµ À |ξ|xξyµ

tµ{3xξ1yµxξ2yµ ,

and applying again (3.7),

sup
ξ,α

ż
M

j
1|Φ´α|ăM dξ1dξ2 À t´1`µ{3M1´µ{3.
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Now, we have the case where the tree is binary and Θj “ Ψ: the only possibility is that a child
is colored K0 and the other w, so that

Mj À |ξ|
t1{2

a
|η|xξ ´ ηyµ

.

The conclusion now follows from (3.10).
This concludes the first claim. The second is then a direct application of Lemma 3.11. �

Lemma 6.3 (Final subtree). Let t P rtk`1, tks X p0, 1s, and consider a term corresponding to a
tree of size J .
a) For resonant terms, the contribution of the terminal subtree is bounded by

sup
ξJ ,α

ż

ΓJ

M
J
1|Θj´α|ăNj

dΞj À ptNJqβt´1.

b) For boundary terms, the corresponding bound is

sup
ξj ,α

ż

ΓJ

M
J
1|ΘJ ´α|ąNJ

dΞJ À ptNJq´1`βtγ .

c) For derivative terms, the corresponding bound is

sup
ξJ ,α

ż

ΓJ

M
J
1|ΘJ ´α|ăNJ

dΞJ À ptNJq´1`βt´1.

Proof. The proof for resonant and boundary trees follows from the arguments of the previous
proof. For derivative trees, the multiplier is as for boundary trees, except for an extra t´1

factor. �

The estimates for the subtrees give the analogue of Corollary 4.3.

Corollary 6.4. In the normal form expansion (6.2), given J ě 1 and t P rtk`1, tks X p0, 1s›››N J,k
res ptq

›››
L8
µ

` }N J,k
bd ptq}L8

µ
` }N J,k

dt ptq}L8
µ

À ǫ2J`1.

In particular, if t P rtk`1, tks X p0, 1s,

}χ´1
n pwnptq ´ wnpt0qq}L8

µ
À }χ´1

n pwnptq ´ wnptk`1qq}L8
µ

`
νÿ

k1“0

}χ´1
n pwptkq ´ wptk`1qq}L8

µ

À }N J,k
res ptq ` N

J,k
bd ptq ` N

J,k
dt ptq}L8

µ
`

νÿ

k1“0

}N J,k
res ptkq ` N

J,k
bd ptkq ` N

J,k
dt ptkq}L8

µ

À |k|ǫ3 À ln

ˇ̌
ˇ̌ t
t0

ˇ̌
ˇ̌ ǫ3.

and therefore, if t P pT n´, T n`q X rt0e´2Cǫ2 ,mint1, t0e2C{ǫ2us,

}χ´1
n wnptq}L8

µ
ď }χ´1

n wnpt0q}L8
µ

` C ln

ˇ̌
ˇ̌ t
t0

ˇ̌
ˇ̌ ǫ3 ď 2ǫ.

This bound essentially closes the bootstrap argument on }χ´1
n wnptq}L8

µ
. The bootstrap on

}χ´1
n Λwnptq}L8

µ
also follows from the INFR procedure: indeed, the algebraic structure of the

nonlinearity in the Λwn equation and the required frequency-restricted estimates coincide with
those for wn. To summarize this discussion, there exist a constant τǫ ą 1 (depending on ǫ only)
such that denoting

T´ :“ t0{τǫ and T` :“ minp1, τǫt0q,
then

(6.3) @n P N,@t P pT n´, T n`q X rT´, T`s, }χ´1
n wnptq}L8

µ
` }χ´1

n Λwnptq}L8
µ

ď 2ǫ.

The last step that ensures the existence of a uniform time of existence for wn is a bootstrap
argument for Btwn, as in Proposition 4.6.
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Proposition 6.5 (Uniform local time of existence). In the conditions of Theorem 1.4, there
exist T´ ă t0 ă T`, independent of n, such that

@t P rT´, T`s, }wn}Ynptq ď 2ǫ.

In particular, rT´, T`s Ă pT n´, T n`q (where T n˘ are the maximal times of existence of wn in
Proposition 6.1). Furthermore, (1.14) holds.

Proof. Fix n P N. Define

T ˚
` “ suptτ P rt0,minpT`, T

n
`qq : }wn}Ynprt0,τ sq ď 6ǫu.

By Proposition 6.1, T ˚
` ą t0. Given t P rt0, T ˚

`q, the a priori estimates (6.3) given by the INFR
yield

}χ´1
n wnptq}L8

µ
` }χ´1

n Λwnptq}L8
µ

ď 2ǫ.

The bootstrap assumption gives that }wnptq}
W

1,8
µ

ď 6ǫ for t P rt0, T ˚
`q. Then we use Lemma 3.12

(with a “ a1 “ b “ µ) to produce a control for the time derivative: as χn ď 1 and 0 ď t ď T ˚
` ď 1

››››χ´1
n

tBtwnptq
|ξ|

››››
L8
µ

ď
››››
t

ξ
pN rS ` wns ´N rSsq

››››
L8
µ

À }wn}
W

1,8
µ

ˆ
}S}2

W
1,8
0,1 pRzt0uq

` }wn}2
W

1,8
µ

˙

À ǫ3 ď ǫ,(6.4)

for ǫ ď ǫ0 small enough: indeed, one argues as in the proof of Proposition 4.6, with the simplifi-
cation that there is not z term here. Therefore for t P rt0, T ˚

`q,
››χ´1

n Bξwnptq
››
L8
µ

À
››››χ´1

n

tBtwnptq
|ξ|

››››
L8
µ

` }χ´1
n Λwnptq}L8

µ
ď 3ǫ.

and so }wn}Ynptq ď 5ǫ ă 6ǫ. A continuity argument (using the blow up criterion of Proposition
6.1) implies that T ˚

` “ T` ă T n`. One argues in a similar fashion for t ă t0, and this yields the
result. �

Having wn defined over the interval rT´, T`s, the existence of w is done exactly as in Proposition
5.2; for uniqueness and continuous dependence, one exploits once again the INFR, as in Section
5.2: we leave the details to the reader. This concludes the proof of Theorem 1.4.

Remark 6.1. The smallness of the initial data w0 comes up only in the control of the time
derivative. The estimates (6.3) given by the INFR on the interval rT´, T`s hold regardless of
size of ǫ. However, there is no time factor in (6.4) to compensate for a large ǫ.
One could attempt to work only with w and Λw in order to bypass this difficulty. The limiting
procedure through Ascoli-Arzelà would would still give a limit profile w, continuous in the self-
similar direction τ “ t1{3ξ, but not necessarily in the transverse direction. This lack of regularity
makes it impossible to prove that the limiting profile gives a distributional solution to (mKdV).
One could also ask whether it is possible to construct w without using Λw, so as to obtain a
result for data w0 P L8

µ . This approach raises the same concerns as those explained in Remark
5.2: the INFR bounds allow to show that wn is a Cauchy sequence, but it is unclear if the limit
solves the (mKdV) equation.

7. Proof of Theorem 1.1

Finally, we prove Theorem 1.1, through the Fourier restriction norm method. Given b, µ P R, we
define the adapted Bourgain norm

}u}
X

µ,b
8

:“ }xτybxξyµFt,xpetB3
xuq}L2

τL
8
ξ

associated to the space
Xµ,b

8 “ tu P SpR ˆ Rq : }u}
X

µ,b
8

ă 8u.
Observe that, for b ą 1{2, Xµ,b

8 ãÑ C pR, xL8
µ pRqq.
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In order to handle the nonlinearity, it is also convenient to introduce the auxiliary space Y µ,b
8 ,

defined through the norm

}u}
Y

µ,b
8

:“ }xτybxξyµFt,xpetB3
xuq}L8

ξ
L2
τ
.

For the remainder of this section, we fix ψ P C8
c pRq with suppψ Ă r´2, 2s and ψ ” 1 in r´1, 1s.

For 0 ă δ ă 1, define ψδptq “ ψpt{δq. Our goal is to prove

Proposition 7.1. Fix µ ą 0. Given u0 P xL8
µ , there exist δ ą 0 and a unique u P Xµ,b

8 satisfying

uptq “ ψptqe´tB3
xu0 ` ψδptq

ż t

0

e´pt´sqB3
xpu3qxds.

This will follow from a standard fixed-point argument. In particular, we derive Theorem 1.1.

Lemma 7.2 (Basic properties in X
µ,b
8 spaces). For µ P R, b ą 1{2 and b ´ 1 ă b1 ă 0, there

exists C ą 0 such that

(7.1) }ψe´tB3
xu0}

X
µ,b
8

ď C}û0}L8
µ
, for all u0 P xL8

µ ,

and

(7.2)

››››ψδptq
ż t

0

e´pt´sqB3
xfpsqds

››››
X

µ,b
8

ď Cδ1`b1´b}f}
Y

µ,b1
8

, for all f P Y µ,b1

8 .

Proof. The linear estimate (7.1) follows from a direct computation:

}ψe´tB3
xu0}

X
µ,b
8

“ }xτybxξyµψ̂pτqû0pξq}L2
τL

8
ξ

À }û0}L8
µ
.

For the proof of (7.2), we follow closely the computations of [16, Lemma 2]. Let g “ etB
3
xf . First,

we write

ψδptq
ż t

0

gpsqds “ cψδptq
ż
eitτ

1 ´ 1

iτ 1
pFtgqpτ 1, xqdτ 1 “ I1 ` I2 ` I3,

where

I1 “ cψδptq
ÿ

kě1

tk

k!

ż

|τ |δď1

piτ 1qk´1pFtgqpτ 1, xqdτ 1,

I2 “ ´cψδptq
ż

|τ |δě1

piτ 1q´1pFtgqpτ 1, xqdτ 1,

and I3 “ cψδptq
ż

|τ |δě1

eitτ piτ 1q´1pFtgqpτ 1, xqdτ 1.

We begin with I1. Taking the Fourier transform in pt, xq,

Ft,xI “ c
ÿ

kě1

ztkψδpτq
k!

ż

|τ |δď1

piτ 1qk´1pFt,xgqpτ 1, ξqdτ 1.

Due to the Cauchy-Schwarz inequality we can bound for each k and ξ the integral in τ 1 by
ˇ̌
ˇ̌
ˇ

ż

|τ |δď1

piτ 1qk´1pFt,xgqpτ 1, ξqdτ 1

ˇ̌
ˇ̌
ˇ À

˜ż

|τ 1|δď1

|τ 1|2k´2xτ 1y´2b1
dτ 1

¸
}xτyb1

Ft,xgpξq}L2
τ

À δ
1

2
`b1´k}xτyb1

Ft,xg}L8
ξ
L2
τ
.

On the other hand,

}xτybztkψδ}2L2
τ

“
ż

xτy2b|ψ̂pkq
δ pτq|2dτ “ δ2k`2

ż
xτy2b|ψ̂pkqpδτq|2dτ

À δ2k`2´2b´1

ż
xτy2b|ψ̂pkqpτq|2dτ À δ2k`1´2b}xtykψ}2H1 À δ2k`1´2b22kk2.
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Therefore, as k ě 1 and b1 ă 0, 2k ` 1 ´ 2b ď 2p1 ` b1 ´ bq and

}xτybxξyµFt,xI1}L2
τL

8
ξ

À
ÿ

kě1

2k

pk ´ 1q!δ
1`b1´b}xτyb1xξyµFt,xg}L8

ξ
L2
τ

À δ1`b1´b}xτyb1xξyµFt,xg}L8
ξ
L2
τ
.

For I2, notice that

ż

|τ |δě1

piτ 1q´1pFt,xgqpτ 1, ξqdτ 1 À
˜ż

|τ 1|δě1

|τ 1|´2xτ 1y´2b1
dτ 1

¸1{2

}xτyb1
Ft,xgpξq}L2

τ

À δ1{2`b1 }xτyb1
Ft,xgpξq}L8

ξ
L2
τ
.

Hence, as b ą 1

2
, p1 ´ 2bq `

`
1

2
` b1

˘
ě 1 ` b1 ´ b and

}xτybxξyµFt,xI2}L2
τL

8
ξ

À }xτybψ̂δ}L2
τ
δ1{2`b1 }xτyb1xξyµFt,xg}L8

ξ
L2
τ

À δ1`b1´b}xτyb1xξyµFt,xg}L8
ξ
L2
τ
.

Finally, taking the Fourier transform of I3 in pt, xq, and by Cauchy-Schwarz inequality,

|Ft,xI3| “
ˇ̌
ˇ̌
ˇ

ż

|τ 1|δě1

ψ̂δpτ ´ τ 1qpiτ 1q´1pFt,xgqpτ 1, ξqdτ 1

ˇ̌
ˇ̌
ˇ

À
˜ż

|τ 1|δě1

|ψ̂δpτ ´ τ 1q|2|τ 1|´2xτ 1y2b1
dτ 1

¸1{2

}xτyb1
Ft,xgpξq}L2

τ
.

Therefore

}xτybxξyµFt,xI3}L2
τL

8
ξ

À
˜ż

|τ 1|δě1

|ψ̂δpτ ´ τ 1q|2|τ 1|´2xτ 1y´2b1xτy2bdτ 1dτ

¸1{2

}xτyb1xξyµFt,xg}L8
ξ
L2
τ

À δ1`b1´b}xτyb1xξyµFt,xg}L8
ξ
L2
τ
.

Summing up together the estimates for I1, I2 and I3, (7.2) follows. �

Lemma 7.3. For µ ą 0, there exist b ą 1{2 and b´ 1 ă b1 ă 0 such that

}Bxpu1u2u3q}
Y

µ,b1
8

À }u1}
X

µ,b
8

}u2}
X

µ,b
8

}u3}
X

µ,b
8
.

Proof. We work in space-time Fourier variables: by duality, the multilinear estimate is equivalent
to proving that the continuity of the quadrilinear operator T : pL2

τL
8
ξ q3 ˆ L2

τ Ñ L8
ξ defined by

T ru1, u2, u3, vspξq “
ż

Γξ

ż

Γτ

xτ ´ ξ3yb1 |ξ|xξyµś
3

j“1
xτj ´ ξ3j ybxξjyµ

˜
3ź

j“1

ujpτj , ξjq
¸
vpτqdξ1dξ2dτ1dτ2dτ,

where Γξ and Γτ are the surfaces defined respectively by

ξ “ ξ1 ` ξ2 ` ξ3, and τ “ τ1 ` τ2 ` τ3 ` Φpξ, ξ1, ξ2, ξ3q.
We first prove the continuity of the operator T1 : pL1

τL
8
ξ q2 ˆ L8

τ L
8
ξ ˆ L8

τ Ñ L8
ξ , where

T1ru1, u2, u3, vspξq “
ż

Γξ

ż

Γτ

xτ ´ ξ3y2b1 |ξ|xξyµ
xτ3 ´ ξ3

3
y2bś3

j“1
xξjyµ

˜
3ź

j“1

ujpτj , ξjq
¸
vpτqdξ1dξ2dτ1dτ2dτ.

Assuming unit norms }u1}L1
τL

8
ξ

“ }u2}L1
τL

8
ξ

“ }u3}L8
τ L

8
ξ

“ }v}L8
τ

“ 1, and as b ą 1{2, we

bound

sup
ξ

|T1ru1, u2, u3, vspξq|

À sup
ξ

ż

Γξ

|ξ|xξyµś
3

j“1
xξjyµ

˜ż

R3

xτ ´ ξ3y2b1

xτ3 ´ ξ3
3
y2b }u1pτ1q}L8

ξ
}u2pτ2q}L8

ξ
dτdτ1dτ2

¸
dξ1dξ2

À sup
ξ

ż

Γξ

|ξ|xξyµś
3

j“1
xξjyµ

«ż

R2

}u1pτ1q}L8
ξ

}u2pτ2q}L8
ξ

˜ż

R

xτy2b1
dτ

xτ ´ τ1 ´ τ2 ´ Φy2b

¸
dτ1dτ2

ff
dξ1dξ2
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À
ż

R2

¨
˝sup

ξ

ż

Γξ

|ξ|xξyµ´ś
3

j“1
xξjyµ

¯
xτ1 ` τ2 ` Φy´2b1

dξ1dξ2

˛
‚}u1pτ1q}L8

ξ
}u2pτ2q}L8

ξ
dτ1dτ2

À sup
ξ,α

ż

Γξ

|ξ|xξyµ´ś
3

j“1
xξjyµ

¯
xΦ ´ αy´2b1

dξ1dξ2

À sup
ξ,α

ÿ

Mě1, dyadic

1

M´2b1

ż

Γξ

|ξ|xξyµ
xξ1yµxξ2yµ 1|Φ´α|ăMdξ1dξ2

À sup
ξ,α

ÿ

Mě1, dyadic

1

M´2b1 M
1´µ{3 À 1,

as soon as 1´µ{3`2b1 ă 0, which is possible as soon as b ă 1{2`µ{6 (we used in the frequency-
restricted estimate (3.6) in the penultimate inequality). Similarly, one can show the continuity
of T2 : pL8

τ L
8
ξ q2 ˆ L1

τL
8
ξ ˆ L1

τ Ñ L8
ξ , where

T2ru1, u2, u3, vs “
ż

Γξ

ż

Γτ

|ξ|xξyµ
xτ1 ´ ξ3

1
y2bxτ2 ´ ξ3

2
y2bś3

j“1
xξjyµ

˜
3ź

j“1

ujpτj , ξjq
¸
vpτqdξ1dξ2dτ1dτ2dτ.

The claimed boundedness of T follows by Stein interpolation between T1 and T2. �

Proof of Proposition 7.1. The proof is standard. Take b as in Lemma 7.3 and C as in Lemma
7.2. Consider the closed ball

B “ tu P Xµ,b
8 : }u}

X
µ,b
8

ď 2C}û0}L8
µ

u,

of the complete space Xµ,b
8 and the map

Θrusptq “ ψptqe´tB3
xu0 ` ψδptq

ż t

0

e´pt´sqB3
xpu3qxds.

Applying the estimates of Lemmas 7.2 and 7.3,

}Θrus}
X

µ,b
8

ď C}û0}L8
µ

` Cδ1`b1´b}u}3
X

µ,b
8

and

}Θrus ´ Θrvs}
X

µ,b
8

ď Cδ1`b1´bp}u}2
X

µ,b
8

` }v}2
X

µ,b
8

q}u´ v}
X

µ,b
8
.

Therefore, for δ sufficiently small, Θ is a contraction over B, yielding the result. �
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