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A SPECTRAL DOMINANCE APPROACH TO LARGE RANDOM

MATRICES: PART II

CHARLES BERTUCCI A, JEAN-MICHEL LASRYB, PIERRE-LOUIS LIONSB,C

Abstract. This paper is the second of a series devoted to the study of the dynamics
of the spectrum of large random matrices. We study general extensions of the partial
differential equation arising to characterize the limit spectral measure of the Dyson
Brownian motion. We provide a regularizing result for those generalizations. We also
show that several results of part I extend to cases in which there is no spectral dom-
inance property. We then provide several modeling extensions of such models as well
as several identities for the Dyson Brownian motion.
Keywords: Random matrix, Mean field limits, Partial differential equations.
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1. Introduction

In this paper, we precise and extend some results and proofs introduced in part I [3].
Our main interest is the study of the partial differential equation (PDE)

(1.1)
∂tm+ ∂x(mH[m]) = 0 in (0,∞)× R,

m|t=0 ∈ P(R),

and of some of its extensions. We shall call (1.1) the Dyson equation in the rest of the
paper. In (1.1), H[m] denotes the Hilbert transform of m and P(R) denotes the set
of probability measures on R. This equation naturally arises in the theory of random
matrices as the limit equation for the spectral measure of the Dyson Brownian motion.
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We refer to [1] for a comprehensive and detailed introduction to the theory of random
matrices.

For the moment, most of the literature on random matrices on equations of the form
of (1.1) has been focused on the exact nonlinearity mH[m]. Following part I, we present
results on other nonlinearities of the same form as well as for equations involving general
drift terms. Let us insist upon the fact that, for practical applications, it is fundamental
to develop techniques which are robust to small changes in (1.1).

The rest of the paper is organized as follows. In Section 2, we recall notations and
results of the first part which shall be used here. We then precise and correct some results
and proofs of the first part I in Section 3. In Section 4, we provide a regularizing result
for this class of equations. In Section 5, we extend the results of part I to more general
equations, namely ones without the spectral dominance. We also give several identities
on the pure equation (1.1) in Section 6. We then conclude this paper by indicating some
extensions which are natural from a modeling perspective in Section 7.

2. Notation and results of the first part

2.1. Notation. The set of Borel probability measures on R is P(R), when not specified
otherwise, it will be endowed with the weak ∗ convergence. For any 1 ≤ p ≤ ∞,
u ∈ Lp(R), we denote by H[u] its Hilbert transform, that is the linear anti-self adjoint
operator on Lp defined on smooth function with the formula

H[u](x) =

∫
R

u(y)− u(x)

x− y
dy.

Recall that for m ∈ P(R), H[m] is the distribution p.v.( 1
x) ∗m, defined against smooth

test function φ through 〈
p.v.(

1

x
) ∗m,φ

〉
= −

∫
R
H[φ]dm.

We denote by A0 the half-Laplacian operator, defined by A0 = d
dxH. On smooth func-

tions, it is thus given by

A0[u](x) =

∫
R

u(x)− u(y)

(x− y)2
dy.

Let us also define for δ > 0 the operators Aδ and A−δ with

Aδ[u](x) =

∫
|x−y|≥δ

u(x)− u(y)

(x− y)2
dy, A−δ[u](x) =

∫
|x−y|<δ

u(x)− u(y)

(x− y)2
dy.

For a locally bounded function u on a subset Ω of Rd, we define for all x ∈ Ω

u∗(x) = lim inf
y→x

u(y), u∗(x) = lim sup
y→x

u(y).

2.2. Characterization of solutions of the Dyson equation. As in part I, we are
going to going to say that m is a solution of (1.1) if u(t, x) := mt((−∞, x]) is a viscosity
solution of the primitive PDE

(2.1) ∂tu+ ∂xuA0[u] = 0 in (0,∞)× R,
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which is simply obtained by integrating (1.1) with respect to x. Naturally, the previous
equation is associated with boundary conditions

∀t ≥ 0, u(t,−∞) = 0, u(t,∞) = 1,

and the initial condition u0 := m0((−∞, x]), which is thus non-decreasing. We showed
in part I that, in this context, this equation is well suited for the theory of viscosity
solutions since it has a comparison principle. Moreover, this comparison principle does
not rely on the exact form of A0 (hence of H[·]), but rather on the fact that it is an
elliptic operator. Hence, it extends naturally to more general equations, namely PDE of
the form

(2.2) ∂tu+ ∂xuc(x)A0[u] + b∂xu = 0 in (0,∞)× R,

where c : R→ R is a non-negative continuous function and b : R→ R is continuous. We
now give a precise definition of viscosity solutions for (2.2).

Definition 2.1. An usc (resp. lsc) function u : R+ × R is a viscosity sub-solution

of (2.2) (resp. a super-solution) if for any T > 0, for any φ ∈ C1,1
b , 0 < δ ≤ ∞

(t0, x0) ∈ (0, T ]× R point of maximum (resp. minimum) of u− φ,

∂tφ(t0, x0) + ∂xφ(t0, x0)c(x0) (A−δ[φ(t0)](x0) +Aδ[u(t0)](x0))

+ b(x0)∂xφ(t0, x0) ≤ 0 (resp. ≥ 0).

Definition 2.2. A viscosity solution of (2.2) is a locally bounded function such that u∗

is a viscosity super-solution and u∗ is viscosity sub-solution of (2.2).

One of the main result of part I was to establish a comparison principle (Proposition
4.4 in [3]) for equations of the form of (2.1), which was called a spectral dominance
property because of the interpretation of the equation in terms of spectral measure.

Below we shall also use the notion of viscosity solutions for slightly more involved PDE
and in those cases, the adequate notion of viscosity solution is the natural extension of
this one. In part I, several results were introduced on equations of the form of (2.2),
namely the propagation of Lipschitz estimates as well as comparison results for viscosity
solutions.

Let us remark that equations of the same form as (2.2) have been considered in-
dependently of random matrices, namely because of their applications in dislocations
problems. We refer the reader to [8, 9, 7] for more detailed and such equations and their
uses.

2.3. Derivation of the Dyson equation. We briefly recall the usual derivation of
(1.1), using the so-called Dyson Brownian motion. Consider a collection (Bi)i∈N of
independent Brownian motions and a sequence (λN )N∈N such that for all N ≥ 1, λN ∈
RN with λNi < λNj as soon as i < j. It is well known (see e.g. [5, 13, 1]) that when, in
law,

lim
N→∞

N−1
N∑
i=1

δλNi
= m0 ∈ P(R),

3



then for all t > 0, N−1
∑N

i=1 δλNi,t
converges in law toward mt ∈ P(R), where the processes

((λNi,t)t≥0)1≤i≤N are the unique strong solutions of

(2.3) dλNi,t =
1

N

∑
j 6=i

1

λNi,t − λNj,t
dt+

√
2√
N
dBi

t

and (mt)t≥0 ∈ C(R+,P(R)) is the unique solution of the Dyson equation (1.1) with
initial condition m0.

3. Corrections on the first part

The first correction we make is on the convergence result presented in Theorem 3 in
[3]. At the beginning of the proof, we considered an element F given as a limit point
of the sequence (FN )N≥2 through a compactness argument. If this sequence is indeed
relatively-compact almost surely, the problem is that the limit point depends on ω ∈ Ω.
The exact same argument can be made correct by simply considering instead

F ∗(t, x) = lim sup
N→∞,xN→x,tN→t

FN (tN , xN ).

Note that the previous object is a priori stochastic, because so is the system of SDE.
The exact same computations we presented in [3] then establishes that, almost surely,
F ∗ is a viscosity sub-solution of the equation. The same argument can be made to show
that F∗, the lim inf of (FN )N≥2, is almost surely a viscosity supersolution. We conclude
as usual in viscosity solution theory, using the comparison result (Proposition 4.4 in [3]).
Indeed, it establishes that almost surely F ∗ ≤ F∗, which implies of course the equality
and thus the existence of a viscosity solution.

Corollary 2.2 of [3] is proved and detailed in Section 4.4 below.

The equations (4.31) and (4.32) of [3] should read differently, as a negative sign should
be in front of the constant C. In (2.43) and (4.52), it lacks the condition x ≥ y.

4. A regularizing result

In [4], the author established strong regularizing properties of the pure Dyson equation
(1.1). Namely he showed that given an initial condition m0 ∈ P(R), the free convolution
of m0 with the semi-circular distribution, which turns out to be the unique solution of
(1.1), is bounded and 1

3 Hölder continuous. He showed that for any t > 0, ‖mt‖∞ ≤
1√
t
. This results relied exclusively on explicit computations involving the semi-circular

distribution.
In this section, we provide another proof of the L∞ regularizing result, but which

is valid for a wider class of equations, namely ones involving drifts and more general
interactions.

We are here concerned with solutions of the equation

(4.1) ∂tm+ ∂x(mK[m]) + ∂x(bm) = 0 in (0,∞)× R,
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with initial condition m0 ∈ P(R), where b : R → R is a given Lipschitz continuous and
bounded function and K is a singular integral operator given by

K[m] =

∫
R

f(x, y)

x− y
m(dy),

for f : R2 → R. This equation is obtained as the natural analogue of (1.1) when the
pairwise interaction in (2.3) is given by f(λi, λj)/(λi−λj). Such interactions can appear
in random matrix theory as was shown in part I. We start by giving the main a priori
estimate behind the regularizing property.

Proposition 4.1. Consider m a smooth Lipschitz solution of (4.1) such that m0 ∈ P(R).
Assume that there exists C0 > 0 such that

(4.2) inf
x
f(x, x) ≥ C−1

0 , ‖f‖∞ + ‖∂1f‖∞ + ‖∂12f‖∞ ≤ C0.

Then, for any T > 0, there exists C > 0 depending only C0, b and T such that

(4.3) ∀0 < t ≤ T, m(t, x) ≤ C√
t
.

Proof. For any t > 0, consider a point x̄ of maximum of m(t, ·). From the regularity of
m, such a point exists. Evaluating (4.1) at this point, we obtain that

∂tm(t, x̄) +m(t, x̄)∂x(K[m(t)])(x̄) + ∂xb(t, x̄)m(t, x̄) = 0.

We now compute for a smooth function φ

(4.4)

∂xK[φ](x) = ∂x

[∫
R

f(x, y)− f(x, x)

x− y
φ(y)dy + f(x, x)

∫
R

φ(y)

x− y
dy

]
=

∫
R
∂x

[
f(x, y)− f(x, x)

x− y

]
φ(y)dy + ∂x(f(x, x))

∫
R

φ(y)

x− y
dy

+ f(x, x)

∫
R

φ(x)− φ(y)

(x− y)2
dy.

Defining c(x) = f(x, x), and g(x, y) = (f(x, y)− f(x, x))(x− y), we now obtain

∂xK[φ](x) =

∫
R
∂xg(x, y)φ(y)dy +

∫
R
(c(x)− c′(x)(x− y))

φ(x)− φ(y)

(x− y)2
dy.

Observe that there exists κ, δ0 > 0 depending only on C0 such that

|x− y| ≤ δ0 ⇒ c(x)− c′(x)(y − x) ≥ κ,
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as well as ‖∂xg‖∞ ≤ κ−1. Let us now compute for δ ≤ δ0, since x̄ is a point of maximum
of m,

∂x(K[m(t)])(x̄) ≥ −κ−1 + κ

∫
δ≤|x−y|≤δ0

m(t, x̄)−m(t, y)

(x̄− y)2
dy

+

∫
|x−y|>δ0

(c(x̄)− c′(x)(x− y))
m(t, x̄)−m(t, y)

(x̄− y)2
dy

≥ 2κ(δ−1 − δ−1
0 )m(t, x̄)− κ−1 − κ

∫
δ≤|x−y|≤δ0

m(t, y)

(x̄− y)2
dy

−
∫
|x−y|>δ0

(c(x̄)− c′(x)(x− y))
m(t, y)

(x̄− y)2
dy

≥ 2κ(δ−1 − δ−1
0 )m(t, x̄)− κ−1 − κδ−2 − C,

where C is a constant which bounds c(x)−c′(x)(x−y)
(x−y)2

on |x− y| > δ0. Hence, coming back

to the equation satisfied by m, we deduce that

∂tm(t, x̄) ≤ −m(t, x̄)(−‖∂xb‖∞ − C − κδ−2 + 2κ(δ−1 − δ−1
0 )m(t, x̄)).

Thus, choosing δ = (m(t, x̄))−1 ∧ δ0, we obtain that as soon as m(t, x̄) > δ−1
0

∂tm(t, x̄) ≤ −m(t, x̄)(κm(t, x̄)2 − C).

Hence, the claim follows.
�

Remark 4.2. This result is indeed a regularizing result since the constant C does not
depend on m0.

In the previous result, C does not depend on m0. Hence, we would like to generalize
this result to non-smooth m0. We now continue in this direction. Remark that the
previous proof can be immediately extended to the case of the equation

(4.5) ∂tm− ε∂xxm+ ∂x(mK[m]) + ∂x(bm) = 0 in (0,∞)× R,

for ε > 0. Indeed we trivially have the following.

Corollary 4.3. For ε > 0, consider m a smooth Lipschitz solution of (4.5) such that
m0 ∈ P(R). Then, under the assumptions of Theorem 4.6, for any T > 0, there exists
C > 0 depending only C0, b and T (but not on ε) such that (4.8) holds.

Our strategy for proving a regularizing result for general solutions is the following.
We are going to show that there always exists a solution mε of (4.5), which satisfies the
required estimate thanks to the previous Corollary. Then, by passing to the limit ε→ 0,
we are going to show that there exists a limit point of (mε)ε which is a solution of (4.1)
which satisfies (4.8).

We start by proving an existence result of the regularized equation.

Proposition 4.4. Let m0 ∈ P(R) have a smooth density m0. Assume that m0, f and
b are C∞ functions with all their derivatives bounded, as well as infx f(x, x) > −∞.
Then, there exists a unique smooth solution mε of (4.5). Moreover, it satisfies (4.8) for
a constant C as in Theorem 4.6, in particular, independent of ε.
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Proof. Fix a time horizon T > 0. We start by assuming that such a smooth function
exists and we want to show an a priori estimate (depending on ε > 0 obviously). We
denote by C > 0 a constant which depends only on m0 and ε. First, since the term in ε
does not perturb the proof of the L∞ a priori estimate above, there exists C > 0 such
that ‖m‖∞ ≤ C. Since m(t, ·) is in L1 for all time t ≥ 0, we also deduce that it is in all
the Lp, for 1 ≤ p ≤ ∞. Multiplying (4.5) by m and integrating over space and time, we
then obtain

d

dt

∫
R
m2 + ε

∫ t

0

∫
R
(∂xm)2 =

∫ t

0

∫
R
(∂xm)(mK[m] +mb).

Furthermore, by simply splitting the integral defining K[m] around the singularity, we
also have that for all δ > 0, there exists Cδ > 0 such that for all µ, ‖K[µ]‖∞ ≤
δ‖µ‖Cα + Cδ‖µ‖L1 , for α ∈ (0, 1

2). Hence, recalling the energy estimate, we obtain

d

dt

∫
R
m2 + ε

∫ t

0

∫
R
(∂xm)2 ≤ ‖m‖L2(H1)(κ‖m‖L2(Cα) + Cκ‖m0‖L1) + C,

where we have used the fact that b is Lipschitz continuous. From the usual embedding
of H1 into Cα, we deduce that ‖m‖L2(H1) ≤ C.

Further regularity can be obtained by looking at the equation satisfied by w = ∂xm.
Multiplying this equation by w and integrating yields

d

dt

∫
R
w2 + ε

∫ t

0

∫
R
(∂xw)2 =

∫ t

0

∫
R
∂xw(wK[m] +m∂xK[m])−

∫ t

0

∫
R
∂xxbmw−

3

2
∂xbw

2.

Using the expression of ∂xK[m] derived in (4.4), and arguing as in the previous case, we
deduce that ‖w‖L∞(L2) + ‖w‖L2(H1) ≤ C. Further regularity can then be obtained in a
similar fashion by bootstrapping techniques.

Once regularity is obtained, the existence of a solution of (4.5) with this regularity is
classical and we do not detail it here. Furthermore, in this situation, the uniqueness of
such a solution is immediate. Finally, the fact that it satisfies the required L∞ estimate
follows simply from the previous result. �

Now, we would like to pass to the limit ε → 0 in the previous equation to consider
general initial conditions and solutions of (4.1). Recall that, in general, we say that m
is a solution of (4.1) if the fonction u defined by u(t, x) =

∫ x
−∞mt(dy) is a viscosity

solution of the associated equation

(4.6) ∂tu+ ∂xuL[u] + b∂xu = 0 in (0,∞)× R, u(0, x) = m0((−∞, x]) in R.

where L defined on smooth function φ by

L[φ](x) =

∫
R
g(x, y)

φ(x)− φ(y)

(x− y)2
dy,

where g(x, y) = f(x, y) + (x − y)∂yf(x, y). In order to use the stability of viscosity
solutions, we need a comparison principle. Hence, we are going to assume that f is such
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that a comparison principle holds, that is

(4.7) ∀x ∈ R, y → f(x, y)

x− y
is non-incresaing on (−∞, x) and on (x,∞),

which resumes here to assuming that g ≥ 0. We can now state the following.

Proposition 4.5. Consider three sequences (m0,ε)ε>0, (fε)ε>0 and (bε)ε>0, valued in
respectively P(R), C1(R2,R) and C1(R,R). Denote gε(x, y) = fε(x, y)+(x−y)∂yfε(x, y).
Assume that

• for all ε > 0, m0,ε, fε and bε are C∞ with all derivatives bounded.
• (m0,ε)ε and (bε)ε converge locally uniformly toward some m0 and b.
• For all ε > 0, gε ≥ 0.
• (gε)ε>0 and (fε)ε>0 converge uniformly toward g and f .
• the assumptions of Theorem 4.6 are satisfied uniformly in ε.

Consider a sequence (uε)ε of viscosity sub-solution (resp. super-solution) of

∂tuε − ε∂xxuε + ∂xuεLε[uε] + bε∂xuε = 0 in (0,∞)× R, uε(0, x) = m0,ε((−∞, x]) in R,

where Lε is defined as L when f is replaced by fε. Then, if (uε)ε>0 is uniformly bounded
from above (resp. from below), the function ū defined by

ū(t, x) = lim sup
ε→0,s→t,y→x

uε(s, y) ( resp. u = lim inf )

is a viscosity sub-solution (resp. super-solution) of (4.6).

Proof. Consider φ a smooth function, T > 0 and (t0, x0) ∈ (0, T ]×R a point of maximum
of ū−φ on [0, T ]×R. Without loss of generality, we can assume that it is a point of strict
maximum. Denote by (tε, xε) a point of maximum of uε−φ. Note that (tε, xε)→ (t0, x0)
as ε → 0. Remark that, up to changing φ far from (t0, x0), we can always assume that
such a point exists. Since uε is a viscosity sub-solution of (4.5), it follows that for all
δ > 0

∂tφ(tε, xε)− ε∂xxφ(tε, xε) + ∂xφ(tε, xε)

∫
|xε−y|≤δ

gε(xε, y)
φ(tε, xε)− φ(tε, y)

(xε − y)2
dy

+ ∂xφ(tε, xε)

∫
|xε−y|>δ

gε(xε, y)
uε(tε, xε)− uε(tε, y)

(xε − y)2
dy ≤ 0.

Remark that ∂xφ(tε, xε) ≥ 0 and recall that gε ≥ 0. Then, using Fatou’s Lemma, we
can pass to the limit in the last integral and we obtain the required viscosity solution
formulation. Thus ū is indeed a viscosity sub-solution. A similar argument holds in the
case of viscosity super-solution. �

We are now ready to prove the main result of this section.

Theorem 4.6. Assume that (4.2) holds for some C0 > 0 and that (4.7) holds. Then,
for any T > 0, there exists C > 0 depending only C0, b and T such that the unique
solution m of (4.1) is bounded for any t > 0 and satisfies for all t ∈ (0, T ]

(4.8) m(t, x) ≤ C√
t
.
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Proof. Assume first that m0 is smooth. Consider three sequences (m0,ε)ε>0, (fε)ε>0 and
(bε)ε>0 satisfying the assumptions of Proposition 4.5 and uε the associated solution of
(4.5). Since m0 is smooth, we deduce that for all x ∈ R,

lim sup
ε→0,s→0,y→x

uε(s, y) = lim inf
ε→0,s→0,y→x

uε(s, y).

Hence, we deduce from Proposition 4.5 and the comparison principle in part I that uε
converges almost everywhere pointwise toward a function u. From Proposition 4.4, we
obtain that, since (uε)ε>0 is such that (∂xuε)ε>0 satisfies uniformly (4.8), then so does
∂xu. Hence, the result is proven for smooth initial condition m0.

Consider now a general m0. Arguing as in part I, we now obtain that the fact that
there exists a viscosity solution of (4.6) which can be uniformly approximated from
above or from below by functions satisfying the required Lipschitz estimate. Hence the
result is also valid for general initial conditions. �

Note that we have here used the positivity of the function g in order to prove the
regularizing effect for general solutions whereas it was not a requirement of the proof of
Proposition 4.1. We develop the case of more generals g in the next Section.

5. Other extensions of the Dyson equation

In this section, we discuss various natural extensions of (4.6). The first one is a case
in which the comparison principle does not hold anymore. The second one is the case
in which the diagonal term in the non-local interaction (the term c) vanishes. The third
one is the case in which the drift term b is more singular than Lipschitz continuous.

5.1. A stability result for non-parabolic equations. We consider here equations
of the form

(5.1) ∂tu+ ∂xuc(x)A0[u] +B(x;u)∂xu = 0 in (0,∞)× R,

where c : R→ (0,∞) is a smooth function such that infx c(x) > 0 and B is given by

B(x;u) =

∫
R
β(x, y)u(y)dy,

for a smooth β : R2 → R which is not necessary non-negative. Recall that this type
of equation models large interacting systems, similar to (2.3), in which the pairwise

interaction is given by
f(λi,λj)
λi−λj . In such a case, we obtain that c(x) = f(x, x) and

β(x, y) =
f(x, y) + (x− y)∂yf(x, y)− f(x, x)

(x− y)2
,

which is smooth as soon as f is smooth. In [3], we explained in details why the positivity
of β implies that (5.1) has a comparison principle. We now investigate in details the
case in which such a comparison does not hold. We make the following assumptions on
β. The requirements are stated with the convention that x is the first argument of β
and y its second. Furthermore, the operator A0 is always used on the x first argument.
We assume that β is smooth and that

(5.2) β, ∂xβ, ∂xxβ ∈ L∞x (L1
y).
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(5.3) A0β,A0∂xβ,A0∂xxβ ∈ L1
x,y.

The first condition (5.2) ensures that B(·;u), ∂xB(·;u) and ∂xB(·;u) are bounded func-
tions as soon as u ∈ L∞. The second condition implies that all those functions have

a bounded Ḣ
1
2 semi-norm depending only on ‖u‖∞. This last fact simply follows from

(5.4).
We prove the following result which yields uniqueness and stability in L∞ thanks to

a Gronwall like estimate.

Theorem 5.1. Assume that (5.2) holds. Consider T > 0, u1 and u2 two viscosity
solutions of

∂tu+ c(x)∂xuA0[u] +B(x;u)∂xu = 0 in (0, T )× R,

such that ∂xu1, ∂xu2 ∈ L∞ and such that u1 and u2 are both continuous, bounded and
satisfy u1(0, x) = u2(0, x) for all x ∈ R. Then u1 = u2.

Proof. Let us first remark that (5.2) is clearly sufficient to show that there exists C > 0
such that for v, w ∈ L∞,

‖B(·; v)−B(·;w)‖∞ ≤ C‖v − w‖∞.

We denote by M(t) := ‖u2(t)− u1(t)‖∞ and, for ε, r > 0, we consider

Mε,r(s, t, x, y) := u1(t, x)− u2(s, y)− 1

2ε
((x− y)2 + (t− s)2)− rψ(x),

where ψ(x) = (x2 + 1)
1
3 . We want to show that M(t) = 0 for all t ≥ 0. In order to do

so, we are going to prove that M(t) ≤ C
∫ t

0 M(s)ds for some C > 0, which is sufficient
to establish the claim since M(0) = 0. Recall that from the time regularity of u1 and
u2, M(·) is continuous. Assume that the previous inequality does not hold, hence, up to
exchanging u1 and u2, there exists κ, γ, T > 0 > 0 such that for any ε, r > 0 sufficiently
small,

sup

{
Mε,r − γ(t+ s)− C0

∫ t

0
M(s)ds|x, y ∈ R, t, s ∈ [0, T ]

}
≥ κ,

where C0 is a constant to be chosen later on. Since u1 and u2 are bounded, there exists

a point of maximum (t∗, s∗, x∗, y∗) of Mε,r(t, s, x, y) − γ(t + s) − C0

∫ t
0 M(s)ds. We are

going to assume that s∗, t∗ > 0. The case in which one of the two is 0 can be treated by
standard arguments quite easily.

Since u1 is a viscosity solution of (5.1), it is in particular a viscosity sub-solution of
this equation. Hence, we obtain that for any δ > 0

c(x∗)

(
x∗ − y∗

ε
+ rψ′(x∗)

)(∫
{|z|≤δ}

ϕ1(x∗)− ϕ1(x∗ + z)

z2
dz +

∫
{|z|>δ}

u1(t∗, x∗)− u1(t∗, x∗ + z)

z2
dz

)
+
t∗ − s∗
ε

+ γ + C0M(t∗) +B(x∗;u1(t∗))
x∗ − y∗

ε
≤ 0,

10



where ϕ1(x) = 1
2ε(x − y∗)

2 + rψ(x). Similarly, since u2 is a viscosity super-solution of
(5.1), we also deduce that

c(y∗)
x∗ − y∗

ε

(∫
{|z|≤δ}

ϕ2(y∗)− ϕ2(y∗ + z)

z2
dz +

∫
{|z|>δ}

u2(s∗, y∗)− u2(s∗, y∗ + z)

z2
dz

)
+
t∗ − s∗
ε
− γ +B(y∗;u2(s∗))

x∗ − y∗
ε

≥ 0,

where ϕ2(y) = − 1
2ε(x∗ − y)2. Combining the two relations yields

2γ + c(y∗)
x∗ − y∗

ε

(∫
{|z|≤δ}

ϕ1(x∗)− ϕ2(y∗)− ϕ1(x∗ + z) + ϕ2(y∗ + z)

z2
dz

+

∫
{|z|>δ}

u1(t∗, x∗)− u2(s∗, y∗)− u1(t∗, x∗ + z) + u2(s∗, y∗ + z)

z2
dz

)
+

(
rψ′(x∗)c(x∗) +

(c(x∗)− c(y∗))(x∗ − y∗)
ε

)(∫
{|z|≤δ}

ϕ1(x∗)− ϕ1(x∗ + z)

z2
dz

+

∫
{|z|>δ}

u1(t∗, x∗)− u1(t∗, x∗ + z)

z2
dz

)
+
x∗ − y∗

ε
(B(x∗;u1(t∗))−B(y∗;u2(s∗))) + C0M(t∗) ≤ 0

Using the definition of ϕ1 and ϕ2, we obtain that∫
{|z|≤δ}

ϕ1(x∗)− ϕ2(y∗)− ϕ1(x∗ + z) + ϕ2(y∗ + z)

z2
dz ≤ Cδ(r + ε−1).

From the definition of (t∗, s∗, x∗, y∗) we deduce that∫
{|z|>δ}

u1(t∗, x∗)− u2(s∗, y∗)− u1(t∗, x∗ + z) + u2(s∗, y∗ + z)

z2
dz ≤ r

∫
{|z|>δ}

ψ(x∗)− ψ(x∗ + z)

z2
dz

≤ r(1 + δ−1).

From the same argument, it also holds true that∫
{|z|≤δ}

ϕ1(x∗)− ϕ1(x∗ + z)

z2
dz+

∫
{|z|>δ}

u1(t∗, x∗)− u1(t∗, x∗ + z)

z2
dz ≤ Cδ(r+ε−1)+Cδ−1

Finally, thanks to the regularity of B,

|B(x∗;u1(t∗))−B(y∗;u2(s∗))| ≤ C1(|x∗ − y∗|+ ‖u1(t∗)− u2(s∗)‖∞).

Using the four previous estimate, we deduce that

2γ + C0M(t∗) ≤C
(
|x∗ − y∗|

ε
+ r + ω(ε)

)
(δ(r + ε−1) + r(1 + δ−1))

+ C1(|x∗ − y∗|+ ‖u1(t∗)− u2(s∗)‖∞)

∣∣∣∣x∗ − y∗ε

∣∣∣∣ .
As usual in this kind of arguments, we always have (t∗−s∗)2 +(x∗−y∗)2 ≤ ω(ε)ε, where
ω(ε) → 0 as ε → 0. Let us take K > 0 such that u1 is, uniformly in t, K Lipschitz in
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x. For such a K, |x∗ − y∗| ≤ Kε. Moreover, using the time regularity of u1, we can
compute

‖u1(t∗)− u2(s∗)‖∞ ≤M(t∗) + ‖u2(t∗)− u2(s∗)‖∞ ≤M(t∗) + ω̃(|t∗ − s∗|),

for a modulus of continuity ω, which depends only on u2. Hence, using those relations,
we arrive at

2γ + C0M(t∗) ≤ C(K + ω(ε) + r)(r(1 + δ−1) + δε−1) + C1(Kε+M(t∗) + Cω̃(
√
ε))

Hence, taking C0 > C1 and simplifying by C1M(t∗), we arrive at a contradiction by
taking first the limit r → 0, and then setting δ = ε2 and taking the limit ε → 0.

The previous contradiction implies that M(t) ≤ C0

∫ t
0 M(s)ds, from which the result

follows. �

The previous proof makes apparent a need for the continuity in time of the solution
which we are not able to overcome. In the next section, we explain how can such
regularity can be obtained.

5.2. Time regularity of solutions. In this situation, to overcome the lack of parabol-
icity of the equation, we have to use some regularity. Regularity with respect to the
x variable holds thanks to Proposition 4.1. We explain why we can also provide an
estimate on the time derivative, namely by bounding all the other terms in (5.1).

Let us recall the usual Ḣ
1
2 (R) Sobolev semi norm defined by

(5.4) ‖u‖2
Ḣ

1
2

:=

∫
R
u(x)A0[u](x)dx.

The Fourier representation of this semi-norm is

‖u‖2
Ḣ

1
2

=

∫
R
|ξ||û(ξ)|2dξ.

We have for any u, v ∈ H
1
2

(5.5)

∫
R
u∂xv ≤ ‖u‖

Ḣ
1
2
‖v‖

Ḣ
1
2
,

∫
R
uA0[v] ≤ ‖u‖

Ḣ
1
2
‖v‖

Ḣ
1
2
.

We shall use the following (standard) Lemma several times.

Lemma 5.2. Let u and v be a bounded functions such that ‖u‖
Ḣ

1
2

+ ‖v‖
Ḣ

1
2
<∞. Then

‖uv‖2
Ḣ

1
2
≤ 2(‖u‖2∞‖v‖2

Ḣ
1
2

+ ‖u‖2
Ḣ

1
2
‖v‖2∞),

where C depends on v.
12



Proof. It suffices to verify it with the Fourier transform.∫
R
|ξ|
∣∣∣∣∫

R
û(ξ − z)v̂(z)dz

∣∣∣∣2 dξ =

∫
R

∣∣∣∣∫
R
û(ξ − z)

√
|ξ|v̂(z)dz

∣∣∣∣2 dξ
≤
∫

R

∣∣∣∣∫
R
û(ξ − z)(

√
|ξ − z|+

√
|z|)v̂(z)dz

∣∣∣∣2 dξ
≤
∫

R

(∣∣∣∣∫
R
û(ξ − z)

√
|ξ − z|v̂(z)dz

∣∣∣∣+

∣∣∣∣∫
R
û(ξ − z)v̂(z)

√
|z|dz

∣∣∣∣)2

dξ

≤ 2(‖u‖2∞‖u‖2
Ḣ

1
2

+ ‖u‖2∞‖v‖2
Ḣ

1
2
).

�

We can prove our estimate on the time regularity of the solution.

Proposition 5.3. Assume that (5.2) and (5.3) hold. Let u : [0,∞) × R be a smooth
function solution of (5.1) such that for all t ≥ 0, u(t, ·) is non-decreasing, bounded, and
u(−∞) = 0, u(∞) = 1. Then, for any T > 0, there exists C > 0 depending only T, c,B
and ‖u(0, ·)‖C1,α such that |∂tu| ≤ C on [0, T ]× R.

Proof. Step 1: An estimate on the singular term. We start by multiplying (5.1)
by A0[u] and by integrating over space, we then obtain

(5.6)

d

dt

1

2

∫
R
u(t, x)A0[u(t)](x)dx+

∫
R
c(x)∂xu(t, x)(A0[u(t)](x))2dx

= −
∫

R
A0[B(·;u(t))∂xu(t, ·)](x)u(t, x)dx

Let us now remark that∫
R
A0[B(·;u(t))∂xu(t, ·)](x)u(t, x)dx =

∫
R
∂x (A0[u(t)B(·;u(t))](x))u(t, x)dx

−
∫

R
u(t, x)A0[∂xB(·;u(t))u(t)](x)dx,

from which we obtain

2

∫
R
A0[B(·;u(t))∂xu(t, ·)](x)u(t, x)dx =

∫
R
A0[B(·;u(t))∂xu(t, ·)](x)u(t, x)dx

+

∫
R
∂x (A0[u(t)B(·;u(t))](x))u(t, x)dx

−
∫

R
u(t, x)A0[∂xB(·;u(t))u(t)](x)dx,

=

∫
R
∂xu(t, x)

(
A0[u(t)B(·;u(t))](x)−B(x, u(t))A0[u(t)](x)

)
dx

−
∫

R
u(t, x)A0[∂xB(·;u(t))u(t)](x)dx.

13



From Lemma 5.2,∣∣∣∣∫
R
u(t, x)A0[∂xB(·;u(t))u(t)](x)dx

∣∣∣∣ ≤ ‖∂xBu‖Ḣ 1
2
‖u‖

Ḣ
1
2

≤ C(1 + ‖u‖2
Ḣ

1
2
).

Let us now compute

Γ(x) : = B(x)A0[u(t)](x)−A0[Bu](x)

=

∫
R

B(x)(u(x)− u(x+ z))− (B(x)u(x)−B(x+ z)u(x+ z))

z2
dz

=

∫
R

(B(x+ z)−B(x))u(x+ z)

z2
dz

= ∂xB(x)

∫
R

u(x+ z)− u(x)

z
dz +

∫
R

Θ(x, z)u(x+ z)dz,

where Θ is a smooth function, given by the Taylor expansion of B(·;u). In the previous,
we lost the dependence of B in u to lighten the notation. The second term of the right

side is smooth and has a finite Ḣ
1
2 seminorm. The first one is the product of a smooth

integrable function and H[u]. Since H is a bounded operator in H
1
2 , we can deduce from

the Lemma 5.2 that ‖Γ‖2
Ḣ

1
2
≤ C(1 + ‖u‖2

Ḣ
1
2
). Hence, returning to (5.6), we deduce that

d

dt

1

2
‖u(t)‖2

Ḣ
1
2

+

∫
R
c(x)∂xu(t, x)(A0[u(t)](x))2dx ≤ C(1 + ‖u(t)‖2

Ḣ
1
2
).

Thus, from Grönwall’s Lemma, we obtain that there exists C > 0 such that

sup
t≤T
‖u(t)‖

Ḣ
1
2

+

∫ T

0

∫
R
c(x)∂xu(t, x)(A0[u(t)](x))2dxdt ≤ C.

Step 2: Estimate on the time derivative of the solution. Let us remark
that since for all t ≥ 0, u(t) is non-decreasing and bounded, we deduce that ∂xu in
bounded in L∞t (L1

x). Hence, since B is uniformly bounded, we also deduce that (t, x)→
B(x;u(t))∂xu(t, x) is bounded in L∞t (L1

x). On the other hand, we have that for all
t ≥ 0, x ∈ R

|c(x)∂xu(t, x)A0[u(t)](x)| =
√
∂xu(t, x)

√
c(x)∂xu(t, x)|A0[u(t)](x)|.

Remark now that Hölder’s inequality yields that (t, x) → c(x)∂xu(t, x)A0[u(t)](x) is
bounded in L2

t (L
1
x). Recalling the bound on B∂xu, we deduce from the equation (5.1)

that ∂tu is also bounded in L2
t (L

1
x). Applying ∂t to (5.1) and introducing v = ∂tu, we

find

∂tv+c(x)∂xuA0[v(t)](x)+(c(x)A0[u(t)]+B(x;u(t)))∂xv(t, x) = −B(x, v(t))∂xu(t, x) in (0,∞)×R.

Hence, from the maximum principle (recall that A0 preserves comparison results and
that both c and ∂xu are non-negative), we obtain that

d

dt
‖v(t)‖∞ ≤ ‖∂xu(t, x)‖∞

∣∣∣∣∫
R
β(x, z)v(t, z)dz

∣∣∣∣ .
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Then, since v is bounded in L2
t (L

1
x), it follows that (t, x) → B(x, v(t)) is bounded in

L2
t (L
∞
x ). Hence we obtain from Gröwall’s Lemma that

‖v(t)‖∞ ≤ C +M(t)‖∂xu(t, x)‖∞,

where M is a bounded function of L2((0,∞),R). Note that C here depends on ‖v(0)‖∞
which depends on ‖c∂xu0A0[u0]‖∞, which can be bounded by ‖u0‖C1,α . The result then
follows thanks to Proposition 4.1.

�

We then obtain easily the

Proposition 5.4. Under the assumptions of the previous result, there exists C > 0
which depends only on T, c,B, ‖u(0, ·)‖C1,α and η ∈ (0, 1) such that the norm of u in
Cη([0, T ], Cη(R)) is bounded by C.

Proof. Recalling Propositions 4.1 and 5.3 there exists C > 0 such that

‖∂tu‖∞ + ‖∂xu‖∞ ≤ C.

Hence, since ‖u‖∞ ≤ ‖u|t=0‖∞, we deduce from the so-called Aubin-Lions Lemma the
required result. �

Putting together Propositions 5.3 and 5.4 and Theorem 5.1, we then arrive at the
following.

Theorem 5.5. Assume that (5.2) and (5.3) hold and that u0 is a non-decreasing func-
tion such that ‖u0‖C1,α < ∞. Then, there exists a unique viscosity solution u of (5.1)
which is continuous and such that ∂xu is a bounded function, locally in time.

The proof of this result is done by following the lines of Theorem 4.6, namely by an
approximation of the equation with smooth data and the addition of the term in −ε∂xx
to obtain the existence. We do not provide it as it follows the same argument as before.

5.3. Comments on the cases in which c(·) vanishes. Let us note that the case in
which c(·) vanishes can lead to more complex situations. To justify our claim, we recall
the so-called Wishart case. In this situation, the PDE at interest is given by

(5.7) ∂tu+ x∂xu

∫
R+

u(x)− u(y)

(x− y)2
dy + (η − 1)∂xu+ b(t, x)∂xu = 0 in (0,∞)× (0,∞).

In the previous, η ≥ 1 is a parameter of the model, b is a standard drift term and the
previous equation is associated to the Dirichlet boundary condition

u(t, 0) = 0 for all t ≥ 0.

When b is simply given by b(t, x) = −x, there are explicit stationary solutions of the
previous equation. There are given by means of the so-called Marcenko-Pastur distribu-
tions, which we recall here. Consider the density m : (0,∞)→ R+ given by

m(x) =
η
√

(λ+ − x)(x− λ−)

2πx
1[λ−,λ+](x),
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where λ± = (1±
√
η−1)2. Then, define F (x) =

∫ x
0 m(y)dy. This function F satisfies for

all x > 0

∂xF (x)

(
η − 1− x+ x

∫
R+

F (x)− F (y)

(x− y)2
dy

)
= 0.

Hence, F is a stationary solution of (5.7) when b(t, x) = −x.
Note that for any η > 1, this stationary solution is Lipschitz continuous, but that this

property fails for η = 1, because F is only C
1
2 . A singularity is then present at x = 0,

precisely the point where both c(·) and b(·) vanish. In our opinion, this singularity is a
strong argument in favor of the non-propagation of Lipschitz regularity. Even though, we
insist upon the fact that even if: i) F is the unique stationary solution of this equation,
ii) it is the limit in long time of any solution of (5.7), it is still not sufficient to establish
the fact that we cannot propagate Lipschitz regularity as it could simply deteriorate in
time.

In this case, because the singularity happens at the boundary of the domain of interest,
it is fairly immediate to overcome this possible singularity at the boundary by using the
Dirichlet boundary conditions. However, in general, if c(·) vanishes inside of the domain,
the situation seems to require new arguments.

5.4. The case of a singular drift. We explain in this Section how the previous study
naturally extends to the case of

(5.8) ∂tu+ c(x)∂xuA0[u] + b(x)∂xu = 0 in (0,∞)× R,

where c is still a smooth function satisfying inf c > 0 but now b : R → R is only a
measurable function on which we impose that there exists Cb > 0 such that

(5.9)
|b(x)| ≤ Cb, a. e. for x ∈ R,

b+ CbId is a non-decreasing function.

The last assumption on b implies in particular that for any x ∈ R, one has b(x−) :=
limy→x−,y 6=x b(y) ≤ limy→x+,y 6=x b(y) =: b(x+). With a slight abuse of notation, we

shall denote the interval [b(x−), b(x+)] = b(x). We can then reformulate the second
assumption on b with

(5.10) ∀x, y ∈ R, p ∈ b(x), q ∈ b(y) (p− q)(x− y) ≥ −C(x− y)2,

(5.11) ∂xb ≥ −C.

Remark 5.6. More general interaction kernel could have been considered following ex-
actly Section 4.

We refer the interested reader to [10] for a systematic study of transport equation
with drifts presenting this kind of regularity. In our framework, we adapt slightly the
notion of viscosity solution we already gave for this case. Namely, we are concerned with
the following Definition.

Definition 5.7. An usc function u : R+ × R is a viscosity sub-solution of (2.2) if for

any T > 0, for any φ ∈ C1,1
b , 0 < δ ≤ ∞ (t0, x0) ∈ (0, T ] × R point of maximum (resp.
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minimum) of u− φ, there exists p0 ∈ b(x0) such that

∂tφ(t0, x0) + ∂xφ(t0, x0)c(x0) (A−δ[φ(t0)](x0) +Aδ[u(t0)](x0))

+ p0∂xφ(t0, x0) ≤ 0 (resp. ≥ 0).

We can provide the following result.

Theorem 5.8. Given a non-decreasing bounded initial condition u0, there exists a
unique bounded, non-decreasing in x, viscosity solution of (5.8).

The uniqueness part relies essentially on the stability of viscosity solutions as well as
on the following Lemma.

Lemma 5.9. Let u1 and u2 be two bounded functions, non-decreasing in x for all t ≥ 0,
which are respectively viscosity sub and super solutions of (5.8). Assume that one of them
is, uniformly in time, Lipschitz continuous in x. If for all x ∈ R, u1(0, x) ≤ u2(0, x),
then for all t ≥ 0, x ∈ R, u1(t, x) ≤ u2(t, x).

Proof. The proof of this Lemma is a straightforward extension of Lemma 4.1 in [3].
Indeed, the localization argument can be done exactly as in the proof of Theorem
5.1, namely by the addition of the term in rψ. The terms involving b will simply be
ε−1(b(x∗) − b(y∗))(x∗ − y∗), where b(x∗) and b(y∗) could be replaced by any element in
those sets. By the assumptions on b, this term is greater that −Cbε−1(x∗ − y∗)2 which
converges toward 0 as ε→ 0. Hence the proof can be carried on in the same manner. �

In this case, the stability of viscosity solutions is expressed in the next result.

Lemma 5.10. Let (un)n≥0 be a bounded sequence of bounded viscosity sub solutions
of (5.8) (resp. viscosity super solutions). The function u∗ := lim supn→∞ un (resp.
u∗ = lim infn→∞ un is a viscosity sub solution (resp. a viscosity super solution) of (5.8).

Proof. Let φ ∈ C1,1
b such that u∗−φ has a point of maximum at (t∗, x∗). Without loss of

generality, we can assume that this is a point of strict maximum. Once again, without
loss of generality, we can assume that un − φ has a point of maximum at some (tn, xn).
Remark that (tn, xn)→ (t∗, x∗) as n→∞. Since un is a viscosity sub solution of (5.8),
it holds that for all n ≥ 0, there exists pn ∈ b(xn) such that

∂tφ(tn, xn) + c(xn)∂xφ(tn, xn)A0[φ(tn, ·)](xn) + b(xn)∂xφ(tn, xn) ≤ 0.

Thanks to the regularity of b, we deduce that, extracting a subsequence if necessary,
pn → p∗ ∈ b(x∗) as n → ∞. Passing to the limit in the equation, we deduce that u∗

is viscosity sub solution of (5.8). The case of viscosity super solutions follows the same
argument. �

With the help of those two results, the uniqueness part of Theorem 5.8 is proven
exactly by following the lines of Theorem 6 in [3]. Concerning the existence part, namely
for general initial conditions, the proof now follows.

Proof. Consider u0,ε and uε0 two Lipschitz non-decreasing functions such that for all

ε > ε′ > 0, u0,ε ≤ u0,ε′ ≤ u0 ≤ uε
′

0 ≤ uε0 together with uε0 − u0,ε ≤ ε. For any
ε > 0, denote by uε (resp. uε) the solution of (5.8) with initial condition u0,ε (resp.
uε). From Lemma 5.9, we know that (uε)ε>0 (resp. (uε)ε>0) is a non-decreasing (resp.
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non increasing) sequence. Hence it converges toward some function u∗ (resp. u∗). We
clearly have u∗ ≤ u∗. On the other hand, thanks to Lemma 5.10, we know that the lsc
regularization of u∗ is a viscosity super solution of (5.8) and that the usc regularization
of u∗ is a viscosity sub solution of (5.8), hence we deduce from the comparison principle
that u∗ ≥ uε− ε since the inequality holds at the initial time. Passing to the limit ε→ 0,
we deduce that u∗ = u∗ is a viscosity solution of (5.8) with initial condition u0. �

6. Some identities for the Dyson flow

In this Section, we prove various results around the so-called Dyson flow, i.e. the
equation

(6.1) ∂tm+ ∂x(mH[m]) = 0 in (0,∞)× R,

when the initial condition m0 is in P(R). In each of the following cases, the strategy of
proof is the same: we show a certain property for smooth solutions of (6.1) ; we then
proceed by a regularizing argument to show that the associated property is also valid for
solutions m characterized by the fact that u(t, x) = m(t, (−∞, x]) is a viscosity solution
of (2.1). Since we detailed such an approximation in Section 4, we do not detail it here.

6.1. Decay of Lp norms. We prove here the following statement.

Proposition 6.1. For any m0 ∈ P2(R), the unique solution of (6.1) with initial condi-
tion m0 is such that for any 0 ≤ t ≤ s, 1 ≤ p ≤ ∞

‖m(t)‖p ≥ ‖m(s)‖p.

Proof. We only prove the statement for smooth solutions, the general results can be
obtained by approximation like the previous one, provided some sort of continuity in
time for the narrow convergence of probability measures. Such a continuity holds since
m0 ∈ P2(R). The relation is clearly true for p = 1 and, observing the proof of Proposition
4.1 in the case of (6.1), it is also true for p =∞. Hence, it only remains to prove it for
1 < p <∞. Multiplying (6.1) by mp−1 and integrating we obtain

d

dt
‖m(t)‖pp =

∫
R
(∂x)mmp−1H[m]

=
1

p

∫
R
∂x(mp)H[m]

= −1

p

∫
R
mpA0[m]

= −1

p

∫
R
mp(x)

∫
R

m(x)−m(y)

(x− y)2
dydx

= − 1

2p

∫
R

∫
R

(m(x)−m(y))(mp(x)−mp(y))

(x− y)2
dxdy.

The last term being clearly non-positive since m ≥ 0, the result follows. �
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6.2. Around the free entropy. We introduce the function E : P2(R) → R ∪ {−∞}
which is often called the free entropy of the physical system associated to the Dyson
flow. It is defined by

E(µ) =
1

2

∫
R

∫
R

log(|x− y|)µ(dx)µ(dy).

For sufficiently smooth µ, we have the following

∇µE(µ, x) =

∫
R

log(|x− y|)µ(dy),

DµE(µ, x) = H[µ](x).

Hence, this quantity is deeply linked with (6.1). We shall prove later on that it is
increasing and continuous along the Dyson flow. We begin by remarking that E can be
easily expressed in terms of the Fourier transform. Indeed, denote by f̂ the normalized
Fourier transform of a distribution f and by g(x) = log(|x|). Recall the classical relation

ĝ(ξ) = −1

2
f.p.

(
1

|ξ|

)
− γδ0(ξ),

where f.p.
(

1
|ξ|

)
denotes the finite part of ξ → |ξ|−1 and γ is the Euler constant. Hence,

since E(m) = 1
2〈m ∗ g,m〉L2 , it holds that

E(m) = −1

4

〈
f.p.

(
1

|ξ|

)
, m̂2

〉
L2

− γ.

This remark leads us to the following result.

Proposition 6.2. • Take m ∈ P2, then E(m) > −∞ if and only if m ∈ H−
1
2 .

• For any m ∈ P2 such that E(m) > −∞, there exists a sequence (mn)n≥0, valued
in P2, with smooth bounded densities, such that mn ⇀ m and E(mn) → E(m)
as n→∞.
• The function E(·) is upper semi-continuous for the narrow topology.

Proof. Since m ∈ P2, it follows that m̂ belongs to C2
b (R). Hence〈

f.p.

(
1

|ξ|

)
, m̂2

〉
L2

<∞ ⇐⇒ ‖m‖2
H−

1
2

:=

∫
R

m̂(ξ)2√
1 + |ξ|2

<∞.

This proves the first part of the claim. For the second part, it suffices to remark that
the result is true if we can choose (mn)n≥0 such that

1

4

〈
f.p.

(
1

|ξ|

)
, m̂n2

〉
L2

−→
n→∞

1

4

〈
f.p.

(
1

|ξ|

)
, m̂2

〉
L2

,

which is true since m ∈ P2 and E(m) > −∞. The third part of the claim is obtained
by remarking that (x, y)→ log(|x− y|) is upper semi continuous. �

The first part of this result states that E(·) can indeed be used to measure some
regularity while the second one shall be helpful later on. We now pass to the main result
of this Section.
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Proposition 6.3. Let (mt)t≥0 be a smooth solution of (6.1) valued in P2 such that
E(m0) > −∞. Then for any 0 ≤ t′ ≤ t

E(mt) = E(mt′) +

∫ t

t′

∫
R
H[ms]

2msds.

Proof. We start by proving the claim in the case of smooth solutions. We can compute

(6.2)

d

dt
E(mt) =

∫
R
∇µE(mt, x)∂tm(t, x)dx

=

∫
R
DµE(mt, x)H[mt](x)m(t, x)dx.

From which we deduce

1

2

∫
R

∫
R

log(|x−y|)mt(dx)mt(dy) =
1

2

∫
R

∫
R

log(|x−y|)mt′(dx)mt′(dy)+

∫ t

t′

∫
R
H[ms]

2msds.

It remains to justify the relation in the case of non smooth solutions. Let m0 ∈ P2

and assume first that m0 ∈ L∞. Take a sequence (ρε)ε>0 of smooth functions which
converges in Lploc toward log, for any p ∈ [1,∞), which is of the form ρε = log ∗ρ̃ε. It
then follows that

1

2

∫
R

∫
R
ρε(|x− y|)mt(dx)mt(dy) =

1

2

∫
R

∫
R
ρε(|x− y|)mt′(dx)mt′(dy) +

∫ t

t′

∫
R
H[ρ̃ε ∗ms]H[ms]msds.

Hence, the claim is proved for m0 ∈ L∞ ∩ P2 if we can pass to the limit ε → 0 in the
previous inequality. The passage to the limit is indeed valid in the first two terms from
mt,mt′ ∈ L∞ and the fact that mt,mt′ ∈ P2(R). For the third terms, it suffices to recall
that H is continuous in any Lp, 1 < p <∞ and that ρ̃ε ∗ms → ms as ε→ 0, uniformly
in s, in Lp for any 1 < p <∞.

Consider now a general m0 ∈ P2(R) with E(m0) > −∞ and a sequence (mn
0 ) as in

Proposition 6.2. For all n ≥ 0, t ≥ 0, we have

E(mn
t ) = E(mn

0 ) +

∫ t

0

∫
R
H[mn

s ]2mn
s ds.

Passing to the limit n→∞, we deduce that for all t ≥ 0

E(mt)− E(m0) ≥
∫ t

0

∫
R
H[ms]

2msds.

Hence, (E(mt))t≥0 is indeed increasing in time. Since it is upper semi continuous for
the weak topology, we deduce that it is continuous at t = 0. On the other hand, thanks
again to the L∞ regularizing effect, we have for any 0 < t′ ≤ t.

E(mt) = E(mt′) +

∫ t

t′

∫
R
H[ms]

2msds.

Thus we finally obtain the result by passing to the limit t′ → 0. �

Remark 6.4. In this case, the approximation is made on the log and not on the solution
of the equation itself.
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Corollary 6.5. Let m0 ∈ P2 be such that E(m0) > −∞. Then (E(mt))t≥0 is a contin-
uous increasing function.

Remark 6.6. Let us insist upon the fact that the continuity was not obtained for the
Lp norm in the previous subsection.

6.3. Contraction in the Wasserstein space. We also recall the following result, of
which we provide a new proof in the case p = 2.

Proposition 6.7. Let 1 ≤ p ≤ ∞, and (µt)t≥0, (νt)t≥0 be two solutions of (1.1) valued
in Pp, then for any t ≤ s, Wp(µs, νs) ≤Wp(µt, νt).

We start by recalling Cotlar’s identity for smooth functions u : R→ R,

H[u]2 = π2u2 + 2H[uH[u]].

Multiplying by u and integrating, we obtain∫
R
H[u]2u = π2

∫
R
u3 + 2

∫
R
H[u]2u

=
π2

3

∫
R
u3.

In particular, for a probability measure m ∈ P, H[m] ∈ L2(m) if and only if m ∈ L3.

Proof. We start with the case in which (µt)t≥0 and (νt)t≥0 are valued in L3. Consider an
optimal coupling γ between µ0 and ν0 for 2-Wasserstein distance and (X0, Y0) a couple
of real random variables on a standard probability space such that L((X0, Y0)) = γ. Be-
cause the processes are valued in L3, we deduce from Cotlar’s identity that H[L(X0)](X0)
is a squared integrable random variable. Consider now the ODEs

d

dt
Xt = H[L(Xt)](Xt) ;

d

dt
Yt = H[L(Yt)](Yt).

By construction, for any t ≥ 0, L(Xt) = µt and L(Yt) = νt. It then follows that for all
t ≥ 0

d

dt
W 2

2 (µt, νt)|t=0 ≤
d

dt
E[|Xt − Yt|2]|t=0.

We now compute

1

2

d

dt
E[|Xt − Yt|2]|t=0 = E[(X0 − Y0)(H[L(X0)](X0)−H[L(Y0)](Y0)]

=

∫
R

∫
R

∫
R

∫
R
(x− y)

(
1

x− x′
− 1

y − y′

)
γ(dx, dy)γ(dx′, dy′)

=

∫
R

∫
R

∫
R

∫
R

−(x− y)2 + (x− y)(x′ − y′)
(x− x′)(y − y′)

γ(dx, dy)γ(dx′, dy′)

Recall that since γ is an optimal coupling, (x − x′)(y − y′) ≥ 0 holds γ × γ almost
everywhere. Using 2(x− x′)(y − y′) ≤ (x− y)2 + (x′ − y′)2, we obtain that

1

2

d

dt
E[|Xt − Yt|2]|t=0 ≤

1

2

∫
R

∫
R

∫
R

∫
R

(x′ − y′)2 − (x− y)2

(x− x′)(y − y′)
γ(dx, dy)γ(dx′, dy′).
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The term on the right side vanishes by symmetry, hence d
dtE[|Xt − Yt|2]|t=0 ≤ 0 from

which the result follows since the same argument can be made for any time.

In the general case, thanks to the L∞ regularizing property, we deduce that for any
ε > 0 such that t+ ε ≤ s, we have W2(µs, νs) ≤ W2(µt+ε, νt+ε). Hence, by continuity of
the Dyson flow in (P2,W2), we obtain the required result. �

Remark 6.8. A similar approach could have been used in the case p 6= 2 but we do not
present it here.

7. Complements on modeling

We now present various independent extensions of the Dyson model.

7.1. A bulk of eigenvalues interacting with spikes. If the N × N matrix from
which derives the spectral measure m is perturbed by a matrix of rank one, it has been
observed in [2], that we can identify an outlier of the spectrum. That is an eigenvalue
which corresponds to the perturbation. We explain the effect of a similar perturbation
in this dynamical setting. Consider that the usual N ×N Dyson model is perturbed by
the addition of the matrix ate1 ⊗ e1, for (at)t≥0 is a given smooth process. Since the
rank of this perturbation is only one, it does not alter the limit spectral measure, which
is then given by the usual Dyson equation. However, if we can identify the ”outlier”
associated to this perturbation, its evolution shall naturally depend on the rest of the
spectral measure. This leads us to the system

(7.1)

dλt = H[mt](λt)dt+ dat,

∂tm+ ∂x(mH[m]) = 0 in (0, T )× R,

λ0 = a0 +H[m0](λ0), m|t=0 = m0.

Note that the main mathematical difficulty in this system lies in the fact that we do
not know in general if H[mt] is sufficiently smooth to characterize (λt)t≥0 as the unique
solution of the first equation. Indeed, even using the regularity proved in [4], we would
only have a Hölder estimate on H[mt] which would give existence but not necessary
uniqueness of such a solution.

A case which is of particular importance in our opinion is the one in which the special
eigenvalue λ is greater than all the other one, more specifically when mt is supported on
a set of the form (−∞, Rt] for some Rt ∈ R and when λt > Rt. Indeed, in such a context,
H[mt] is locally Lipschitz and decreasing around λt as the next elementary result states.

Lemma 7.1. Let m ∈ P(R) be supported on (−∞, R0]. Then, H[m] is decreasing on
[R0,∞) and it is C Lipschitz continuous on [R0 + α,∞) and C depends only α > 0.

Proof. Let m be such a measure. Take λ ≥ λ′ ≥ R0 and compute

H[m](λ)−H[m](λ′) = (λ′ − λ)

∫
R

1

(λ− x)(λ′ − x)
m(dx).

Hence the result follows since for all x in the support of m, x ≤ R0 ≤ λ′ ≤ λ. �
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This implies that if we can guarantee that λ stays strictly outside the support of
m, then the ODE satisfied by λ is well-posed under standard assumptions on (at)t≥0.
Note that in several situations, this can be checked by an explicit computation. Indeed,
consider for instance the case in which m0 is supported on (−∞, R0]. Then, thanks
to Proposition 4.4 in [3], we can compare the cumulative distribution functions of the
solutions of (6.1) associated to m0 and δR0 . The latter is given by the semi-circular law.
Hence we know that for all t ≥ 0, mt is supported on (−∞, R0 +

√
t]. Hence, if λ0 > R0

and dat ≥ 1
2
√
t
, we know that for all t > 0, λt > Rt.

An interesting feature is that in general, the fact that (λt)t≥0 stays outside of the
support of mt does not simply follow from the fact that this holds at the initial time as
the next result shows.

Proposition 7.2. Consider m0 = δ0 and λ0 > 0 and assume that (at)t≥0 is constant
with a0 > 0. The system (7.1) is locally well posed in time and there exists t0 > 0 such
that λt0 =

√
t0.

Proof. Since λ0 > 0 the system is well posed at least locally in time. Introduce Zt :=
λ2
t − t. We want to show that there exists t0 such that Zt0 = 0. Since m0 is Dirac mass,

the solution of the Dyson equation is given by mt(dx) = 2
πt

√
t− x21[−

√
t,
√
t](x)dx and

thus for any x >
√
t

H[mt](x) =
x−
√
x2 − t

2t
.

Hence we deduce that
d

dt
Zt = λt

λt −
√
λ2
t − t

t
− 1

=
Zt − λt

√
Zt

t

=
Zt −

√
Zt + t

√
Zt

t
Hence (Zt) is decreasing, while it is positive. Remark that it cannot have a positive
limit. Moreover, as it gets closer to 0, the previous ODE as a similar behaviour as

Ẋ ≤
√
X
√
t
−1

, which reaches 0 in finite time, hence the result. �

Note that a quite similar question, which is addressed in more details, in the case of
large but finite matrix, was studied in [6]. However, the authors considered that the
”bulk” is constant in time in their model.

7.2. An extension to other non-linearities. Consider the equation

(7.2) ∂tm+ ∂x(mσ(m)H[m]) = 0 in (0,∞)× R,

where σ : R+ → R+ is a continuous function. Then we claim than an analysis of this
equation by means of the viscosity solutions of the PDE

(7.3) ∂tu+ σ(∂xu)∂xuH[∂xu] = 0 in (0,∞)× R

can be done following the lines of [3]. Indeed, the function σ does not perturb the proof
of the comparison of a viscosity super-solution and a viscosity sub-solution. Note that
this is due in large part to the fact that, since we are considering here the exact Hilbert
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transform, and not some other singular operators, we do not need to show that the
Lipschitz regularity propagates in (7.3). We can provide the following result.

Proposition 7.3. Let u1 be a viscosity super-solution of (7.3) and u2 a viscosity sub-
solution of the same equation. Assume moreover that both are non-decreasing in x.
Then if for all x ∈ R, u1(0, x) ≥ u2(0, x), it holds that for all t ≥ 0, x ∈ R, u1(t, x) ≥
u2(t, x). In particular, there exists at most one viscosity solution of (7.3) given an initial
condition.

Proof. We only sketch the main lines of the proof. For ε > 0, consider a point (t∗, s∗, x∗, y∗)
of maximum of

(t, s, x, y)→ u1(t, x)− u2(s, y)− 1

2ε
((t− s)2 + (x− y)2),

and assume that t∗, s∗ > 0. Using that u1 is a viscosity sub-solution and u2 a viscosity
super-solution, we obtain that for all δ > 0

ε−1(t∗ − s∗) + σ(ε−1(x∗ − y∗))ε−1(x∗ − y∗) (A−δ[φε](x∗) +Aδ[u1(t∗)](x∗)) ≤ 0,

ε−1(t∗ − s∗) + σ(ε−1(x∗ − y∗))ε−1(x∗ − y∗) (A−δ[ψε](y∗) +Aδ[u2(s∗)](y∗)) ≥ 0,

where φε(x) = 1
2ε(x−y∗)

2 and ψε(y) = − 1
2ε(y−x∗)

2. Since u1(t∗, ·) is non-decreasing we
deduce as usual that x∗ ≥ y∗. Recall that from the definition of the point of maximum,
Aδ[u1(t∗)](x∗) − Aδ[u2(s∗)](y∗) ≤ 0. Hence, taking the difference of the two relations
leads to

Cσ(ε−1(x∗ − y∗))ε−1(x∗ − y∗)δ ≤ 0,

where we used the regularity of φε and ψε to estimate the terms in A−δ. The previous is
the main argument to prove a comparison principle and the rest of the argument follows
what we did in the proof of Theorem 5.1, namely to localize the point of maximum or
to arrive at a contradiction if it not reached for t∗s∗ = 0. �

7.3. Two systems in interaction. Another natural extension concerns the interaction
of two systems governed by two equations of the type of (1.1). Namely, consider the
system

(7.4) ∂tmi + ∂x(miH[mi]) + ∂x(bi[m1,m2]mi) = 0 in (0,∞)× R,

for i ∈ {1; 2}. This system models two systems who are each driven by the Dyson
Brownian motion but who also feels an additional force (bi for the equation i) which
depends on the state of the two systems. The following holds.

Proposition 7.4. Assume that b1, b2 : P(R)2 → C0,1(R) are smooth and bounded oper-
ators, and consider two probability measures m0,1 and m0,2 in P2(R). Then, there exists
a unique solution (m1,m2) of (7.4) which is characterized as being the derivative of the
couple (F1, F2), unique viscosity solutions of

∂tFi + ∂xFiH[∂xFi] + bi(∂xF1, ∂xF2)∂xFi = 0 in (0,∞)× R,

with initial condition Fi(0, x) = m0,i((−∞, x]).
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Proof. The existence follows easily from a compactness argument. Fix T > 0 and denote
by B := b1(P(R)) ∪ b2(P(R)). Take b : R+ → B and consider the solution mb of

∂tm
b + ∂x(mbH[mb]) + ∂x(bmb) = 0 in (0, T )× R.

Take a time t ∈ [0, T ] and an optimal coupling (Xt, Yt) for the squared Wasserstein

distance between mb′(t) and mb(t). Consider now the SDE

dXs = H[L(Xs)](Xs)ds+ b′(s,Xs)ds

dYs = H[L(Ys)](Ys)ds+ b(s, Ys)ds.

Then it follows from the computation of Proposition 6.7 that

d

ds
E[|Xs − Ys|2] ≤ E[(Xs − Ys)(b′(s,Xs)− b(s, Ys)]

= E[(Xs − Ys)(b(s,Xs)− b(s, Ys))] + E[(Xs − Ys)(b′(s,Xs)− b(s,Xs))]

≤ CE[|Xs − Ys|2] +
1

2
‖b− b′‖2∞.

From Grönwall’s Lemma, we obtain that there exists C such that

W 2
2 (mb(t),mb′(t)) ≤ (eCt − 1)‖b− b′‖2∞.

Since there exists C > 0 such that for all b ∈ B,

W 2
2 (mb(t),mb(s)) ≤ C

√
|t− s|,

we deduce the existence of a solution of the system from standard fixed point theorems.

The uniqueness part follows the line of the Grönwall estimate used in the proof of
Theorem 5.1. Denote by (m1,m2) and (m̃1, m̃2) two solutions of the system (7.4).
We define u1(t, x) =

∫ x
−∞m(t, y)dy and similarly for u2, ũ1 and ũ2. Define M(t) :=

‖(u1(t), u2(t)) − (ũ1(t), ũ2(t))‖∞. From the regularity we assumed on b1 and b2, we
deduce (from the proof of Theorem 5.1) that there exists C > 0 such that for i = 1, 2,
t ≥ 0

‖ui(t)− ũi(t)‖∞ ≤ C
∫ t

0
M(s)ds.

Hence, we obtain the uniqueness of a solution of (7.4) �

7.4. Reflexion at the boundary. We explain how we can model the reflexion of eigen-
values at a certain boundary. This classical question in stochastic analysis is now well
understood, especially since the seminal works [11, 12]. Namely, we want to explain why
the reflexion of the eigenvalues of the matrix on a certain maximum level R0 does not
perturb the mathematical analysis. We do not provide the full study of such a phenom-
enon but rather explain why this kind of reflexion does not create a singularity near R0.
We follow the approach of [12].

To make the matter more precise, consider an element m0 ∈ P(R) with bounded
density, still denoted m0 and consider for ε > 0 the following equation

(7.5) ∂tm+ ∂x(mH[m]) + ∂x

(
1

ε
(x−R0)+m(t, x)

)
= 0 in (0,∞)× R.
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This kind of penalization is well known to approximate the reflexion at R0, or equiv-
alently the Neumann Boundary condition at R0. We can prove the following result.

Lemma 7.5. For all ε > 0, the solution m of (7.5) satisfies for all t ≥ 0, x ≥ 0
m(t, x) ≤ ‖m0‖∞.

Proof. The result follows form a standard a priori estimate once again. It is immediate
to check that, if m is smooth, for any t ≥ 0, at any point of local maximum x̄ of m(t, ·),

∂tm(t, x̄) +m(t, x̄)A0[m(t, ·)](x̄) +
1

ε
1{x̄≥R0}m(t, x̄) = 0.

Which implies the result since the same kind of argument as in Lemma ?? can be carried
on to justify this computation. �

With the help of this Lemma, it is now entirely classical to establish the following.

Theorem 7.6. Let u0 ∈W 1,∞(R). The sequence (uε)ε>0 of solution of (7.5) converges
locally uniformly toward the unique viscosity solution of

∂tu+ ∂xuA0[u] = 0 in (0,∞)× (−∞, R0),

∂xu(t, R0) = 0 for all t > 0.

Moreover, this solution satisfies

u(t, x) = 1 for all t > 0, x ≥ R0.
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