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Abstract

Inferring parameters of a latent variable model can be a daunting task when the condi-
tional distribution of the latent variables given the observed ones is intractable. Variational
approaches prove to be computationally efficient but, possibly, lack theoretical guarantees
on the estimates, while sampling based solutions are quite the opposite. Starting from
already available variational approximations, we define a first Monte Carlo EM algorithm
to obtain maximum likelihood estimators, focusing on the Poisson log-normal model which
provides a generic framework for the analysis of multivariate count data. We then extend
this algorithm to the case of a composite likelihood in order to be able to handle higher
dimensional count data.

Keywords. Composite likelihood, importance sampling, Monte Carlo EM algorithm,
multivariate count data

1 Introduction
Latent variable models have become a prominent tool for statistical modeling in almost all
application domains (life sciences, economy, industry, medicine, environmental sciences, to
name a few). From a general point of view, a latent variable model aims at describing the
variation of response variables Y conditionnaly to unobserved (i.e., latent) variables Z (plus,
possibly, observed covariates x). We denote by θ the set of unknown parameters ruling the
distributions of both the latent variables Z and the observed variables Y.

1.1 Maximum likelihood and the EM algorithm

Maximum likelihood inference for latent variable models is usually not straightforward be-
cause the likelihood of the data pθ(Y) results from an high-dimensional integration over the
unobserved Z: pθ(Y) = ∫ pθ(Y ∣ Z)pθ(Z)dZ . This problem can be circumvented using the
celebrated expectation-maximization (EM) algorithm [Dempster et al., 1977], which relies on
the evaluation of certain moments of the conditional distribution pθ(Z ∣Y) during the E step of
the algorithm. Importantly, the resulting estimate inherits the general properties of maximum
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likelihood estimates; in particular, its asymptotic variance can be evaluated using side products
of the EM algorithm [Louis, 1982].

Unfortunately, the conditional distribution pθ(Z ∣Y) can become intractable even for mod-
erately complex models. Many strategies have been proposed to deal with this complex con-
ditional distribution. Thesse can be cast into two main approaches: either approximate it or
sample from it. The former approach can typically rely on variational approximations, whereas
the latter gave rise to a series of stochastic version of EM.

Variational approximation of EM. Variational approximations have received a lot of at-
tention in the last decade because of their computational efficiency and their (reasonable) ease
of implementation. Broadly speaking, they rely on the determination of an approximate dis-
tribution q(Z) = qθ,Y(Z) ≃ pθ(Z ∣Y) chosen within a certain class of distributions and optimal
according to a given divergence measure, [see e.g. Jaakkola and Jordan, 2000, Wainwright and
Jordan, 2008, Blei et al., 2017]. Still, although variational EM (VEM) algorithms usually have
good empirical performances, the resulting estimate is not guaranteed, in general, to have any
desirable statistical property, such as consistency or asymptotic normality, and no measure of
uncertainty or significance test can be provided to practitioners in the end.

1.2 Monte-Carlo approximations of EM

An alternative way to address the intractability of the conditional distribution pθ(Z ∣ Y) is
to resort to Monte Carlo EM (MCEM) algorithm [Wei and Tanner, 1990]. The latter is an
extension of the standard EM algorithm specifically designed to deal with E-step which cannot
be performed analytically or is computationally cumbersome. In such situations, the E-step
can be replaced with a Monte Carlo sampling method, such as important sampling [Booth
and Hobert, 1999, Levine and Casella, 2001] or Markov Chain Monte Carlo [McCulloch, 1997,
Fort and Moulines, 2003], to provide estimates of the needed conditional moments.However,
all these methods require to sample from the conditional distribution pθ(Z ∣Y), which is time
consuming and can be poorly efficient, especially when the dimension of Z is large.

Composite likelihood. Composite likelihoods refer to a broad variety of approaches where
the likelihood of the data is replaced with a modified version of it. Such approaches trace back
to Besag [1974] and Lindsay [1988] proposed an (almost) general definition, which consists in
splitting the data into a series of (possibly overlapping) blocks and to replace the log-likelihood
with a weighted sum of log-likelihoods corresponding to each block of data. Splitting the dataset
into blocks allows dealing with large dimension data and/or complex dependency structure,
while keeping desirable statistical properties [see, e.g. Varin et al., 2011]. We will see that,
in presence of latent variables, the classical EM algorithm can be extended to deal with the
composite likelihood, as well as its variational or Monte-Carlo counterparts.

1.3 The Poisson log-normal model

All along this paper we focus on the multivariate Poisson log-normal model [PLN: Aitchison
and Ho, 1989] that is a generic model for the joint distribution of count data, accounting
for covariates. As a typical example, one may consider n sites (indexed by 1 ≤ i ≤ n) and
p animal species (indexed by 1 ≤ j ≤ p) and denote by Yij the number of individuals from
species j observed in site i. We will further assume that a d-dimensional vector of covariates
(descriptors) xi describing the environmental conditions is recorded for each site i. The PLN
model assumes that, for each site i, we can relate the p-dimensional observations to a latent
p-dimensional Gaussian random vector Zi = (Zij)1≤j≤p with covariance matrix Σ. Namely the
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observed counts Yij conditionally on Zi are independent and distributed according to a Poisson
distribution with rate exp(oij + x⊺iβj +Zij):

{Zi}1≤i≤n i.i.d. ∶ Zi ∼ N (0,Σ);
{Yij}1≤i≤n,1≤j≤p independent ∣ {Zi}1≤i≤n ∶ Yij ∣ Zij ∼ P (exp(oij + x⊺iβj +Zij)) ,

(1)

where βj = [β1j . . . βdj]⊺ ∈ Rd is a species-specific vector of regression parameters and where the
covariance matrix Σ = [Σjk]1≤j,k≤p encodes the dispersion and dependency structure between
the counts from a same site.

In this model, the regression coefficient βℓj (1 ≤ ℓ ≤ d, 1 ≤ j ≤ p) is interpreted as the effect
of covariate ℓ of the mean abundance of species j, whereas Σjk (1 ≤ j, k ≤ p) is the latent
covariance coefficient between the abundances of species j and k. Gathering the vectors of
regression coefficients into a d × p matrix B = [β1⋯βp], the parameter of the PLN model
becomes θ = (B,Σ).

A VEM algorithm has been developped by Chiquet et al. [2018, 2019] for the inference of
the PLN model, which is implemented in the R package PLNmodels available from the CRAN
(cran.r-project.org).

1.4 Contribution

Our contribution is three-fold. First, we introduce a Monte Carlo EM for the inference of the
Poisson log-normal model. Importantly, the proposed algorithm gives access to the asymp-
totic variance of the parameters and, consequently, to confidence intervals and tests of the
parameters, as opposed to the available VEM algorithm. Our second contribution is the use of
composite likelihood inference, using blocks of species. This allows to consider latent variables
living in a space with smaller dimension (actually, the number of species in each block), so to
make importance sampling efficient. To the best of our knowledge, this results in the first EM
algorithm for composite likelihood inference in the PLN model framework. Third, we show how
to define a mixture proposal distribution that ensures finite variance on bounded test functions
and controls the efficiency of the IS steps.

Outline. In Section 2, after reviewing a set of useful notions and properties about the EM
algorithm, we briefly recall the principle of the variational approximation of EM. Then we
describe how the methods and properties associated with the EM algorithm can be extended
to composite likelihood inference. In Section 3, we introduce a Monte Carlo EM algorithm,
based on importance sampling (IS), which applies to both likelihood and composite likelihood
inference. The construction of the blocks for the latter is discussed at the beginning of Section
4. Then we illustrate the use of our algorithm, first on synthetic data, then to analyse fish
abundances in the Barents see. Throughout the paper, the Poisson log-normal serves as a
common thread for the proposed methodology.

2 A reminder on inference for latent variable models

2.1 Maximum likelihood inference using EM

EM algorithm. The inference of any incomplete data model can be tackled using the
Expectation-Maximization (EM) algorithm [Dempster et al., 1977], which relies on the de-
composition of the log-likelihood of the observed data Y:

log pθ(Y) = Eθ[log pθ(Y,Z) ∣Y] +Hθ(Z ∣Y) (2)
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where Hθ(Z ∣ Y) stands for the conditional entropy of the unobserved variables Z given the
observed ones:

Hθ(Z ∣Y) = −∫
Rp

pθ(z ∣Y) log pθ(z ∣Y)dz

and log pθ(Y,Z) is the so-called complete log-likelihood.
The EM algorithm requires the evaluation of the conditional expectation of the complete

log-likelihood (first term of (2)) using the current estimates θ(h) of the model parameters,
defining for θ ∈ Θ:

Q(θ ∣ θ(h)) = Eθ(h)[log pθ(Y,Z) ∣Y]. (3)

The formal EM algorithm is given by Algorithm 1. By iterating these two steps, the algorithm
generates a sequence that converges under regularity conditions to the maximum likelihood
(ML) estimator [Wu, 1983, Boyles, 1983].

Algorithm 1: EM
repeat

E step: compute the moments of the conditional distribution pθ(h)(Z ∣Y) required
to evaluate Q(θ ∣ θ(h));
M step: update the parameter estimate as:

θ(h+1) = argmax
θ

Q(θ ∣ θ(h)) ;

until convergence;

Asymptotic variance of ML estimates. Because EM is a maximum likelihood method,
under fairly general regularity conditions, the resulting estimators are asymptically unbiased,
Gaussian, with known asymptotic variance. Evaluating asymptotic precisions of parameter
estimates then requires the computation of the Fisher information matrix defined for all θ ∈ Θ
as

I(θ) = Eθ[∇θ log pθ(Y){∇θ log pθ(Y)}⊺]

where the expectation is taken with respect to Y. It is somewhat usual that the latter is
intractable and therefore need to be estimated. Straightforward solution is to resort to a simple
sample mean estimate based on a n-sample of observations (Y1, . . . ,Yn), namely one uses the
observed Fisher information matrix

Î(θ) = 1

n

n

∑
i=1
∇θ log pθ(Yi){∇θ log pθ(Yi)}⊺. (4)

Since integrating over the latent space might be cumbersome, Louis [1982] provides a reformu-
lation of the score function for incomplete data models, which makes the exact computation
of Î(θ) possible on some models using side information resulting from EM inference. More
specifically, he shows that

∇θ log pθ(Y) = Eθ[∇θ log pθ(Y,Z) ∣Y]. (5)

Regular models admits an alternative definition of the Fisher information matrix, namely

I(θ) = −Eθ[∇2
θ log pθ(Y)].
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Similarly to the score version, one can derive a sample mean estimate where the computation
of the Hessian is made possible, for some models, using the second Louis’ formula

∇2
θ log pθ(Y) = Eθ[∇2

θ log pθ(Y,Z) ∣Y] +Varθ[∇θ log pθ(Y,Z) ∣Y]. (6)

Combining (5) and (6), the resulting estimator writes as

Î(θ) − 1

n

n

∑
i=1

Eθ[∇2
θ log pθ(Yi,Zi) +∇θ log pθ(Yi,Zi){∇θ log pθ(Yi,Zi)}⊺ ∣Yi]

Interestingly, this estimator forms a special instance of control variates estimator. Indeed,
the term in the conditional expectation integrates to 0 with respect to the joint distribution
pθ(Y,Z) since it can be written as ∇2

θpθ(Yi,Z)/pθ(Yi,Z). The practical benefits of such an
estimator may nonetheless be limited. To ensure a variance reduction compared to the observed
Fisher information matrix, it requires introducing and tuning a control coefficient to weight the
above sum, a task that might not be done without introducing biased or a computational
burden.

2.2 Variational EM

One main limitation of the EM algorithm lies in the determination of the conditional distri-
bution pθ(Z ∣ Y) or at least, of the evaluation of the moments of this distribution that are
needed to evaluate Q(θ ∣ θ(h)) or the observed Fisher information matrix. In many situations,
this distribution is intractable and so are the needed moments. It is also quite frequent that
sampling from pθ(Z ∣ Y) in an efficient manner is not trivial, so that no simple Monte-Carlo
alternative exists. The Poisson log-normal model is one of theses inconvenient models, as, even
in the one dimensional case, the conditional distribution of the latent Z given the observed
count Y has no close form.

Variational inference circumvent this problem, by replacing pθ(Z ∣Y) with an approximate
distribution qψ(Z), chosen within a certain class of distributions, parametrized with ψ. The
VEM algorithm then amounts at maximizing a lower bound of the log-likelihood, defined as

log pθ(Y) −KL [qψ(Z)∥pθ(Z ∣Y)] = Eqψ[log pθ(Y,Z)] +Hqψ(Z)

where KL stands for the Kullback-Leibler divergence between qψ and pθ(Z ∣Y):

KL [qψ∥pθ(⋅ ∣Y)] = ∫
Rp

qψ(z) log
qψ(z)

pθ(z ∣Y)
dz.

The VEM alternates the update of the variational parameter ψ, with this of the model param-
eter θ. The reader may refer to Jaakkola [2001] or Wainwright and Jordan [2008] for a general
introduction. An important feature of variational inference is that the resulting estimator of θ
does not enjoy the same properties as the regular maximum-likelihood estimator; in particular,
no general results ensures its asymptotic normality, nor even its consistency. In summary, the
computational efficiency of variational approximation comes at the price of the loss of general
statistical guarantees.

PLN model. The complete likelihood associated to the PLN model writes (up to constants
with respect to the parameters)

log pθ(Y,Z) = log pΣ(Z) + log pB(Y ∣ Z)

= −n
2
log ∣Σ∣ − 1

2

n

∑
i=1

Z⊺iΣ
−1Zi

+
n

∑
i=1

p

∑
j=1
{Yij(oij + x⊺iβj +Zij) − exp(oij + x⊺iβj +Zij)} .
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Therefore, the E-step of Algorithm 1 requires to evaluate , for all 1 ≤ i ≤ n and 1 ≤ j ≤ p, the
conditional moments :

Eθ(h)[Zij ∣ Yij], Eθ(h)[exp(Zij) ∣ Yij] and Eθ(h)[Z
⊺
iΣ
−1Zi ∣Yi]. (7)

Unfortunately, these conditional moment can not be evaluated in close form and their numerical
evaluation computationally to heavy, even for a small number of species, which hampers the
use of EM. Chiquet et al. [2018, 2019] developped a variationnal EM algorithm for the PLN
model, using a Gaussian approximate distribution q. Because the sites 1 ≤ i ≤ n are supposed
to be independent, each conditional distribution pθ(Zi ∣ Yi) is approximated with a specific
normal distribution N (mi,Si) with diagonal covariance matrix Si. The variational parameter
is hence ψ = {(mi,Si)}1≤i≤n.

2.3 Composite likelihood inference

Composite likelihood is another admissible contrast for grounded statistical inference that may
prove useful especially when dealing with a relatively high-dimensional latent variable Z. The
observed variables Y are distributed into C (possibly overlapping) blocks {Cb}1≤b≤C of data and
the composite log-likelihood is defined as

cℓθ(Y) =
C

∑
b=1

λb log pθ(Y(b)), (8)

where λb is the weight associated with block Cb and Y(b) is the dataset reduced to block Cb.
Most of the time, all blocks are chosen to have the same size k, pairwise composite likelihood
referring to k = 2.

The maximum composite likelihood (MCL) estimate is then defined as θ̂cℓ = argmax θ cℓθ(Y).
Importantly, θ̂cℓ enjoys properties similar to these of maximum likelihood estimator, namely
consistency and asymptotic normality [see Varin et al., 2011, for a general review], although,
possibly, with higher asymptotic variance [Zhao and Joe, 2005, Xu et al., 2016]. These prop-
erties actually derive from the more general properties of M-estimators [van der Vaart, 1998,
Chap. 5].

Composite likelihood inference using EM. Composite likelihood can be used for the
inference of incomplete data model, using an adaptation of the EM Algorithm 1. Indeed, one
may observe that the decomposition given in Equation (2) holds for each block of data Y(b),
so Equation (8) can be rephrased as

cℓθ(Y) =
C

∑
b=1

λbEθ[log pθ(Y(b),Z) ∣Y(b)] +
C

∑
b=1

λbHθ(Z ∣Y(b)). (9)

However, this formulation still requires to deal with the conditional distribution of the whole la-
tent variables pθ(Z ∣Y(b)). A computational advantage is only obtained when also distributing
the latent variables Z into C blocks of small size, so that Equation (8) becomes

cℓθ(Y) =
C

∑
b=1

λbEθ[log pθ(Y(b),Z(b)) ∣Y(b)] +
C

∑
b=1

λbHθ(Z(b) ∣Y(b)), (10)

where we only need to deal with the conditional distribution of a subset of random variables:
pθ(Z(b) ∣Y(b)). One may then design the CL-EM Algorithm 2.

Algorithm 2 enjoys the same general property as the EM Algorithm 1. The proof follows
the same line as this for EM and is given in Appendix A.1.

Proposition 1. Using Algorithm 2 yields a sequence (θ(h))h∈N such that cℓθ(h+1)(Y) ≥ cℓθ(h)(Y).
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Algorithm 2: CL-EM
repeat

CL-E step: compute the moments of each of the C conditional distribution
pθ(h)(Z(b) ∣Y(b)) required to evaluate

Qcℓ(θ ∣ θ(h)) =
C

∑
b=1

λbEθ(h)[log pθ(Y
(b),Z(b)) ∣Y(b)];

CL-M step: update the parameter estimate as:

θ(h+1) = argmax
θ

Qcℓ(θ ∣ θ(h)) ;

until convergence;

PLN model. In the context of the PLN model, the blocks will consists of subsets of k species,
that is Cb ⊂ {1, . . . , p} and Y(b) = {Yij}1≤i≤n,j∈Cb . We shall consider the same blocks of species for
Z as for Y, that is Z(b) = {Zij}1≤i≤n,j∈Cb . Obviously, the conditional moments to be evaluated at
the CL-E step are the same than these given in (7), replacing Y (resp. Z) with Y(b) (resp. Z(b))
for each block Cb, but with a further simplification on the parameter. The complete likelihood
pθ(Y(b),Z(b)) of block Cb does not depend on all the elements of θ. More specifically, it only
involves θ(b) = (B(b),Σ(b)) where

B(b) = [βj]j∈Cb , and Σ(b) = [Σjk](j,k)∈Cb .

We thus need to estimate on each block 1 ≤ b ≤ C, each site 1 ≤ i ≤ n and each specie j ∈ Cb

Eθ(b,h)[Z
(b)
ij ∣ Y

(b)
ij ], Eθ(b,h)[exp(Z

(b)
ij ) ∣ Y

(b)
ij ] and Eθ(b,h)[Z

(b)
i

⊺
Σ(b)

−1
Z
(b)
i ∣Y

(b)
i ]. (11)

In the sequel, while Z(b) denotes the n× k matrix of latent variables for the block Cb, Z(b)ij does
not refer to an element of the j-th column of Z(b) but to an element of the column of Z(b)

associated to specie j.
Conversely, the data block Y(b) contributes only to the estimation of the elements θ(b). As

a consequence, to be able to estimate each element of the covariance matrix Σ, we need to
resort to overlapping blocks, so that each pair of species (j, k) appears at least once in the same
block. The construction of the blocks will be discussed in Section 4.1.

Asymptotic variance of MCL estimates As aforementioned, the estimator θ̂cℓ resulting
from the maximization of the composite log-likelihood cℓ(θ) is consistent and asymptotically
normal. Its asymptotic variance is given by the inverse of the so-called Godambe information
matrix [Varin et al., 2011] defined for all θ ∈ Θ as

G(θ) =H(θ)J(θ)−1H(θ) where
⎧⎪⎪⎨⎪⎪⎩

J(θ) = Varθ[∇θcℓ(θ)],
H(θ) = −Eθ[∇2

θcℓ(θ)].
(12)

where the expectation and the variance are taken with respect to Y. Observe that, for regular
models, because of the identity

Varθ[∇θ log pθ(Y)] = −Eθ[∇2
θ log pθ(Y)], (13)

when cℓ(θ) is the regular log-likelihood, we have H(θ) = J(θ). Consequently, G(θ) = H(θ) =
J(θ) and fits the Fisher information matrix. In the general framework, the computation of
G(θ) can be achieved using solely the gradient of the log-marginal on each block.
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Proposition 2. For all θ ∈ Θ, the matrix H writes as a convex sum of Fisher information
matrices of each block

H(θ) =
C

∑
b=1

λbEθ[∇θ log pθ(Y(b)){∇θ log pθ(Y(b))}⊺].

This expression stems from that identity (13) holds for each block of data Y(b) and that
the score of the likelihood on a given block has a zero expectation.

Just as in the case of the regular likelihood framework, one can derive a sample variance esti-
mator for J(θ) and a sample mean estimator for H(θ). For both estimators {∇θ log pθ(Y(b))}1≤b≤C
terms can be computed applying Louis’ formula (5). Note that Louis’ formula (6) could also
be used in the context of composite likelihood to derive control variates estimators.

3 Importance Sampling within EM algorithm
Monte-Carlo approximations of EM (MCEM) are among the most popular alternative to de-
terministic (e.g., variational) approximations to deal with intractable E steps. The aim is to
compute an estimate of the objective function (3) that is used to carry out the updates of
the model parameters. While the MCEM method offers a wide range of solutions due to the
extensive choices of sampling routines, it is not always straightforward to have an appropriate
strategy for each problem. In what follows we focus on importance sampling as we will see it
can benefit from existing variational approaches reminded in Section 2.2.

3.1 Maximum likelihood inference using IS

In the framework of the PLN model (1), because the sites 1 ≤ i ≤ n are supposed to be
independent, the function Q decomposes into

Q(θ ∣ θ(h)) =
n

∑
i=1

Eθ(h)[log pθ(Yi,Zi) ∣Yi]

The subsequent method remains nonetheless valid in a general framework by writing things
in terms of the joint distribution of Y and Z, though the sampling method might be more
intricate in presence of dependence between, say, the sites. For each site 1 ≤ i ≤ n, the core of
the problem is to estimate quantities of the form

Eθ(h)[f(Zi) ∣Yi] = ∫
Rp

f(z)pθ(h)(z ∣Yi)dz,

for some measurable function f . Importance sampling aims at estimating such expectation with
respect to pθ(h)(⋅ ∣Yi) by approximating this conditional distribution with a random probability
measure based on weighted samples from a probability density function q

(h)
i , referred to as

proposal distribution, such that pθ(h)(⋅ ∣Yi) is absolutely continuous with respect to q
(h)
i . The

latter assumption ensures that the Radon-Nikodym derivative of the distribution measure of
Zi ∣Yi with respect to the distribution mesure with density q

(h)
i exists, namely it can be written

as

pθ(h)(⋅ ∣Yi)
q
(h)
i

≜
ρ
(h)
i

∫
Rd

ρ
(h)
i (z)q

(h)
i (z)dz

where ρ
(h)
i =

pθ(h)(Yi, ⋅)
q
(h)
i

.
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We thus have

Eθ(h)[f(Zi) ∣Yi] =
∫
Rp

f(z)ρ(h)i (z)q
(h)
i (z)dz

∫
Rd

ρ
(h)
i (z)q

(h)
i (z)dz

,

and the related so-called self-normalized importance sampling estimator using N ∈ N∗ indepen-
dent samples (Vi1, . . . ,ViN) from q

(h)
i is

Ê
q
(h)
i
[f(Zi)] ≜

N

∑
r=1

w
(h)
ir f(Vir), with w

(h)
ir =

ρ
(h)
i (Vir)

∑N
s=1 ρ

(h)
i (Vis)

. (14)

The latter provides a consistent estimator that converges at a rate
√
N and is asymptotically

unbiased. Self-normalized estimates are however biased for fixed N (it is a special instance of
estimator of a ratio of expected values). While it may be neglected at first since it decreases
faster than the variance with N , it is possible to account for it using the method developed by
Middleton et al. [2019] in the more comprehensive yet very useful particle filters framework.

PLN model. Self-normalized importance sampling estimators can therefore be applied to es-
timating the conditional moments (7), or more practically, their gradients counterpart involved
in the M-step. Appendix A.2 shows how to perform a stochastic gradient scheme to achieve
the update for the regression coefficients B and provide an update for the covariance matrix Σ
from the same weighted sample of a proposal distribution q

(h)
i . These updates solely requires

to compute for each site i

{Ê
q
(h)
i
[exp(Zij)]}

1≤j≤p
and Ê

q
(h)
i
[ZiZ

⊺
i ]. (15)

The whole inference procedure is described in Algorithm 3.
As for the variance of the estimators, the PLN model forms an example where we cannot

either exactly compute the conditional expectation (5). Nonetheless, stemming from this iden-
tity, we can derive a plug-in estimator for the score function ∇θ log pθ(Yi) by recycling the
particles and the weights from the importance sampling scheme of the last iteration of ISEM
Algorithm 3. Namely, the estimator (4) becomes

Î(θ) = 1

n

n

∑
i=1

Ê
q
(h)
i
[∇θ log pθ (Yi,Zi)]Êq

(h)
i
[∇θ log pθ (Yi,Zi)]⊺ (16)

We shall remark that, to compute the plug-in estimator, we do not have to store the particles
and the weights associated to each site. Indeed, for each site i, the plug-in estimator is based
on the same self-normalized importance sampling estimators (15) used in the M Step (see
Appendix A.2).

3.2 Maximum composite likelihood inference using IS

Importance sampling performances may quickly degrade when the dimension of the sampling
space increases. Indeed, Agapiou et al. [2017] shows that, over the class of bounded test
function, one can control the L2 error of the estimator if the sample size N increases at least
exponentially with respect to the 2-Rényi divergence. Chatterjee and Diaconis [2018] achieve
a similar result in high probability and for the KL divergence on another set of problems. The
limitation of importance sampling arises from the difficulty to control such discrepancy measure
and finding a proposal close to the, possibly, intricate target distribution. As a consequence,
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Algorithm 3 may become inefficient when dealing with a large number p of latent variables Z
and reducing the dimension of the space in which importance sampling is performed becomes
paramount.

The benefit of Algorithm 2 is that, when the conditional moments in the CL-E step are
intractable, they can be estimated using importance sampling but with a sampling space of
smaller dimension, i.e., of the size of the block. Specifically, we can consider a proposal distri-
bution q

(b,h)
i specific to each iteration h, block Cb and site i and the self-normalized weights for

a N -sample (Vi1, . . . ,ViN) from q
(b,h)
i writes as

w
(b,h)
ir =

ρ
(b,h)
i (Vir)

∑N
s=1 ρ

(b,h)
i (Vis)

, where ρ
(b,h)
i =

pθ(b,h)(Y
(b)
i , ⋅)

q
(b,h)
i

. (17)

PLN model. As in the case of the regular likelihood, importance sampling is used to esti-
mating gradients counterpart of the moments (11). Appendix A.3 states that unlike the regular
framework, we do not have access to a direct importance sampling estimator for Σ but we can
still perform a stochastic gradient scheme to achieve the updates for both parameters that
relies, for each site i, each block b and each specie j, on

n

∑
i=1

Ê
q
(b,h)
i
[Z(b)i Z

(b)
i

⊺
] and ∑

b∈C(j)
Ê

q
(b,h)
i
[exp (Z(b)ij )].

The whole inference procedure is described in Algorithm 4.
The estimation of the Godambe information matrix (12) relies on following Monte Carlo

estimators

Ĵn(θ) =
1

n

n

∑
i=1

ŜiŜ
⊺
i − {

1

n

n

∑
i=1

Ŝi}{
1

n

n

∑
i=1

Ŝi}
⊺

and Ĥn(θ) =
1

n

n

∑
i=1

C

∑
b=1

λbŜ
(b)
i Ŝ

(b)⊺
i , (18)

where

Ŝ
(b)
i = Êq

(h)
i
[∇ log pθ (Y (b)i , Z

(b)
i )] and Ŝi =

C

∑
b=1

λbŜ
(b)
i .

From a numerical perspective, the computation of the former estimators is somewhat less
straightforward than those used for the Fisher information matrix. These matrices do not
depend on precisely the same statistics as those involved in the M Step, owing to differences
in the cross-products utilized. We need the entire weighted sample of the last step to avoid
computing unnecessary quantities at each step of the EM procedure.

3.3 Importance proposal distribution

As aforementioned, the choice of the proposal distribution q
(h)
i or q

(b,h)
i is paramount to get

reliable estimates with a reasonable simulation cost. Finding an appropriate proposal poses
a challenge that can then be treated by adaptive sequential methods [e.g., Cornuet et al.,
2012, Daudel et al., 2021, Korba and Portier, 2022, Daudel et al., 2023] but the latter remain
computationally cumbersome to be plugged in an MCEM scheme as the target changes at each
iteration.

We choose here to build an initial proposal distribution upon the variational approximation
from Chiquet et al. [2018, 2019] and subsequently adapt it at each iteration. Our approach relies
on the following result that gives conditions, when the proposal distribution q

(h)
i is Gaussian,

to achieve non-normalized weights ρ
(h)
i (Vi) that (i) have finite variance and (ii) are bounded.

Proposition 3 give conditions under which both properties hold; its proof is given in Appendix
A.1.
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Proposition 3. Under the PLN model (1), given 1 ≤ i ≤ n and a parameter value θ = (B,Σ),
letting m ∈ Rp and S be a symmetric positive definite matrix and denoting φ (⋅ ; m,S) the density
function on Rp of the multivariate normal distribution N (m,S), it holds that:

(i) If 2Σ−1 − S−1 is positive definite, then

∫
Rp

pθ(Yi,v)2
φ(v ; m,S)

dv <∞;

(ii) If Σ−1 − S−1 is positive definite, then we also have

sup
v∈Rp

pθ(Yi,v)
φ(v ; m,S)

<∞.

Vanilla Gaussian proposal. In the first instance, we might consider the normal distribution
that best fits the conditional distribution against which we integrate. From that perspective,
the proposal q(h)i is set, first (when h = 0) to the Gaussian approximation resulting from the
variational inference, then to a Gaussian distribution whose first two moments matches the
ones of pθ(h−1)(⋅ ∣Yi).

This choice is surprisingly marred by a major drawback. The computation of the non-
normalized weight ρ

(h)
i (Vi) still involves in the numerator a dominant quadratic term related

not to the conditional variance, but to the marginal variance Σ(h) (see Equation (21) in Ap-
pendix A.1). Using a normal proposal based on the conditional variance yields a distribution
that is more concentrated than the joint distribution involved in the non-normalized weight.
The latter are thus never bounded in the tails. Moreover the condition given by Proposition 3
to get at least finite variance does not hold in all generality. Such a proposal distribution thus
provides a fair idea of where to sample, but may nonetheless lead to a zero effective sample
size.

Conversely, if we consider a Gaussian proposal that scales to the variance of the marginal
distribution of Zi. Even though the associated non-normalized weights are solely bounded under
specific assumptions about m, they always have a finite variance. However, samples from such a
proposal are significantly more spread out compared to samples from a distribution that scales
to the variance of the targeted conditional distribution of Zi ∣Yi. This results in a suboptimal
exploration of the target and a low effective sample size.

ISEM algorithm for the PLN model. In what follows, we thus set q
(h)
i to a mixture

distribution that strikes a balance between the benefits offered by both aforementioned ones,
namely, for α ∈ [0,1)

q
(h)
i = αφ (⋅ ; m(h)i ,S

(h)
i ) + (1 − α)φ (⋅ ; m

(h)
i ,Σ(h)) , (19)

where (m(0)i ,S
(0)
i ) and Σ(0) are respectively the variational parameter (mi,Si) and the varia-

tional estimation of Σ, and for h ≥ 1, m(h)i and S
(h)
i are Monte Carlo estimates of the mean

and variance of the conditional distribution pθ(h−1)(⋅ ∣ Yi). The following proposition states
that the importance weights associated with the mixture inherit the same properties as the
non-normalized weight related to φ(⋅ ; m,Σ(h)). The proof follows directly from Proposition 3
and is given in Appendix A.1.

Proposition 4. Under the same condition as Proposition 3, with θ(h) = (B(h),Σ(h)), for all
α ∈ [0,1), the non-normalized weights associated to the proposal distribution (19) satisfy

E
q
(h)
i
[ρ(h)i (V)2] = ∫Rp

pθ(h)(Yi,v)2

q
(h)
i (v)

dv <∞.
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The mixture proportion α controls how close we aim to be from the optimal Gaussian proxy
of the conditional, while the second component is solely dedicated to ensuring finite variance of
the non-normalized weights in Proposition 4. Algorithm 3 summarizes our MCEM algorithm
for the inference of the PLN model (1) based on the mixture proposal 19.

Algorithm 3: ISEM for PLN
Input: number of iterations niter, number of draws N , mixture proportion α,

variational parameter {(m(0)i ,S
(0)
i )}1≤i≤n, variational estimation Σ(0) of Σ.

for h = 0 to niter − 1 do
for i = 1 to n do

sample (Vi1, . . . ,ViN) from q
(h)
i ∼ αN (m(h)i ,S

(h)
i ) + (1 − α)N (m

(h)
i ,Σ(h));

compute (w(h)i1 , . . . ,w
(h)
iN ) according to (14);

compute Ê
q
(h)
i
[Zi], Êq

(h)
i
[ZiZ

⊺
i ] and {Ê

q
(h)
i
[exp(Zij)]}

1≤j≤p
;

set

m
(h+1)
i = Ê

q
(h)
i
[Zi] and S

(h+1)
i = Ê

q
(h)
i
[ZiZ

⊺
i ] −m

(h+1)
i m

(h+1)
i

⊺
;

end
/* See Appendix A.2 for update formulas */

set Σ(h+1) = 1

n

n

∑
i=1

Ê
q
(h)
i
[ZiZ

⊺
i ];

for j = 1 to p do
set β(h+1)j with a gradient scheme based on {Ê

q
(h)
i
[exp(Zij)]}

1≤i≤n
;

end
end

Composite ISEM algorithm for the PLN model. The proposal distribution (19) can
easily be extended to the composite likelihood framework, where the aim is to have a mixture
on each block. Namely, the proposal distribution for block Cb at iteration h is

q
(b,h)
i = αφ (⋅ ; m(b,h)i ,S

(b,h)
i ) + (1 − α)φ (⋅ ; m(b,h)i ,Σ(b,h)) , α ∈ (0,1),

where the parameter corresponds to those from (19) reduced to block Cb, i.e.,

{(m(b,0)i ,S
(b,0)
i )}1≤i≤n = {([mi,j], [Si,j])}1≤i≤n,j∈Cb , Σ(b,0) = [Σ(0)jk ](j,k)∈Cb ,

the updates m(b,h)i and S
(b,h)
i are the estimated mean and variance of the conditional distribution

pθ(b,h−1)(⋅ ∣ Y
(b)
i ), while Σ(b,h) is the current estimate of Σ(b), that is Σ(b,h) = [Σ(h)jk ](j,k)∈Cb . The

whole inference procedure for the PLN model and this peculiar choice of proposal is summarized
in Algorithm 4.

4 Illustrations
In this section, we first discuss the construction of the blocks in view of composite likelihood
inference. Then, we compare and assess the performances of the different inference algorithms
previously proposed on synthetic datasets. Eventually, we use them to analyse populations of
fishes from the Barents sea.
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Algorithm 4: Composite ISEM for PLN
Input: number of iterations niter, number of draws N , mixture proportion α,

variational parameter on each block {(m(b,0)i ,S
(b,0)
i )}1≤i≤n, variational

estimation Σ(0) of Σ.
for h = 0 to niter − 1 do

for b = 1 to C do
set Σ(b,h) = [Σ(h)jk ](j,k)∈Cb ;
for i = 1 to n do

sample (V(b)i1 , . . . ,V
(b)
iN ) from

q
(b,h)
i ∼ αN (m(b,h)i ,S

(b,h)
i ) + (1 − α)N (m(b,h)i ,Σ(b,h));

compute (w(b,h)i1 , . . . ,w
(b,h)
iN ) according to (17);

compute Ê
q
(b,h)
i
[Z(b)i ], Êq

(b,h)
i
[Z(b)i Z

(b)
i

⊺
] and {Ê

q
(b,h)
i
[exp(Z(b)ij )]}

j∈Cb
;

set

m
(b,h+1)
i = Ê

q
(b,h)
i
[Z(b)i ] and S

(b,h+1)
i = Ê

q
(b,h)
i
[Z(b)i Z

(b)
i

⊺
]−m(b,h+1)i m

(b,h+1)
i

⊺
;

end
end
/* See Appendix A.3 for update formulas */

set Σ(h+1) with a gradient scheme based on {∑n
i=1 Êq

(b,h)
i
[Z(b)i Z

(b)
i

⊺
]}

1≤b≤C
;

for j = 1 to p do
set β(h+1)j with a gradient scheme based on {∑b∈C(j) Êq

(b,h)
i
[exp (Z(b)ij )]}

1≤i≤n
;

end
end

4.1 Determining the blocks for composite likelihood inference

We first discuss the way species can be spread into blocks for composite-likelihood inference.
In this paper, we only considered blocks with constant size k ≤ p. Obviously, for a given block
size k, using a small number of blocks C alleviates the computational burden.

To get an estimate of each entry of the covariance matrix Σ, it is sufficient that each pair
of distinct species (j, j′) (1 ≤ j < j′ ≤ p) appears at least once in a same block Cb (1 ≤ b ≤ C).
Hence, it is unnecessary to explore every possible combinations of blocks with size k, so C ≤ (pk).
On the other hand, because there are p(p−1)/2 pairs of species and because each block contains
k(k − 1)/2 pairs (giving a total of Ck(k − 1)/2 pairs), we need that C ≥ p(p − 1)/[k(k − 1)].
Remark that k = 2 is a trivial case as each blocks contributes to estimate one single covariance
parameter so C = p(p − 1)/2.

Spreading the p species into k blocks is equivalent to build an incomplete block design in
terms of design of experiments. In the general case, finding an incomplete block design with a
minimal number of block is a challenging combinatorial task. We conceived a greedy stochastic
algorithm to build such a design. Figure 1 gives the number of blocks returned by this algorithm
for the various configurations of the simulation study.

We observe that the upper bound (pk) is much too pessimistic, as compared to the obtained
number of blocks C. Our algorithm find a number of blocks close to the lower bound p(p −
1)/[k(k − 1)]. Furthermore, we note a strong dependence of C on k. For instance, taking k = 5
yields in a smaller the number of blocks than taking k = 2. Consequently, we expect better
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Figure 1: Number of blocks C as a function of the number of species p (in log-log-scale) for
blocks of size k = 2 (black squares ∎), k = 3 (blue circles ◯), k = 5 (red triangles up △) and
k = 7 (green triangles down ▽). Solid line: number of blocks actually used, dashed line: upper
bound (pk), dotted line: lower bound p(p − 1)/[k(k − 1)].

computational efficiency for the CL5 algorithm than for the CL2. Due to C increasing as p2

for k = 2, we did not run the CL2 algorithm for p > 30.

4.2 Simulation study

Simulation design

To mimic typical datasets encountered in community ecology or biogeography, we fixed the
number of sites to n = 100 and the number of covariates to d = 3 (that is, one intercept and two
covariates) and made the number of species vary from p = 5 to p = 50. The offset term was set
to zero. For each dimension p, we fixed the n × d matrix of covariates X, the d × p matrix of
regression coefficient B and the p×p covariance matrix Σ and sampled M = 100 count matrices
Ym (1 ≤m ≤M) with dimension n × p according to the PLN model (1).

Estimation algorithms. For small number of species (p ≤ 10), we carried out maximum
likelihood inference using our ISEM algorithm 3, and referred to as “full likelihood” (FL).
For each simulated dataset Ym, we obtained the parameter estimates B̂

m
and Σ̂

m
, and their

respective estimated asymptotic variance related to the estimated Fisher information matrix
(16).

For all number of species and each simulated dataset, we also performed composite likelihood
inference using our composite ISEM algorithm 4 with blocks of size k = 2,3,5 and 7. It is further
referred to as “composite likelihood” or “CLk”. For each simulation setting, we obtained the
parameter estimates B̂

m
and Σ̂

m
, and their respective estimated asymptotic variance using the

Godambe matrix based on estimates (18).
For all ISEM algorithms, we used a linearly increasing number of particles along the it-

erations: at iteration h, we used N (h) = hN (0) particles. We considered N (0) = 50,100 and
200 initial particles. We did not observe any significant difference, except in the situations
(not shown) that are actually doomed to fail with all considered numbers of particles due to
the aforementioned limitation of IS when the dimension p or k grows. We report hereafter
the results obtained with N (0) = 200 initial particles. We let the algorithms run at most 1000
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iterations and used a lag of 50 steps for the stopping criterion. Regarding the mixture proposal
distribution defined in Equation (19), we used the mixture proportion α = .9.

Normality of the estimators. We are interested in the validity of the model parameters
inference, especially in the ability to provide valid tests and/or confidence intervals, which are
not provided by variational inference. To this aim, for each algorithm under consideration and
each, say, regression parameter βℓj, we examined the standardized estimates

β̃ℓj = (β̂ℓj − βℓj)/
√
V̂ar (β̂ℓj) (20)

where βℓj stands for the true value, β̂ℓj for its estimate provided by the algorithm and V̂ar(β̂ℓj)
for the estimated variance of β̂ℓj. According to the M-estimator theory, for a given set of
parameter θ and a given ISEM algorithm, the distribution of the β̃

(m)
ℓj across simulations

m = 1, . . . ,M should be close to a standard normal. We used the Kolmogorov-Smirnov (KS)
test to assess this normality and reported the resulting p-value.

Simulation results

Full likelihood vs composite likelihood. Figure 2 gives the distributions of the KS test
for both the FL and the CLk algorithms, for k = 2,3,5,7. The boxplots consist of KS p-values,
associated with the p × d regression parameters βjℓ. This figure shows that normality is not
rejected for the CL algorithms, even for large number of species (p = 30 or 50). A departure
from normality is however observed with full likelihood inference, for a moderate number of
species (p ≃ 10). This illustrates the difficulty encountered by importance sampling to perform
well, even for a moderate values of p, while keeping a reasonable computational budget.

p = 5 p = 7 p = 10 p = 20

p = 30 p = 40 p = 50

Figure 2: Distribution of the p-values of the Kolmogorov-Smirnov test for the distribution of
the standardized estimates β̃ℓj (over the M = 100 simulations) as a function of the inference
algorithm (FL or CLk). Each boxplot is built across the d × p = 3p normalised coefficients β̃ℓj.
Dotted red lines: α = 5% significance threshold after Bonferroni correction (i.e., α/(dp)).

Figure 3 points out the good fit of the tests statistics defined in Equation (20) to the
standard normal for all composite likelihood algorithms. These results strikingly contrast with
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the results corresponding to the specific case of full likelihood inference presented in Appendix
A.4. Figure 9 shows a systematic increase of the departure from normality when the number
of species grows from p = 5 to p = 10, p-values dropping faster once p ≥ 7. The qq-plots from
Figure 10 outlines that, while departing from the normal distribution, the FL algorithm tends
to over-estimate Var(β̂ℓj) as p increases. The discrepancy between composite likelihood and
full likelihood approaches can be further observed on Figure 11. On that instance for p = 10, the
distribution of the β̂ℓj resulting from the different CLk algorithms do fit a standard Gaussian,
whereas these resulting from FL does not.

β1j β2j β3j

CL2

CL3

CL5

CL7

Figure 3: qq-plots of the normalized regression coefficient β̃ℓj defined in Equation (20) for
each of the d = 3 covariates and for the second simulated species (among p = 30) resulting from
the composite likelihood algorithms CLk for k = 2,3,5,7. x-axis: standard normal quantiles,
y-axis: quantiles of β̃ℓj (black dots ●), magenta dashed lines - -: 95% bounds for the standard
normal qq-plot.

Variance of the estimates. We then studied the effect of the block size k on the estimated
asymptotic variance of the regression coefficient estimates provided by composite likelihood
inference. Figure 4 displays the distribution (across coefficients) of the variance ratios, taking
the CL5 algorithm as an arbitrary reference to account for the intrinsic variability between
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coefficients. This figure shows that the variance slightly decreases as k increases, but always
remains close to one.

Figure 4: Boxplot of the relative variance of the estimates β̂ℓj of the regression coefficients
obtained with the CL2, CL3 and CL7 algorithms, as compared to the CL5 algorithm for p = 30
species. Each boxplot is built across the d × p = 90 normalised coefficients β̃ℓj.

Computational time. Table 1 gives the mean computational times required by the CLk
algorithms for several number of species p, together with the number of iterations and the
number of blocks. We first observe that the mean number of iterations is much smaller than
the maximal number allowed (1000). As expected, the computational time mainly depends on
the number of species p, which is both explained by the increasing number of iterations and
the number of blocks required.

Computational time (s)
CL2 CL3 CL5 CL7

p = 10 44 42 216 149
p = 30 4061 8936 592 3196
p = 50 – 10769 8744 4249

Number of iterations
CL2 CL3 CL5 CL7

p = 10 124 115 107 101
p = 30 299 256 243 216
p = 50 – 522 443 123

Number of blocks
CL2 CL3 CL5 CL7

p = 10 45 17 6 3
p = 30 435 159 60 34
p = 50 – 448 166 93

Table 1: Top: Mean computational time (averaged over the B = 100 simulations) in seconds,
for p = 10,30 and 50 species for each of the algorithm CLk, with k = 2,3,5 and 7.
Bottom left: Mean number of iterations, Bottom right: Number of blocks, for the same config-
urations.

4.3 Fish abundances in the Barents sea

We now illustrate the use of the proposed methdology on fish abundances in the Barents
sea. The dataset consists of the abundances of p = 30 fish species in n = 89 stations (sites)
from the Barents sea that have been collected between April and May 1997 and described by
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Fossheim et al. [2006]. For each sample, the latitude and longitude of the station as well as
the temperature of the water and the depth were recorded. The data are available from the
PLNmodels R package [Chiquet et al., 2021]. Abundances were all obtained with the same
experimental protocol, so no offset term is required in the model.

For these illustrations, we started with N (0) = 200 particles, we set the maximum number
of iterations to 10000 and used a lag of 50 steps for the stopping rule.

Reduced dataset: p = 7 species

We first consider only the p = 7 more abundant species of the dataset, in order to compare full
likelihood (FL) inference with composite likelihood (CL) inference described in Sections 3.1 and
3.2. For composite likelihood, we used the same block sizes as in Section 4.2, that is k = 2,3,5
and 7. The number of iterations for each algorithm were FL = 2885, CL2 = 4172, CL3 = 4471
and CL5 = 3484, while the variational EM algorithm from the PLNmodels packages took 89
before convergence.

(composite) log-likelihood ESS

FL

CL2

CL3

CL5

Figure 5: (Composite) log-likelihood (left) and effective sample size (right) along iterations for
the different algorithms. From top to bottom: FL, CL2, CL3, CL5. Left: one dot for each
iteration, right: one boxplot for each iteration (one value for each block and each site).

Figure 5 displays the evolution of the estimated (composite) log-likelihood along the iter-
ations, as well as the distribution of the effective sampling sizes (ESS) across each site and
each block. We observe the typical behavior of EM-algorithms, with a dramatic increase of the
log-likelihood during the first steps, then a slower convergence before reaching a plateau. In
terms of sampling efficiency, we observe that the ESS goes rapidly (less than 50 iterations) to
80%.

Figure 6 compares the estimates obtained with the different algorithms. We observe that the
estimates of both the regression coefficients βhj are fairly consistent for FL and CL algorithms,
but depart from the variational estimates (VEM), which was used to initialize each of them. The
same observation holds for covariance parameters Σjk, with a higher diversity among the FL
and CL algorithms. Importantly, the variance of the estimators of the regression coefficients β̂hj
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B̂ Σ̂ Var[B̂]

Figure 6: Comparison of the estimates with the different algorithms. Left: regression coefficients
β̂hj, center: covariance parameters Σ̂jk, right: estimated variances of the regression coefficients
β̂hj. x-axis = full likelihood inference (FL), y-axis: likelihood inference (FL = red triangle △
= reference), composite likelihood inference (CL2 = green plus +, CL3 = blue times symbol ×,
CL5 = cyan diamond ◇) and variational EM (VEM = black circles ’○’).

vary importantly between full-likelihood and composite-likelihood inference, the latter providing
less variant estimates. This suggests that, in the case of the Poisson log-normal model, the
composite likelihood inference yields a higher power to detect potential effects of the covariates.

Full dataset: p = 30 species

We then considered the full dataset of Fossheim et al. [2006] and ran the composite likelihood
algorithm described in Section 2.3 with k = 3,5 and 7 blocks (CL3, CL5, CL7), as well as the
VEM algorithm using the PLNmodels package.

Comparison of the different algorithms. The left part of Figure 7 shows that the es-
timates of the regression coefficients βℓj obtained with the three CL algorithms were all very
close. Moreover, it shows that the difference with the variational estimates is also quite small.
The same observation can be made about the covariance parameters Σjk (same Figure, cen-
ter). These results show that the estimates are robust to the choice of the block size k. It
also confirms the general observation that VEM provides accurate estimates of the parameters
(without matching them with any uncertainty measure).

The right part of Figure 7 assess the sampling efficiency of the CL5 algorithm, which stopped
after 2571 iterations: the ESS for each site and block is higher than 80% after less than 100
iterations. The CL3 and CL7 algorithms displayed a similar behavior (not shown).

Interpretation. A main interest of the algorithm which we propose here is to provide an
accurate estimate of the variance of the parameter estimates of the PLN model. This enables
the practitioner to determine (i) which environmental covariates have a significant effect on
each species under study and (ii) which pairs of species display a correlation, that does not
result from environmental variations.

Figure 8 displays an example of such results. The left panel shows a contrasted pattern as for
the effect of local (that is, within the Barents sea) variations of the environmental conditions
on the different fish species: some display large effect sizes (displayed on top), indicating a
strong sensitivity to changes, whereas others seem to be poorly affected (displayed at bottom),
suggesting a wider ecological niche.

The center and right panels of Figure 8 presents the estimate of the latent covariance matrix
Σ (and of the associated correlation matrix cor(Σ)), where only significant terms are displayed.
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B̂ Σ̂ ESS

Figure 7: Left: estimates of the regression coefficients βℓj. x-axis: estimates obtained with the
CL5 algorithm (green plus + = reference), y-axis: estimates obtained with the VEM (black
circles ◯), CL3 (red squares ◻) and CL7 (blue triangles △). Center: same plot as left for the
covariance parameters σjk. Right: boxplot of the efficient sample size for all sites and blocks
as a function of the iterations for the CL5 algorithm.

This results in a fairly sparse pattern, indicating that only a small fraction of species pairs (41
among 435) have correlated abundance variations, once accounted for the environmental effects.

B̂ Σ̂ cor(Σ̂)

Figure 8: Colormap of the parameter estimates. Left: regression coefficients β̂ℓj, center: co-

variance parameters Σ̂jk, right: corresponding correlations ρ̂jk = Σ̂jk/
√
Σ̂jjΣ̂kk. Blank cells

correspond to non-significant estimates, red cells (marked with ’+’) to positive estimates and
blue cells (marked with ’−’) to negative estimates.

Code availability
The proposed algorithms have all been implemented in R [R Core Team, 2015] and C++, and
will be included in the PLNmodels package [Chiquet et al., 2021] soon. For the time being, the
codes are available from the authors upon request.
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A Appendix

A.1 Proofs

Proof of Proposition 1

As θ(h+1) is the maximizer of ∑B
b=1 λbEθ(h) [log pθ(Y(b),Z(b)) ∣Y(b)], we have that

0 ≤
B

∑
b=1

λbEθ(h) [log pθ(h+1)(Y(b),Z(b)) ∣Y(b)] −
B

∑
b=1

λbEθ(h) [log pθ(h)(Y(b),Z(b)) ∣Y(b)]

=
B

∑
b=1

λbEθ(h) [log
pθ(h+1)(Y(b),Z(b))
pθ(h)(Y(b),Z(b))

∣Y(b)] ≤
B

∑
b=1

λb logEθ(h) [
pθ(h+1)(Y(b),Z(b))
pθ(h)(Y(b),Z(b))

∣Y(b)]

using Jensen’s inequality, so

0 ≤
B

∑
b=1

λb log∫
Rk

pθ(h)(Z(b) ∣Y(b))
pθ(h+1)(Y(b),Z(b))
pθ(h)(Y(b),Z(b))

dZ(b)

=
B

∑
b=1

λb log{
1

pθ(h)(Y(b))
∫
Rk

pθ(h+1)(Y(b),Z(b))dZ(b)} = cℓ(θ(h+1)) − cℓ(θ(h)). ∎

This proof relies on the decomposition given in (10). One may observe that it also holds
for the decomposition (9), replacing Z(b) with Z. As a consequence, replacing Z(b) with Z in
Algorithm 2 would yield the same property, although this alternative algorithm would not bring
any computational advantage.

Proof of Proposition 3

(i) For all v ∈ Rp,

pθ(h)(Yi,v)2

φ(v;m,S)
= ∣B∣1/2
(2π)p/2 ∣Σ∣

exp{−1
2
v⊺ (2Σ−1 − S−1)v}

× exp [2
p

∑
j=1
{Yij(oij + x⊺iβ

(h)
j + vj) − exp(oij + x⊺iβ

(h)
j + vj)}] .

Thus the latter is finite if the quadratic terms satisfy for all v ∈ Rp,

v⊺ (2Σ−1 − S−1)v ≥ 0.

The result follows.
(ii) For all v ∈ Rp,

pθ(Yi,v)
φ(v ; m,S)

= ∣S∣
1/2

∣Σ∣1/2
exp{−1

2
v⊺ (Σ−1 − S−1)v} (21)

. × exp [
p

∑
j=1
{Yij(oij + x⊺iβ

(h)
j + vj) − exp(oij + x⊺iβ

(h)
j + vj)}]

We thus have a finite upper bound if the quadratic terms satisfy for all v ∈ Rp,

v⊺ (Σ−1 − S−1)v ≥ 0.
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Proof of Proposition 4

For all v ∈ Rp,

q
(h)
i (v) ≥ (1 − α)φ(v;m

(h)
i ,Σ(h))

and then,

pθ(h)(Yi,v)2

q
(h)
i (v)

≤ 1

(1 − α)
pθ(h)(Yi,v)2

φ(v;m(h)i ,Σ(h))
.

The result follows from statement (i) of Proposition 3, taking S =Σ =Σ(h).

A.2 Update formulas (M step)

Objective function.

Q(θ ∣ θ(h)) = Eθ(h)[log pθ(Y,Z) ∣Y] =
n

∑
i=1

Eθ(h)[log pΣ(Zi) + log pB(Yi ∣ Zi) ∣Yi].

The above decomposition allows to perform optimization in B and Σ separately.

Update for B. For all (i, j) ∈ J1, nK × J1, pK

∂

∂βj

log pB(Yi ∣ Zi) =
∂

∂βj

{(oi +B⊺xi +Zi)⊺Yi −
p

∑
k=1

exp (oik + x⊺iβk +Zik)}

= {Yij − exp (oij + x⊺iβj +Zij)}xi.

The gradient in βj thus writes as

∇(h)(βj) ≜
∂

∂βj

Q(θ ∣ θ(h)) =
n

∑
i=1
{Yij − exp (oij + x⊺iβj)Eθ(h)[exp (Zij) ∣Yij]}xi

and its self-normalised importance sampling estimate for a N -sample (Vi1, . . . ,ViN) from q
(h)
i

∇̂(h)(βj) =
n

∑
i=1
{Yij − exp (oij + x⊺iβj) Êq

(h)
i
[exp (Zij)]}xi

=
n

∑
i=1
{Yij − exp (oij + x⊺iβj)

N

∑
r=1

w
(h)
ir exp (Virj)}xi

Update for Σ. For all (i, j, k) ∈ J1, nK × J1, pK × J1, pK,

∂

∂Σjk

log pΣ(Zi) = −
1

2

∂

∂Σjk

(log ∣Σ∣ +Z⊺iΣZi) .

Denote Ejk the matrix unit with value 1 at coefficient (j, k) and δjk the Kronecker delta. Since
Σ is symmetric,

∂

∂Σjk

log ∣Σ∣ = tr(Σ−1 ∂

∂Σjk

Σ) = tr(Σ−1Ejk) + (1 − δjk)tr(Σ−1Ekj) = (2 − δjk)Σ−1jk .
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Furthermore, again using that Σ is symmetric

∂

∂Σjk

Z⊺iΣ
−1Zi =

p

∑
u=1

Ziu

p

∑
v=1

Ziv
∂

∂Σjk

Σ−1uv

= −
2 − δjk

2

p

∑
u=1

Ziu

p

∑
v=1

Ziv(Σ−1ujΣ−1kv +Σ−1ukΣ−1jv )

= (δjk − 2)
p

∑
u=1

ZiuΣ
−1
uj

p

∑
v=1

ZivΣ
−1
kv

= (δjk − 2) [Σ−1ZiZ
⊺
i Σ
−1]

jk
.

The update for Σ is then solution of

δjk − 2
2
[nΣ−1 −Σ−1

n

∑
i=1

Eθ(h)[ZiZ
⊺
i ∣Yi]Σ−1]

jk

= 0.

This leads to, for the same N -sample (Vi1, . . . ,ViN) from q
(h)
i

Σ(h+1) = 1

n

n

∑
i=1

Eθ(h)[ZiZ
⊺
i ∣Yi] and Σ̂

(h+1) = 1

n

n

∑
i=1

N

∑
r=1

w
(h)
ir VirV

⊺
ir.

A.3 Update formulas (CL-M step)

Objective function.

Qcℓ(θ ∣ θ(h)) =
C

∑
b=1

λbEθ(b,h)[log pθ(Y
(b),Z(b)) ∣Y(b)]

=
C

∑
b=1

λb

n

∑
i=1

Eθ(b,h)[log pΣ(b)(Z
(b)
i ) + log pB(b)(Y

(b)
i ∣ Z

(b)
i ) ∣Y

(b)
i ].

Update for B. For all (i, j, b) ∈ J1, nK × J1, pK × J1,CK,

∂

∂βj

log pB(b)(Y
(b)
i ∣ Z

(b)
i ) =

⎧⎪⎪⎨⎪⎪⎩

{Yij − exp (oij + x⊺iβj +Z
(b)
ij )}xi, if j ∈ Cb,

0d, otherwise.

If we denote C(j) = {b ∈ J1,CK ∣ j ∈ Cb} the set of indices of blocks that contain j, the gradient
in βj writes as

∇(h)(βj) ≜
∂

∂βj

Qcℓ(θ ∣ θ(h))

=
n

∑
i=1

⎧⎪⎪⎨⎪⎪⎩
Yij − exp (oij + x⊺iβj)

⎛
⎝ ∑b∈C(j)

λbEθ(h)[exp (Z
(b)
ij ) ∣Yij]

⎞
⎠

⎫⎪⎪⎬⎪⎪⎭
xi

and its self-normalised importance sampling estimate for N -samples (V(b)i1 , . . . ,V
(b)
iN ) from q

(b,h)
i

∇̂(h)(βj) =
n

∑
i=1

⎧⎪⎪⎨⎪⎪⎩
Yij − exp (oij + x⊺iβj)

⎛
⎝ ∑b∈C(j)

λbÊq
(b,h)
i
[exp (Z(b)ij )]

⎞
⎠

⎫⎪⎪⎬⎪⎪⎭
xi

=
n

∑
i=1

⎡⎢⎢⎢⎢⎣
Yij − exp (oij + x⊺iβj)

⎧⎪⎪⎨⎪⎪⎩
∑

b∈C(j)
λb

N

∑
r=1

w
(b,h)
ir exp (V (b)irj )

⎫⎪⎪⎬⎪⎪⎭

⎤⎥⎥⎥⎥⎦
xi
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Update for Σ. Unlike the full data framework we do not have access to an estimate of Σ
and should resort as well to a gradient based method. Denote Ω(b) the inverse matrix of Σ(b)
and for (j, k) ∈ J1, pK2, C(j, k) = {b ∈ J1,CK ∣ j, k ∈ Cb}

∂

∂Σjk

Qcℓ(θ ∣ θ(h)) = ∑
b∈C(j,k)

(2 − δjk)λb

2
[Ω(b)

n

∑
i=1

E[Z(b)i Z
(b)
i

⊺
]Ω(b) − nΩ(b)]

∎

jk

where [A]∎ stands for a k × k matrix A that has been embedded into a p × p matrix M with
Mjk taking value 0 if the pair (j, k) does not belong to the possible pair of species of block Cb
and being equal to the coefficient of A related to the pair (j, k) otherwise. Each term of the
gradient in Σ can thus be estimated using self-normalised importance estimates

̂∂

∂Σjk

Qcℓ(θ ∣ θ(h)) = ∑
b∈C(j,k)

(2 − δjk)λb

2
[Ω(b)

n

∑
i=1

Ê
q
(b,h)
i
[Z(b)i Z

(b)
i

⊺
]Ω(b) − nΩ(b)]

∎

jk

= ∑
b∈C(j,k)

(2 − δjk)λb

2
[Ω(b)

n

∑
i=1
(

N

∑
r=1

w
(b,r)
i V

(b)
ir V

(b)
ir

⊺
)Ω(b) − nΩ(b)]

∎

jk

A.4 Additional simulation results

Full likelihood inference

We present here additional results regarding the distribution of the full likelihood estimates of
the regression coefficients βellj.

Figure 9: Distribution of the p-values of the Kolmogorov-Smirnov test for the distribution of
the standardized estimates β̃ℓj (over the M = 100 simulations) as a function of the number of
species (p = 5, . . .10) for full-likelihood inference (FL). Dotted red lines: α = 5% significance
threshold after Bonferronni correction (i.e., α/(dp)).
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p = 8

p = 9

p = 10

Figure 10: qq-plots of the normalized regression coefficient β̃ℓj defined in Equation (20) for
the second simulated species for each of the d = 3 covariates with full likelihood (FL) with
p = 5 . . .10 species. Same legend as Figure 3.
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Composite likelihood inference

This section provides additional results regarding the distribution of the composite likelihood
estimates of the regression coefficients βellj.
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FL

CL2

CL3
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Figure 11: qq-plots of the normalized regression coefficient β̃ℓj defined in Equation (20) for the
second simulated species for each of the d = 3 covariates for p = 10 species with full likelihood
(FL) or composite likelihood (CL) with blocks of size k = 2,3,5,7. Same legend as Figure 3.

29


	Introduction
	Maximum likelihood and the EM algorithm
	Monte-Carlo approximations of EM
	The Poisson log-normal model
	Contribution

	A reminder on inference for latent variable models 
	Maximum likelihood inference using EM
	Variational EM 
	Composite likelihood inference 

	Importance Sampling within EM algorithm 
	Maximum likelihood inference using IS 
	Maximum composite likelihood inference using IS 
	Importance proposal distribution 

	Illustrations
	Determining the blocks for composite likelihood inference
	Simulation study
	Fish abundances in the Barents sea

	Appendix
	Proofs
	Update formulas (M step)
	Update formulas (CL-M step)
	Additional simulation results


