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Abstract—The dynamic nature of microgrids introduces chal-
lenges in the context of frequency stability. This work presents
a framework where the future state of microgrid frequency
is predicted and corrective actions are optimized. Predictions
are generated through Bayesian filters leveraging synchronized
data acquired via PMUs. Taking a proactive approach makes
it possible to optimize corrective actions considering dynamic
system conditions. Testing is conducted via Matlab simulations.
The performance of the solution presented in this work is
compared to traditional load-shedding schemes and to predictive
solutions found in literature. The results indicate that the
proposed framework outperforms both. Some of the advantages
of this framework include a reduction in amount of load dropped
during compensation, the use of adaptive parameters which
eliminates the need to simulate contingency conditions, and
dynamic uncertainty quantification provided the particle filter.

Index Terms—Phasor Measurement Units, Power System Pro-
tection, Underfrequency Load Shedding, Particle Filters.

I. INTRODUCTION AND LITERATURE REVIEW

The flexibility and dynamic nature of microgrids pose
challenges in terms of protection and control. Creating a
protection scheme that can cover the many and rapidly chang-
ing operating conditions often observed in these systems is
difficult [1]. Another important, yet unresolved, issue effecting
the operation and reliability of microgrids is the need to find
generation-load balance after an island is formed [2]. The
process of attaining generation-load balance for a microgrid
during islanded operation is fundamentally the same as find-
ing generation-load balance in the macrogrid: Sources with
available capacity are actuated and excess load is dropped [2].
The limitations of state-of-the-art frequency stability schemes
are also the same at both, the micro and the macro level.
Currently, the majority of automatic underfrequency load shed-
ding (UFLS) solutions are built on decentralized architectures
with little to no feedback, and operate at the feeder level
[3]. Traditional UFLS schemes are reactive in the context that
corrective actions are taken only after the system has entered
a critical state. This leads to two commonly observed issues:
delayed response and overshedding [4].

In order to overcome some of these challenges, the solution
presented in [5] utilizes an adaptive algorithm based on power
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measurements to drive a load-shedding process. In [6], a
mixed integer linear programming (MILP) algorithm is used
to optimize a cost function after a drop in frequency is
detected via the rate of change of frequency (RoCoF). An
adaptive, multi-stage load shedding controller is presented
in [7], where local voltage and frequency measurements are
used to identify locations where compensation is required.
In [8], a fuzzy logic control algorithm is used to drive the
virtual inertia in a microgrid in response to changes in power
injections and system frequency oscillations. A cooperative
control approach of neighboring distributed energy resources
(DERs) is introduced in [9]. In [10], neural networks are used
to optimize the response of a cooperative control scheme for
microgrid stability.

Predictive schemes in power systems have been suggested
in various forms. A model predictive control approach is
developed in [11] to optimize microgrid operation. In [12],
measurements are collected via Phasor Measurement Units
(PMUs). Data is processed as a time series, and short term
predictions are made. The work presented in [13] predicts post
disturbance steady state frequency. Active power injections
of synchronous condensers are used by [14] to detect load-
generation imbalances proactively. Meanwhile [15], develops
a method where PMU measurements and polynomial curve-
fitting are used to make predictions.

In [16], frequency control is carried out by actuating fast
acting DERs through an algorithm based on the Extended
Kalman filter. In [17], a predictive stability scheme was
presented where the center of oscillations and the total energy
of the system are used to detect unstable conditions shortly
before the system enters a critical condition.

Solutions found in literature have the following limitations
in common: Most cannot be supported by existing technology.
For instance, these approaches normally rely on PMU mea-
surements with high reporting rates (in some cases over 100
frames per second). This work, by contrast, is based on PMU
reporting rates of 30 frames per second, as this rate would
place a lighter burden on communication infrastructures [18]—
[20].

Second, the techniques surveyed above fall into one of
two categories: Data driven solutions and physics-based so-
lutions. This work proposes a hybrid approach where data
complements physics-based models. This enables the solution
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Fig. 1: Particle Based Sampling.

to produce results that take into account system dynamics
and the physical limits of the system. The end product is a
proactive framework for automatic frequency stability where
model uncertainty is continuously updated [21].

The main contribution of this work lies in the application of
the PF in the area of microgrid stability. The PF is leveraged
to produce a hybrid solution that integrates a data-driven
approach with physics-based equations.

The rest of the paper is structured as follows: Section II pro-
vides an overview of the technique, including an introduction
to the particle filter. The complete scheme is summarized in
Section III. Case studies and results can be found in Section
IV. Concluding remarks are given in Section V.

II. DYNAMIC PREDICTIONS
A. Particle Filter

The particle filter (PF) is an approach to state estimation that
combines Bayesian inference with the Monte Carlo method.
The premise behind this type of estimation is that, it is easier
to approximate a probability distribution, than it is to approx-
imate an arbitrary nonlinear function or transformation [22].
Two advantages of the PF compared to other filtering tech-
niques are that the PF is not limited to Gaussian distributions.
The PF also offers inherit uncertainty quantification [23]. The
PF estimates an underlying probability distribution via samples
called particles. Using a simple object tracking problem as an
example, the process can be summarized as follows: First, a
set of particles are placed around the predicted location of
the object. Then measurements are used to assign weights to
the particles. Particles closer to the measurements are given
a higher weight. The object’s location can be estimated by
calculating the weighted average of the particles. The cluster
of particles is then updated in two ways: First, particles with
lower weights are redistributed around particles with higher
weights. Then, the cluster itself is moved in accordance with
the measurements and a system model. The process is then
repeated at each time step. This is illustrated in fig.1.

The problem of tracking the frequency of a power system
is somewhat similar to tracking a particle moving cross a 2-D
plane. For frequency tracking, the x-axis corresponds to time,
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while the y-axis corresponds to the frequency value at that
particular moment. A sinusoidal function and the change in
frequency, in this case Ay, are part of the system model in this
work. A complete derivation of the PF is omitted due to space
constraints, but it can be found as part of the tutorial presented
in [21]. For the interested reader, a comparison among several
types of Bayesian filters can be found in [24].

B. Prediction

RoCoF is used as the primary means of disturbance detec-
tion. RoCoF offers a reasonable balance between adaptability
and ease of implementation. After a disturbance is identified
via the RoCoF, a prediction is made by feeding Artificial Data
Points (ADPs) to the PF. ADPs are used to extend the horizon
of the predictions produced by the PF beyond the typical k41
time steps. This is an iterative process that creates a vector that
is then used by the filter to make predictions:

ADP, = ADP,_y +t.f +2f" (1

ADP;_; refers to the previous ADP. The average first deriva-
tive of frequency is represented by f’, while the average
second derivative of frequency is represented by f”. Finally,
ts represents the time window of the derivatives [23], [25].

C. Load Excess Calculation

Following a prediction, a load excess factor is calculated
using a formula derived from the swing equation [3]:

L RHO- ) o
B p(fp_fl)

In which L represents the load excess factor, H is the
inertia coefficient, p represents the power factor, and R, is
the predicted rate of change of frequency.

R,= LN ®
ts
During a prediction, I, is calculated as the difference between
the current frequency measurement f;, and the predicted
frequency measurement f,, divided by the time window ¢,.
In this work, the state of frequency is predicted one second
into the future.

III. SCHEME OVERVIEW
A. Distributed Operation

This works takes a distributed approach where areas (is-
lands) are established based on PMU observability, as well as
generation capacity. There is cooperation between neighboring
areas, as PMUs near the edge of one area share information
with adjacent areas.

PMUs are assumed to have a reporting rate of 30 measure-
ments per second. Similar techniques in literate assume delays
of roughly 0.5 seconds or less [13], [15]. This delay accounts
for communication latency and delays related to equipment
operation, such as breaker trip times. This work makes the
same assumption regarding the delay of the response. The local
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Fig. 3: One Line Diagram of the Test System.

inertia of each area is computed online as presented in [26].
This value is then used to calculate the load excess factor via
equation 2.

B. Optimized Response

A MILP algorithm is used to optimize the response after
a disturbance. Three sources of compensation are considered
in this work, these include: The actuation of DERs, shedding
of non-critical loads (residential customers), and shedding of
sensitive loads (industrial customers). Each one of them carries
a different penalty for use, with DERs having the lowest
penalty, and sensitive loads carrying the highest. The loading
and capacity of the sources of compensation are updated in real
time. This information is already captured by most utilities.
After a suitable combination of compensation agents has been
identified, trip commands are sent to the selected breakers.
The process flow, including critical steps are presented in fig.
2.

IV. CASE STUDY

The case study presented in this section is based on a
modified version of the IEEE-13 Bus test system used in [27].
The dynamics are modeled in Simulink, while the analytics and
predictions are performed in Matlab. A One-Line diagram of
the system is provided in fig. 3. System parameters, and per-
phase loading information can be found in tables 1 and 2 of
[27]. Gaussian noise was added to the PMU measurements.
It must be noted that the PF performs better when there is
a moderate amount of noise in the measurements. This is
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because noise is related to how particles are distributed during
the predict and update steps [24]. To account for processing
and communication delays, corrective actions are taken half a
second after each prediction is made.

A. Case Study: Sub-islanding is Prevented

Initial conditions are as follows: All sources, including
utility and DGs are online. The utility breaker opens at 1
second, creating an island with four DGs and a load excess
of around 20%. Due to topology and physical distances, this
larger island can be broken into two smaller islands as depicted
in fig. 3. The scheme will attempt to keep smaller islands
from being formed by keeping the DGs synchronized until
frequency is stabilized. DG rotor angles will be tracked during
this case study. Fig. 4 depicts the complete response of the
system when the PF-based scheme is used to mitigate these
disturbances.
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Fig. 4: Frequency Response with PF Mitigation.

The prediction and mitigation process is as follows: An ini-
tial prediction is made after RoCoF thresholds are surpassed.
This is illustrated in fig. 5.
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Fig. 5: Initial PF Prediction.

Half a second after the prediction is made (to account
for communication and equipment delays), the first stage of
compensation is carried out. Immediately after this stage of
compensation is completed, a new prediction is made. This is
shown in fig. 6.
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Fig. 6: Second PF Prediction.

Since this new prediction shows that frequency is still on
the decline, a new stage of compensation and prediction is
carried out at around 2 seconds. This is illustrated in fig. 7.
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Fig. 7: Third PF Prediction.

This time however, the prediction shows the system’s fre-
quency climbing back to normal ranges. A subsequent stage
of compensation is put on hold until the a new decline in
frequency is detected at roughly 3.5 seconds, as shown in fig.
8.
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Fig. 8: Fourth PF Prediction.

Based on this prediction a new stage of compensation is
carried out at 4 seconds. Immediately after, a new prediction
is made, this is shown in fig. 9.
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Fig. 9: Final PF Prediction.

With frequency returning to normal ranges, the compen-
sation algorithm stops. The complete response is shown in
fig. 4, while difference in rotor angles is shown in fig. 10.
The proposed scheme was able to stabilize the system while
keeping all four DGs synchronized.
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Fig. 10: Rotor Angles with PF-based Mitigation.

In fig. 10, d-theta values are the rotor angle differences
between DG1 and the other three machines.
B. Traditional UFLS Performance

A traditional UFLS scheme is used to mitigate the same dis-
turbances. Fixed settings are used, and the complete response
is shown in fig. 11.
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Fig. 11: Frequency Response with Traditional UFLS Scheme.

In this case the traditional UFLS scheme was able to stabi-
lize frequency, however, synchronization between the DGs is
lost as illustrated in fig. 12.
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Fig. 12: Rotor Angles with Traditional UFLS Mitigation.

In addition to maintaining synchronization between the is-
lands, the solution presented in this paper produced corrective
actions that are optimized taking into account dynamic system
conditions. The traditional UFLS scheme on the other hand,
simply drops load indiscriminately as frequency thresholds are
surpassed [28]. In this work it was assumed that there was
enough load available for shedding for the traditional UFLS
scheme to stabilize the system.

C. Polynomial Curve Fitting

Finally, the framework presented in [15] is used to mitigate
the same disturbances. In [15], predictions are produced via
Polynomial Curve-Fitting (PCF). The limitations of the PCF-
based solution become clear at the 2 second mark in fig. 13,
and once again at the 4 second mark in fig. 14.
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Fig. 14: PCF-based Prediction.

The PCF-based solution is unable to leverage the dynamics
of the system the way the PF-based solution can. As a
result of this, in both cases, the PCF-based solution predicts
that frequency will continue to decline and the scheme will



continue to compensate, leading to an unnecessary loss of
customers. By contrast, as shown in fig. 7 and in fig. 9, the
PF-based scheme is able to make predictions that decrease the
amount of compensation utilized. In simulation based testing
the method presented in this paper was able to stabilize the
system while shedding 25% to 50% less load than the PCF-
based technique. These results are consistent with the results
obtained in [23].

V. CONCLUSION

A proactive frequency stability framework for microgrids
was presented in this work. After a disturbance was detected
the future state of frequency was predicted via particle filters.
Being able to predict a critical state a few seconds in ad-
vance made it possible to optimize corrective actions. During
testing this solution outperformed UFLS schemes, as well as
frameworks found in literature by reducing the amount of load
shed in response to disturbances. Future work will focus on
validation on larger and more complex systems.
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