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ABSTRACT

Context. Hot Jupiters are tidally locked gaseous exoplanets that exhibit large day—night temperature contrasts. Their cooler nightsides
are thought to host clouds, as has been suggested by numerous observations. However, the exact nature of these clouds, their spatial
distribution, and their impact on atmospheric dynamics, thermal structure, and spectra is still unclear.

Aims. We investigate the atmosphere of WASP-43 b, a short period hot Jupiter recently observed with JWST, to understand the
radiative and dynamical impact of clouds on the atmospheric circulation and thermal structure. We aim to understand the impact of
different kinds of condensates potentially forming in WASP-43 b, with various sizes and atmospheric metallicities.

Methods. We used a 3D global climate model (GCM) with a new temperature-dependent cloud model that includes radiative feed-
backs coupled with hydrodynamical integrations to study the atmospheric properties of WASP-43 b. We produced observables from
our GCM simulations and compared them to spectral phase curves from various observations to derive constraints on the atmospheric
properties.

Results. We show that clouds have a net warming effect, meaning that the greenhouse effect caused by clouds is stronger than the
albedo cooling effect. We show that the radiative effect of clouds has various impacts on the dynamical and thermal structure of
WASP-43 b. Depending on the type of condensates and their sizes, the radiative-dynamical feedback will modify the horizontal
and vertical temperature gradient and reduce the wind speed. For super-solar metallicity atmospheres, fewer clouds form in the
atmosphere, leading to a weaker feedback. Comparisons with spectral phase curves observed with HST, Spitzer, and JWST indicate
that WASP-43 b’s nightside is cloudy and rule out sub-micron Mg,SiO, cloud particles as the main opacity source. Distinguishing
between cloudy solar- and cloudy super-solar-metallicity atmospheres is not straightforward, and further observations of both reflected

light and thermal emission are needed.

Key words. Planets and satellites: atmospheres — methods: numerical — Infrared: planetary systems

1. Introduction

Hot Jupiters are giant gaseous exoplanets in an extremely close-
in orbit around their star. Due to their high mass — between
0.5 and 13 Jupiter masses (M,) — and large radius — 0.8 to 2
Jupiter radii (R;) — they are relatively easy to detect (more than
500 hot Jupiters have been detected to date). As hot Jupiters
are expected to be in a synchronous rotation around their star
with orbital periods of less than ten days, they receive an
intense instellation on their permanent dayside, but not on their
permanent nightside. This extreme contrast between the day
and nightsides gives rise to vigorous atmospheric circulation,
notably a super-rotating equatorial jet whose speed reaches a
few km/s (Showman & Polvani 2011). This powerful equatorial
jet is associated with waves (Perez-Becker & Showman 2013;
Komacek & Showman 2016; Pierrehumbert & Hammond 2019)
in hot Jupiters and transports heat from the irradiated dayside to
the dark nightside, making the atmosphere an intrinsically 3D

* e-mail: lucas.teinturier@obspn. fr

system (Showman & Guillot 2002). In the last few decades, an
ever-growing sample of hot Jupiters suitable for atmospheric
characterisation has emerged (Tsiaras et al. 2018; Edwards et al.
2022). Using both ground- and space-based telescopes, multiple
constraints have been put on their chemistry, atmospheric
circulation, and thermal structure. Atmospheric characterisation
with transit spectroscopy, eclipse spectroscopy, and phase
curves provides insight into the interplay between atmospheric
dynamics, atmospheric chemistry, and thermal structure. Of
these three, phase curves, and in particular spectral phase
curves, yield information on the longitudinal structure of the
atmosphere (see Parmentier & Crossfield (2018) for a review
and references within). Using the wavelength dependence of
the phase curve and its shape yields constraints on the thermal
structure and the chemical composition. To date, only a dozen
exoplanets have available infrared phase curves. In the next
few years, this number will significantly increase, thanks to the
unique capabilities of the newly launched JWST. In the next few
decades, the PLAnetary Transits and Oscillations of stars Space
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Telescope (PLATO) and Ariel will also provide photometric
and spectral phase curves at different wavelengths (Tinetti et al.
2018; Charnay et al. 2021b; Rauer et al. 2014). Infrared phase
curves, such as those provided by the Hubble Space Telescope
(HST), Spitzer, and JWST, constrain the redistribution of heat
between the day and nightside of the planet, and thus constrain
the atmospheric dynamics at play. At shorter wavelengths,
optical phase curves probe the reflected light and allow us to
place constraints on the cloud distribution and the composition
of these clouds (Oreshenko et al. 2016; Parmentier et al. 2016).
Such observations have been conducted by the Kepler Space
Telescope (Heng et al. 2021) and by CHEOPS (Deline et al.
2022) and will be performed by PLATO once launched. How-
ever, discrepancies in reflected light measurement and thermal
emission, in the form of geometric and Bond albedo estimates,
have arisen and are difficult to reconcile (Schwartz & Cowan
2015). Thus, simultaneous observations of reflected light and
thermal emission are needed, as will be performed by Ariel and
its wide spectral coverage, from 0.55 to 7.8 um simultaneously.

Clouds have been hypothesised to be in the atmosphere of
hot Jupiters, though their behaviour is not yet totally understood
(Stevenson 2016; Sing et al. 2016). They are thought to have
a major impact on the shape of transmission spectra (Sing
et al. 2016), masking molecular features and hindering a
precise determination of molecular abundances. The impact of
clouds on phase curves is manifold. If present on the irradiated
dayside, they would modify the redistribution of heat (Pont et al.
2013). Homogeneous clouds would tend to raise the infrared
photosphere, increasing the measured contrast and reducing the
offset of the phase curve (Sudarsky et al. 2003). Patchy clouds
would lead to subtler differences that could only be disentangled
by 3D global climate simulations (Parmentier et al. 2016).

In this paper we investigate the atmosphere of the hot Jupiter
WASP-43 b (Hellier et al. 2011; Gillon et al. 2012). This planet
is well known for multiple reasons. First, it is a non-inflated
hot Jupiter orbiting a bright, nearby, and quiet K7 star. Sec-
ond, it orbits its star in 19.5 hours, which is one of the short-
est known orbits. This peculiar combination of star properties
and the short orbital period makes WASP-43 b a prime target for
phase curve observations with space-based telescopes. Steven-
son et al. (2014) used HST to observe near-infrared (1.1-1.7 um)
spectroscopic phase curves. As expected, they found a large day—
night temperature contrast and an eastward offset of the hotspot
relative to the sub-stellar point. They also found that WASP-43
b poorly redistributes heat and that water is the only chemical
species effectively shaping the phase-resolved emission spectra.
Stevenson et al. (2017) used the Spitzer Space Telescope’s IRAC
instrument in the 3.6 and 4.5 um channels to further investigate
the heat redistribution mechanisms. They find that nightside op-
tically thick clouds were needed to explain their data.

Murphy et al. (2023) observed two additional phase curves
of WASP-43 b with the 4.5 um channel of Spitzer spaced in
time by several weeks. Using also the data from Stevenson
et al. (2017), and thus spanning timescale of years, they found
no significant time variability in the atmosphere of WASP-43
b. This indicates that weather is negligible in this particular
planetary atmosphere within the precision and time coverage of
the present data. Another finding of their study is that clouds are
likely present on the nightside of the planet, while the dayside is
relatively cloudless. Moreover, the Early Release Science pro-
gramme of the newly launched JWST (Bean et al. 2018) chose
WASP-43 b as a target for a phase curve with the Mid-Infrared
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Low Resolution Spectrometer (MIRI-LRS) instrument (5-12
um; Venot et al. 2020; Bell & the JWST ERS Team 2023.).
Putting together the likely presence of clouds, the remarkable
amount of observations, and the absence of detectable weather,
WASP-43 b is the perfect target for studying the radiative and
dynamical impact of clouds in the atmosphere of hot, gaseous,
giant exoplanets. A few studies have investigated the role of
magnetohydrodynamics in the atmospheric dynamics and phase
curves for hot Jupiters (Rauscher & Menou 2013; Rogers &
Showman 2014) and found that magnetic effects should slow the
winds and change the location of the offset of the phase curves.
However, as no constraints on the strength and geometry of the
magnetic field of exoplanets are currently known, we neglect
this effect in our study.

Many modelling studies have attempted to understand the
atmospheric circulation and cloudiness of WASP-43 b (Kataria
et al. 2015; Mendonga et al. 2018a,b; Carone et al. 2020; Venot
et al. 2020; Schneider et al. 2022; Murphy et al. 2023; Deitrick
et al. 2022), with different assumptions regarding the clouds,
the atmospheric chemistry, the atmospheric metallicity, or the
radiative transfer. Kataria et al. (2015) find that their cloud-free
5x solar metallicity models best match the observations but
still overestimate the nightside flux. Mendonga et al. (2018a)
simulated a cloudy nightside by imposing an extra opacity
at these longitudes and reproduced the HST and Spitzer data
relatively well. They suggest that CO, might be enhanced on
the nightside. Mendonga et al. (2018b) investigated the impact
of disequilibrium chemistry of H,O, CO, CO,, and CHy4 along
their prescribed thick nightside cloud deck. They find that
the cloud deck strongly reduces the impact of disequilibrium
chemistry. Moreover, they find that for a C/O ratio of 0.5,
no differences between equilibrium and disequilibrium chem-
istry can be detected in the phase-resolved emission spectra.
However, for a higher C/O ratio, departure from chemical
equilibrium is non-negligible for methane, but the calculations
do not match the observed flux. The authors also warn that their
model uses double-grey radiative transfer instead of fully and
self-consistent multi-wavelength radiative transfer. Carone et al.
(2020) and Schneider et al. (2022) used the same model, the
expeRT/MITgem, with double-grey or k-correlated radiative
transfer. They simulated a deep, cloud-free atmosphere and
show that the deep atmosphere may have a strong influence
on the observable atmospheric dynamics of hot Jupiters. Venot
et al. (2020) used the Parmentier et al. (2016) model to simulate
cloud-free and cloudy atmospheres with different assumptions
for the cloud modelling. They find that cloud-free models are
unable to reproduce the nightside flux, while cloudy simulations
with MnS or MgSiO3 and cloud particles of 1 um match the
observations better. Murphy et al. (2023) used the Roman et al.
(2021) model with double-grey radiative transfer and prescribed
clouds with radiative feedbacks. Their models include 13 or 8
cloud species, whose formation depends on the local thermal
conditions. Finally, Deitrick et al. (2022) used the newly updated
version of THOR with multi-wavelength radiative transfer and
multiple scattering. Their simulations are in agreement with the
HST and Spitzer observations, especially on the dark nightside.
However, and as the authors mention, their cloud modelling
is not an attempt to yield realistic conclusions about cloud
physics and is uninformative with regard to cloud dynamics.
Thus, modelling the coupling between cloud formation and
atmospheric dynamics has not yet been performed with the aim
of understanding the cloud distribution and feedbacks on the
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thermal and dynamical structure of WASP-43 b.

In this work we adapt the generic Planetary Climate
Model (generic PCM) to the case of hot Jupiter atmospheres
with a new cloud model that includes temperature-dependent
clouds, atmospheric advection with the flow, and radiative feed-
backs. The aim of this study is to understand the dynamical and
radiative impact of clouds on the atmospheric state and to un-
derstand the newly acquired MIRI-LRS phase curve (Bell & the
JWST ERS Team 2023.). In Section 2 we describe the generic
PCM, the cloud model, and the initialisation of our models. In
Section 3 we explore the cloudless and cloudy atmospheric cir-
culation of WASP-43 b and the impact of clouds in solar and
10x solar atmospheres. In Section 4 we produce spectral phase
curves from our models and compare them to observations. We
also make predictions for Ariel observations. Section 5 provides
a summary of our results, and Section 6 concludes this work.

2. The Generic PCM

The Generic PCM, formerly known as the generic LMDZ
global climate model (GCM), has been specifically developed
for the study of exoplanets, giant planets, and paleoclimate stud-
ies (Wordsworth et al. 2011; Charnay et al. 2013; Charnay et al.
2015a,b, 2021a; Leconte et al. 2013a,b; Spiga et al. 2020; Ca-
banes et al. 2020; Bardet et al. 2022). The model couples two
main modules, the dynamical core (an (hydrodynamical solver)
and the physical package (e.g. radiative transfer, cloud forma-
tion, sub-grid-scale processes). The LMDZ dynamical core uses
a finite difference longitude-latitude grid to solve the primi-
tive hydrostatic equations of meteorology (Hourdin et al. 2020).
Spiga et al. (2020) made use of a new dynamical core, DYNAMICO
(Dubos et al. 2015), suited for the simulation of gas giants, and
applied it to the case of Saturn. Their study was motivated by
the small Rossby radius of Saturn, which needs to be resolved
with high horizontal resolution. However, the Rossby radius of
hot Jupiters is significantly larger than on Saturn. Thus, the tra-
ditional core provides high enough horizontal resolution for the
study presented in this paper.

In the generic PCl, the physical packages include multiple
parameterisations of physical phenomena without assumptions
made regarding the type of planets it simulates. We describe this
package and the new features developed for this study in Section
2.1. Section 2.3 describes the model initialisation procedure.

2.1. Physical packages
2.1.1. Existing parameterisations

In the generic PCHM, the physical package includes a radia-
tive transfer scheme based on the k-correlated method and the
two-stream equations, including collision-induced absorption of
H,-H, and H,-He and Rayleigh scattering by H, and He. This
scheme is based on the model described in Toon et al. (1989).
The shortwave and longwave solvers are separated and indepen-
dent in the model but they overlap in our study, as we study
hot planets around relatively cool stars. We used 27 bins in
the shortwave-stellar channel and 26 in the longwave-planetary
channel, as listed in Table 2. Radiative impacts of clouds and
aerosols can be taken into account for specific species, and we
extend this scheme to work with any kind of aerosol (see Sect.
2.1.3).

The model also includes vertical turbulent mixing, and an
adiabatic temperature adjustment, relaxing the temperature pro-

Table 1. Numerical values used to compute the saturation vapour pres-
sure of Mg,Si0O4 and MnS.

Species  AypH [J/mol]  Prs [bar]  Trer [K] a
Mg, Si04 521700 1 2303 2.3025
MnS 455800 1 2064 2.3025

file towards an adiabatic profile for atmospheric regions that are
convectively unstable. This last scheme is almost never activated
in our simulations, as we find no differences between a simula-
tion with and without this adiabatic adjustment.

2.1.2. Inclusion of a scheme for cloud condensation

We tackled the issue of generalising the water cycle to any kind
of species. The idea behind this development is to take into
account the condensation and sublimation of tracers that will
mimic the formation and evaporation of clouds. To achieve this
goal, we made use of the Clausius-Clapeyron law to compute
the saturation vapour pressure Py, for each layer, grid cells, and
species, i:

Ava Hi 1 1
Pyt = Pregi exp[— —(= )—a,-*Z], M

R \T Ty

where P;i and Ty; are a reference pressure (at Z = 0) and
temperature for species i, Ay,pH; is the enthalpy of vaporisation
of species i, @; is a species-dependent coefficient and Z is the
logarithm of the atmospheric metallicity. For species used in this
study, the value of a; is taken from either Visscher et al. (2010)
or Morley et al. (2012). For example, we used for the saturation
vapour pressure of Mg and Mn the equations from Table 2 of
Visscher et al. (2010) and Eq. 9 of Morley et al. (2012):

10210 (Psagmg) = 825 — 27250/ T — [Fe/H] ~ logo Xjy.0
102, Psatn = 11.532 — 23810/T — [Fe/H].

(2a)
(2b)

These equations are used in the model, transcribed with the pa-
rameters of Table 1.

If the saturation vapour pressure of a species is below the
partial pressure of the gas in that layer, that layer is saturated and
the gaseous species entirely condenses into a solid. Otherwise,
an equilibrium is computed between solid and vapour phases, as

_ Psat,i (3 )
qsati = € P-(1- El‘)Pmt,i a
€ = @a (3b)

m

where g, is the specific concentration of species i at saturation,
m; the molecular weight of specie i and m is the mean molecular
weight of the atmosphere without including species i.

Once clouds are formed in the atmosphere, they can be trans-
ported by the dynamics and/or experience sedimentation at a
terminal velocity. We did not take coagulation or coalescence
into account, and we assumed the particles to be spherical. We
did take the latent heat release from cloud condensation into ac-
count, but its effect is negligible on the thermal structure. The
terminal velocity is computed using a Stokes law corrected for
non-linearity (Fuchs et al. 1965; Ackerman & Marley 2001):

_ 2Ba*g(pi — p)

vV, -

“
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with a the particle radius, treated as a free parameter, g the grav-
ity, p; the density of species i, p the atmospheric density, n the
atmospheric viscosity, and 3 the dimensionless Cunningham slip
factor:

B=1+K,(1.256 + 0.4exp[-1.1/K,]), ©)

with K, the Knudsen number, given by

2

K, = P (6a)

12 kT (6b)
2rd2pP

Viscosity is computed as a weighted expression of the viscosity
of H,, He and H,O, following Rosner (1986), Petersen (1970)
and Sengers & Kamgar-Parsi (1984):

T
n= qHz(zx10*7T°-66)+qm(1.9x10*5(m)0~7)+8x10*6qy20,
7

with q; the specific concentration of species i and the temperature
T in kelvins. Finally, correction for high Reynolds number flow
is done based on Clift & Gauvin (1971); Charnay et al. (2021a).

The specificity of our scheme compared to the existing liter-
ature is that clouds and condensable vapour can be advected hor-
izontally and vertically, and clouds can be vertically sedimented.
This transport scheme is based on the ‘Van-Leer I’ finite vol-
ume scheme from Hourdin & Armengaud (1999). Moreover, the
scheme can handle an unlimited number of tracers at the same
time, if computational facilities permit. Thus, cloud formation is
directly driven by atmospheric dynamics and thermodynamics.
In the case of tidally locked exoplanets with strong day-night
temperature contrast, this scheme allows us to test the hypothesis
of nightside cloud formation, without further ad hoc assumptions
about the atmospheric state or the cloud distribution.

2.1.3. Inclusion of the radiative effects of clouds

We further extended our cloud condensation scheme by tak-
ing cloud radiative effects into account in the two stream radia-
tive transfer equation. This extension of the cloud condensation
scheme allows for coherent radiative feedback of condensable
species without assuming grey or double-grey cloud opacities,
as done in Komacek et al. (2022), Mendonca et al. (2018a), and
Roman et al. (2021). The generic PCM already takes into ac-
count the radiative effects of clouds for a few specific aerosols
(H,0, CO,, NH; and H,SOy). Here, we coupled the condensa-
tion scheme for any species as described in section 2.1.2, with
radiative effects, in a consistent way.

Radiative effects of clouds can be fully described by the ex-
tinction efficiency Q,, single scattering albedo @, and scatter-
ing asymmetry parameter gy in the plane-parallel two-stream
framework. For each cloud species, we computed these spec-
tral parameters offline as a function of wavelength and particle
radius, using Mie theory (further assuming sphericity of parti-
cles). Then, during run-time, these parameters were re-computed
at each time step and for each grid cell, in the atmosphere, based
on the particle mean radius 7 (treated as a free parameter) and as-
suming a log-normal size distribution, following Madeleine et al.
(2011):

n(r) = % exp [ - %(ln (r/F)/o-z], ®)
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where n(r)dr is the number of cloud particles per kg in the size
range [r, r + dr], N the total number of particles per kg and o is

the standard deviation of the distribution, fixed at v0.1. The as-
sumption of a log-normal size distribution is simplistic, as parti-
cle sizes are likely dependent on pressure and locations (Parmen-
tier et al. 2013; Lee et al. 2016). Thus, particle size distributions
might be more complex (Lines et al. 2018; Powell et al. 2018)
but detailed modelling is out of the scope of this study. The op-
tical depth of a cloud (index ) is computed in each layer as

3g?e,i d
- el P )

dri = —=
"odpTi g

with q; the specific concentration of cloud i in the con-
cerned layer, dp the pressure thickness of the layer and g the
gravitational acceleration. It is worth noting that due to our
approximations of the Navier-Stokes equations, the gravita-
tional acceleration is fixed at a constant value throughout the
atmosphere.

2.2. Mg, SiO, clouds and cold trap

In our simulations, the temperature profile and Mg,SiO4 clouds
condensation curves (from Visscher et al. 2010) shown in Fig.1
lead to the appearance of a cold trap in the deep atmosphere. This
cold trap should efficiently remove clouds in the deeper layers of
the atmosphere. To confirm our hypothesis, we computed a mix-
ing and sedimentation timescale in the first layer of the model (P
= 800 bar), following Charnay et al. (2018):

H2
Tmixing = K_ (10a)
H
sed = s 10b
Tsed Veed ( )

with H the atmospheric scale height, K,, the eddy diffusion coef-
ficient, computed using the parameterisation of Parmentier et al.
(2013), and V4 the terminal velocity of cloud particles. For par-
ticle radius of 1 ym. the mixing and sedimentation timescale are
of the same order of magnitude, leading to a cold trap efficiently
removing clouds over a few atmospheric scale heights. For big-
ger particles, this effect is stronger, but is less efficient for smaller
particles. However, microphysical cloud models (see Fig. 3 in
Lee (2023)) show that where the cold trap starts, particles form
with a radius of 1 mm, and only smaller particles are lifted
higher up in the atmosphere. Thus, the cold trap should be effi-
cient, removing most of the condensed Mg,Si0Oy4 particles where
they first form. Moreover, this cold-trap depletion impacts the
vertical distribution of vapour in the atmosphere, and thus, the
amount of available condensable materials to form clouds in the
simulations.

To take this into account, we set the mixing ratio of avail-
able condensable vapour in the atmosphere equal to the value
at the cold trap, which we take to be the deepest atmospheric
layer (see Fig. A.2). Since the condensation curve taken from
Visscher et al. (2010) yields the condensation temperature as-
suming that no vapour has condensed yet, the curve is shifted
according to Eq. 2 and the abundance of Mg at the top of the
clod trap, as depicted in Fig.1, to account for the fact that there
is less vapour in the atmosphere (so a higher ‘total’ pressure is
needed at any given temperature for the partial pressure of the
condensable vapour to reach the saturation pressure).
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2.3. Model Initialisation
2.3.1. Radiative data computation

To compute the k-correlated table used by the generic PCM, we
started with the k-coefficients computed by Blain et al. (2021)',
at a spectral resolution of R ~ 500 at 1 um. We used the 1D
radiative-convective code Exo-REM (Baudino et al. 2015; Char-
nay et al. 2018; Blain et al. 2021) with these k-coefficients to
simulate a cloud-free atmosphere of our planets. We assumed
solar elemental abundances of H,O, CO, CH4, CO,, FeH, HCN,
H,S, TiO, VO, Na, K, PH3, and NHj3, and out-of-equilibrium
chemistry, as we expect chemical quenching to happen in the
atmosphere of highly irradiated, tidally locked planets. Our
Exo-REM simulations use 81 equally log-spaced vertical layers
between 1000 bars and 0.1 Pa. Using this model, we obtain
a temperature profile, volume mixing ratio profiles for each of

— PCM1D - MnS - Mg,Si04, no cold-trap
—— MnS —— Mg,Si04 with cold-trap

107!

10°

10t

102

103

Pressure (mbar)

104

10°

106

1000 1200 1400 1600

Temperature (K)

1800 2000

Fig. 1. Temperature profile computed with the 1D version of the
generic PCM (blue), 3D globally averaged temperature profiles from
the generic PCM (black), and condensation curves of MnS (red curve)
and Mg, SiO, (green). The dashed lines are from Visscher et al. (2010)
and assume that all the Mg,SiO, or MnS is in vapour form, and the
solid lines are the values assuming that the bottom layer is at saturation
after removing Mg, SiO,4 (or MnS) from the cold trap at 800 bars. Only
Mg, Si0; is affected by the cold trap.

the species mentioned above and a few atmospheric parameters,
such as the mean molecular weight and the specific heat capac-
ity of the atmosphere. Simulations are run using a constant eddy-
mixing coefficient of 4.5x 107 cm?.s~!. Vertical chemical profiles

computed with Exo-REM are shown in Fig. A.1.

Using these profiles, we created mixed k-tables, depending
on pressure and temperature using the exo_k python package
(Leconte 2021). We used 16 Gauss-Legendre quadrature points.
Through these ‘mixed’ k-coefficients, non-equilibrium chem-
istry is included in the calculation of the radiative forcing, and
thus in the radiative feedback on atmospheric dynamics. How-
ever, we did not take into account possible horizontal change in
chemical composition, especially between the hot dayside and
the cold nightside.

I available  at

default/

https://lesia.obspm. fr/exorem/ktables/

2.3.2. 1D run and 3D shell initialisation

Using the Exo-REM temperature profile as a starting point, we it-
erated the 1D version of the generic PCM (i.e. a single-column
version of the physical packages with no coupling to the dynam-
ical core, described in Section 2.1) until reaching radiative bal-
ance. Our diagnostic for reaching radiative balance is for the ra-
tio of the absorbed stellar radiation (ASR) to the outgoing long-
wave radiation (OLR) to be within 1%. The 1D temperature pro-
file derived from this procedure is shown in Fig.1.

Finally, we initialised the 3D spherical shell with the tempera-
ture profile from the 1D run at radiative equilibrium. Thus, our
initial 3D state is horizontally uniform in temperature, and we
started the simulation from a rest state (no winds). For all simula-
tions, we used an horizontal grid resolution of 64x48 (longitude
X latitude) and 40 vertical levels, equally log-spaced between
800 bars and 10 Pa. We adjusted the hydrodynamical timestep to
be 28.12 seconds for all simulations (2500 steps per WASP-43
b year), and the radiative and physical timestep to be five times
this value (140.6 seconds). We used a dissipation timescale for
numerical hyper-diffusion of 2000 seconds, and our simulations
use a sponge layer over the topmost 4 atmospheric layers, aiming
at reducing spurious wave reflections at the model top.

For all our simulations (Exo-REM, 1D and 3D PCHM) the stellar
spectrum is taken from the BT-NextGen grid (Allard et al. 2012),
assuming a solar metallicity and the respective stellar tempera-
ture. As WASP-43 b is a non-inflated hot Jupiter, we set its inte-
rior temperature at 100 K (see Table 3).

When clouds are added to the simulations, we initialised
them using analytical profiles derived by Visscher et al. (2010)
or Morley et al. (2012), depending on the species. We started
by assuming that only condensable vapour is available in the at-
mosphere and no condensates have formed. In these profiles, the
bottom (deepest) layer is at saturation. For the case of Mg;SiOy
clouds, this is coherent with a cold trap that would efficiently
remove clouds from the deep atmosphere (see Section 2.2). We
used a planetary mean temperature profile from cloudless sim-
ulation to compute these vapour profiles. Thus, the analytical
profiles give us a maximum amount of clouds that can form
in the atmosphere, in a physically motivated manner (see Fig.
A.2). These profiles are horizontally uniform when initialising
the spherical shell.

3. An investigation of WASP-43 b’s atmospheric
properties

We integrated the model from the state described in the pre-
vious section. Hot Jupiters are known to exhibit a very long
convergence time, due to the very long radiative timescale in
the deepest levels of the atmosphere (Wang & Wordsworth
2020). To assess if the model has been integrated for long
enough, we made use of the super-rotation index (Read 1986;
Mendonga 2020), the ratio of the total axial angular momentum
of the atmosphere to the total axial angular momentum of the
planet assuming a null zonal wind. We considered the model
out of the spin-up regime when the variation of the index was
less than a few percent over the last 500 days. This number
is a mass-weighted metric, meaning that the deepest layers
have a strong influence on the variation of the metric as we
integrated the model. Thus, we computed this metric below 10
bar, as clouds will mostly affect the upper atmosphere. We also
checked the root-mean square of the wind speed as a function
of time and pressure to make sure our simulations reached a
steady-state. As another diagnostic for reaching an equilibrium
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Table 2. Opacity bins of the short- and longwave channels (in microns).

shortwave longwave
Wavelength (um)  Wavelength (um)
0.261 0400 | 0.612  0.678
0400  0.495 0.678 0.745
0.495 0.572 | 0.745 0.785
0.572  0.612 | 0.785 0.860
0.612  0.675 0.860  0.910
0.675 0.745 0910  0.960
0.745 0.785 0.960 1.00
0.785 0.860 1.00 1.10
0.860  0.910 1.10 1.20
0910  0.960 1.20 1.33
0.960 1.00 1.33 1.50
1.00 1.10 1.50 1.60
1.10 1.20 1.60 1.77
1.20 1.33 1.77 2.02
1.33 1.50 2.02 2.17
1.50 1.60 2.17 2.50
1.60 1.77 2.50 2.99
1.77 2.02 2.99 3.29
2.02 2.17 3.29 3.80
2.17 2.50 3.80 4.40
2.50 2.99 4.40 522
2.99 3.29 5.22 6.45
3.29 3.80 6.45 10.40
3.80 4.40 10.40 20.00
4.40 5.22 20.00  46.00
522 6.45 46.00  324.68
6.45 10.40

Table 3. Numerical set-up and planetary properties.

Parameters WASP-43 b
C, 0K kg™ 12904
1 (g.mol™") 2.326
R, (Ry) 1.036
M, (My) 2.052
a (AU) 0.01526
Q (days) 0.81347753
g (m.s72) 47.1
Tine (K) 100
R* (Rp) 0.667
T* (K) 4520
Integration time (Earth days) 6508
Hydrodynamical timestep (s) 28.12
Radiative/Physical timestep (s) 140.6
Dissipation timescale (s) 2000

state, we also checked the ASR to OLR ratio, as an indicator
of radiative balance above the photosphere. We find that we
achieve radiative equilibrium to better than 1.5% much faster
than dynamical equilibrium, as expected (Wang & Wordsworth
2020).

3.1. Dive into the cloudless dynamics

We integrated our cloudless model for 8000 WASP-43 b years
(~6508 Earth days). All of our results are averaged over the last
hundred WASP-43 b years. Our simulation displays the classi-
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cal broad equatorial super-rotating jet found in other hot Jupiters
simulations (see Showman et al. (2020) for a review), as shown
in Figure 2a. We also show the large day-night temperature con-
trast (Fig. 2¢) and the shift of the hotspot of the atmosphere
with regard to the sub-stellar point (Fig. 2b, 2d). We summarise
briefly these findings. The strong equatorial jet displays a wind
speed as high as 4.7 km.s™!, with a latitudinal extent covering
+40°. Because of this strong jet, the hottest regions of the atmo-
sphere are advected to the east of the sub-stellar point by ~ 30°.
We observe the formation of two large-scale cold vortices be-
tween 160 and 240" east longitude, at +70° north latitude. In
these vortices, the wind speed is very low. Thus, cold air parcels
are trapped in these regions and experience radiative cooling.
This leads to a cool nightside, whereas the dayside is warm, with
air parcels in the equatorial region being advected across one
hemisphere on a timescale of = 14 hours. At 10 mbar, the tem-
perature contrast between the day and nightside reaches = 900 K
and ~ 1000 K at 1 bar. The vertical structure of the atmosphere
displays strong coherency between the top of the atmosphere (10
Pa) and 200 mbar with the hotspot location slightly varying in
this pressure range. Between 200 mbar and 5 bar, the ratio of
the radiative timescale compared to the advective timescale in-
creases. Thus, hot air parcels are further advected to the east be-
fore radiative cooling happens, leading to a stronger offset of the
hotspot location.

Figure 3 displays temperature profiles at different longitudes of
interest, for our cloudless and Mg,;SiO4 clouds simulations at
solar metallicity (see Section 3.2), and for atmosphere with 10x
solar metallicity (see Section 3.3). The thermal contrast between
the two sides of the planet is evident in the upper atmosphere,
with a warm dayside and east terminator and a cooler nightside
and western terminator. Interestingly, the western terminator is
cooler than the nightside at the equator. This is understandable
by looking at Fig.2c. The equatorial region of the nightside stays
warm by means of the advection of heat by the equatorial jet
and by adiabatic heating produced by the anti-Hadley circula-
tion (Charnay et al. 2015b), but higher latitudes experience a
strong cooling. However, the equatorial region of the western
terminator is cooler and its meridional temperature gradient is
weaker. Thus, the meridionally integrated temperature is cooler
on the nightside than in the western terminator. Deeper than
200 bar, the atmosphere starts to become horizontally isother-
mal. In these regions, the radiative timescale increases again and
becomes longer than the advective timescale. Despite the long
integration of the model, the thermal structure is still strongly
influenced by the horizontally homogeneous initial state and in-
ternal heat flux.

We also observe the formation of two atmospheric cells with
an anti-Hadley cell at low latitudes and a clockwise (Hadley-
like) cell at mid latitudes, in both hemispheres extending deep
into the atmosphere. A change of the circulation between the day
and the nightside of the planet is seen, with wide anti-Hadley
cells on the nightside from equator to pole and equator-to-
mid-latitude anti-Hadley cells followed by Hadley cells on the
dayside. The thermal emission of WASP-43 b closely follows
the shift of the hotspot, with a peak of emission located around
45" at the equator. Most of the emission comes from the dayside
of the planets with an eastward shift, and from the equatorial
region. Indeed, mid and high latitudes only marginally con-
tribute to the overall emission, especially on the cooler nightside.

To investigate the drivers of the atmospheric dynamics, we
computed diagnostics on the angular momentum and potential
temperature meridional and vertical transport. For two prognos-
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Fig. 2. Broad dynamical features and outgoing thermal flux for the cloudless simulation of WASP-43 b. (a) Zonal mean and time-averaged zonal
wind. The stream functions are plotted in black, with dashed lines representing an anti-clockwise circulation and solid lines a clockwise circulation.
(b) Temperature map averaged in time and in latitude. Solid lines are contours corresponding to the colour bar, highlighting the eastward shift
of the hotspot. (c) Longitude-latitude temperature map at 10 mbar, averaged in time. Black arrows show the time-averaged wind direction, with
the size of the arrow proportional to the magnitude of the wind. Vertical dashed black lines are the two terminators, delimiting the day- and the

nightside of the planet. (d) OLR map, averaged in time.

tic variables of the simulation, X and Y, the decomposition of the
total transport of ¥ by X is given by

[x7] = [x|[Y]+ [x* x 7| + [X7"]. an
where
1 27
[X]= — f XdA (12a)
27'[ 0
_ 1 12
X = P— fﬂ Xdt (12b)
X" =X -[X] (12¢)
X =X-X. (12d)

In Eq. 11, the terms on the right respectively represent the con-
tribution from the mean circulation, the stationary waves, and

the transient (time-dependent) perturbations (or eddies). For the
stationary wave contribution, we added a X symbol to clearly
show that we computed the product of the time-averaged zonal
deviations and not the time-averaged of the product of zonal de-
viations.

Figure 4 displays the contribution of each term of Eq. 11 to
the horizontal (meridional) transport of axial angular momen-
tum (left panels) and to the vertical transport of axial angular
momentum (right panels). In agreement with the results of Men-
donca (2020), the horizontal transport in our simulation is domi-
nated by the stationary wave contribution, while transient waves
and mean circulation have an equal contribution to the angular
momentum redistribution, which is compliant with the findings
of Mayne et al. (2017). Stationary waves are expected on hot
Jupiters due to the tidally locked rotation and the strong instel-
lation received by the planet (Showman & Polvani 2011). The

Article number, page 7 of 31



= Anti-stellar point

A&A proofs: manuscript no. 47069corr

- Western terminator

= Sub-stellar point

Eastern terminator

1071 101 o)
10° 10°
10! 10!
v
8 10? 102
€
o
3
g 103 103 /
[« \
10 104
10° 10° \/
106 ‘ 106

1071 ) 10-1 (]
10° 10°
10! 10!
102 102
103 103
10* 10* \
10° W 10°
\ \
106 ' 10° \

500 1000 1500 2000 2500 500

Temperature (K) Temperature (K)

1000 1500 2000 2500 500

1000 1500 2000 2500
Temperature (K)

1000 1500 2000 2500 500
Temperature (K)

Fig. 3. Modelled temperature profiles at different longitudes, averaged in latitude (thick lines). The light lines represent the temperature profiles
at each latitude (spaced every 3.75°). (a) Cloudless simulation at solar metallicity. (b) With Mg,SiO, clouds of 1 ym at solar metallicity. (c)
Cloudless at 10x solar metallicity. (d) With Mg,SiO,4 clouds of 1 um at 10x solar metallicity. The solid grey line represents the condensation
curves of Mg,SiO, at solar metallicity, and the dashed grey line is the condensation curve of Mg,SiO, at 10x solar metallicity.

mean circulation and stationary wave contributions are compli-
ant with the mass stream functions displayed in Fig.2a, with an-
gular momentum being advected equatorward for pressure lower
than a few bars and being advected poleward at deeper pressures.
Thus, the equatorial jet is fed by the meridional transport, which
strengthens and maintains its speed. The net horizontal transport
(last row) confirms this trend, with a maximum of equatorward
transport of angular momentum between 1 and 10° mbar, at +30°
latitude.

In a similar way, vertical transport of axial angular momen-
tum is dominated by the stationary wave contribution, with a
strong downward flux of angular momentum reaching pressure
as deep as a few bars between +40° latitude. Towards the poles,
the transient wave contribution is added to that of the station-
ary waves to induce an upward transport of angular momentum.
It is important to note that the meridional transport is in average
stronger than the vertical transport of angular momentum by two
order of magnitudes. Carone et al. (2020) simulated the atmo-
sphere of WASP-43 b with an extended atmosphere and found
retrograde equatorial flows on the dayside, linked to deep wind
jets. They link the retrograde flow to a strong upward vertical
angular momentum transport at depth = 100 bars. However, our
simulation do not show this peak in upward vertical angular mo-
mentum at ~ 100 bars, nor the retrograde equatorial flow around
10 mbar (see our Fig.2c and their Fig. 2 IIb)). Thus, the axial
angular momentum transport in the atmosphere of WASP-43 b
is dominated by the contribution of stationary waves. Angular
momentum is advected from the poles to the equator, and down-
wards for pressure lower than a few bars. In the deep atmosphere,
this behaviour reverses, with upward and poleward transport of
angular momentum.

We then performed the same computation on the heat trans-
port, by using the potential temperature as a proxy variable of
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heat. As shown in Fig. 5 left panels, the horizontal transport
of heat is dominated by the mean circulation and the stationary
waves, similarly to angular momentum transport. As opposed to
angular momentum, heat is transported from the equator to the
poles by the stationary waves at pressure lower than ~ 1 bar. The
mean circulation pattern is somewhat similar to that for angular
momentum, with a region of equatorward convergence of heat
between +25° at pressure levels of 1 — 10* mbar. Poleward, heat
is advected away from the equator. The deep atmosphere trans-
port is dominated by the mean circulation contribution, with al-
ternating equatorward and poleward advection of low intensity
as we go to the bottom of the model and its horizontally constant
heat flux boundary condition. Overall, for pressure lower than
~ 1 bar, the net latitudinal transport of heat is from equator-to-
pole, with the exception of an equatorward region of transport
between 10 mbars and 1 bars at low latitudes.

The right panels of Fig. 5 show the different contributions
and the total vertical transport of heat. In the same fashion as
horizontal heat transport, the vertical transport is dominated
by the mean circulation contribution. From equator to mid-
latitudes, heat is transported upwards in the upper atmosphere.
Deeper than 1 bar, a strong downward transport of heat in the
equatorial region is flanked by an upward motion, extending to
the top of the atmosphere. Above +50°, potential temperature is
advected from the top to the bottom of the atmosphere.

To summarise, we find that meridional heat transport is dom-
inated by the stationary waves and the mean circulation whereas
the vertical transport is dominated by the mean circulation. In
the upper atmosphere, potential temperature is mixed from equa-
tor to poles where the deeper atmosphere behaviour is alternat-
ing between poleward and equatorial transport. Vertically, heat
is mostly pumped from the deep atmosphere to the upper atmo-
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sphere at low to mid-latitudes, with the exception of the equato-
rial region. At high latitudes, potential temperature is advected
from the top of the model to the deep atmosphere. As it is
the case for the axial angular momentum transport, meridional
transport dominates vertical transport by a few orders of magni-
tude. Additionally, our simulation ran for around 18 Earth years,
which is not enough to reach a hot adiabatic deep atmosphere
(~ 1000 yr), as found by Sainsbury-Martinez et al. (2019). How-
ever, a slight emergence of deep adiabatic warming can be seen
for pressure greater than 100 bars when comparing the 3D glob-
ally averaged temperature profile to the 1D temperature profile
from the generic PCM (Fig. 1). The additional computational
cost of multi-wavelength radiative transfer compared to the ide-
alised Newtonian cooling scheme used in their study precludes
us from reaching the deep adiabatic steady state.

3.2. Cloudy simulations

We ran simulations using the cloud condensation scheme with
radiative feedbacks described in Section 2.1.3, for condensates
made of Mg;SiO4 and MnS and cloud particle sizes of 0.1, 0.5, 1,
3,5 ans 10 um. The choice of MnS and Mg, SiOy clouds is driven
by the findings of Venot et al. (2020), who state that the nightside
of WASP-43 b could be dominated by MnS, Na,S, MgSiOs (en-
statite) and Mg,SiO4 (forsterite). They also state that enstatite
and forsterite will have similar effect on the nightside spectra.
Thus, we only model Mg,SiO4 clouds and use them as a proxy
for all clouds composed of silicate.

These simulations start from a rest state and are integrated
for 2000 WASP-43 b days. Figure 6 displays isobaric maps of the
maximum value of the cloud mass density in the atmosphere, for
each of these simulations. Regardless of the cloud condensate,
the particle size is crucial to determine the depth at which clouds
form and settle. Broadly, the bigger the particles, the deeper
the cloud deck will settle. In all the simulations, clouds spon-
taneously form on the cooler nightside of the planet and at the
western terminator. The extent of the horizontal cloud coverage
west of the sub-stellar point depends on the particle size and the
condensate forming, via the thermodynamics and radiative prop-
erties of each species. A cloudless dayside for latitudes within
480’ is also a natural outcome of the simulations.

The broad pattern of the OLR is similar when including
clouds into the simulation. The peak of outgoing flux is located
eastwards of the sub-stellar point, with a major contribution from
the equatorial region. This pattern closely follows the one of the
temperature spatial distribution, as shown in Fig. 7. Indeed, de-
pending on the type of clouds, the peak of emission will change
in shape, with the oval-like distribution decreasing in size but in-
creasing in intensity in the case of Mg,SiO4 clouds with regard
to MnS clouds. For a given condensate, the spatial cloud distri-
bution, and accordingly the outgoing radiation, depends on the
particle size (see Section 3.2.2)
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3.2.1. Impact of the different condensates

The thermal structure is directly affected by the radiative feed-
backs of clouds. In all cases, a strong temperature contrast be-
tween the day and nightside is ubiquitous. However, the shape
of the two sides of the thermal structure is widely affected by
the clouds. In the MnS simulation, clouds form on the western
terminator until ~ —60" and the eastern terminator is be cloud-
free at 10 mbar. Both terminator regions warm by =50 K due
to the cloud-induced greenhouse effect. For the Mg,SiO4 sim-
ulation, the clouds extend deeper into the dayside at both ter-
minators, with terminators cooling by ~100 K compared to the
cloudless case (see Fig.3). In contrast, the cloudless part of the
dayside is hotter even though smaller. This is easily understand-
able from the cloud distribution plotted in the third row of Fig.7.
The silicate clouds settle mostly deeper than 10 mbar whereas
MnS cloud formation is important at the poles and +25 at this
pressure. Thus, the cloud deck induces a greenhouse effect be-
low this level, heating the deeper atmosphere in the MnS case,
whereas this effect is much less important on the dayside for the
silicate simulation. With respect to the cloudless simulation, the
clouds also modify the location and shape of the large-scale cold
vortices in the nightside. In the MnS simulation, these cold vor-
tices are brought closer to the equator (+50°) where clouds are
not present at 10 mbar (see Fig.7, third row), but are confined
to cloudless regions. This is also true for Mg;SiOy4 clouds, but
as they form deeper in the atmosphere, the nightside 10-mbar
level is uniformly cooler except in the equatorial region, where
a small amount of clouds forms. Thus, depending on the diverse
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assumption on the radiative and thermodynamical properties of
the condensates, clouds form at different locations on the plan-
etary sphere. They change the overall thermal structure as the
cloud deck induces a greenhouse warming below it, affecting
both the day and the nightsides.

Figure 7 shows the zonal wind, temperature maps and cloud
distribution for the cloudless, MnS and Mg,SiO, simulations
with clouds made of 1 um particles. Adding clouds to the sim-
ulations has a direct effect on dynamics. Indeed, the cloudless
simulation displays a broad equatorial jet that transforms into a
narrower equatorial jet with two high latitudes jets at its flanks
in the cloudy cases. Depending on the species included in the
simulation and thus, its radiative feedback, we can observe the
appearance of retrograde or prograde polar jets (see Fig.7, top
row, middle and right panel). The shape of the stream function is
broadly identical with alternating anti-Hadley and Hadley cells
from equator to poles. However, the strength of the equatorial
cells differs from the cloudless case, with an increase in the MnS
simulation and a decrease for the silicate one. The altitude of the
cells also slightly changes, with complete cells located higher up
in the atmosphere for MnS clouds while the two other cases have
incomplete deeper cells, cut almost in half by the model’s bottom
boundary. Also seen is a slight deceleration of the equatorial jet
due to clouds, with a maximum wind speed of 4.7 km.s~! in the
cloudless case and 4.2 and 3.9 km.s™! for the MnS and Mg;,SiO4
case, respectively.

We performed the same transport analysis on the cloudy
simulations as done on the cloudless simulation in Section 3.1.
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The overall meridional transport of angular momentum is not
strongly affected by the addition of clouds (Fig. B.1). However,
the contribution from transient waves becomes non-negligible in
these cases, and mostly affects the high latitudes. For Mg,SiO4
clouds, this contribution affects the upper atmosphere with com-
plete pole-to-equator transport, reversing the transport versus the
cloudless case at high latitudes. Despite this hemisphere-wide
equatorial advection, the counter effects of both the mean circu-
lation and transient waves diminish the intensity of the transport.
In the deep atmosphere, the overall pattern of transport is un-
changed, with pole-to-equator transport of angular momentum.
For MnS clouds, the polar behaviour is a mix between the cloud-
less and the Mg,SiO4 cloud cases. Transient waves tend to trans-
port angular momentum to the poles but this contribution hardly
affects the overwhelming contribution of stationary waves, ad-
vecting polar momentum to the equator. However, a slight de-
crease in the intensity of the advection is also noticeable. Thus,
the effect of clouds is to decrease the equatorward horizontal ad-
vection of axial angular momentum that feeds the super-rotating
jet, leading to a slight deceleration of the jet’s speed.

Vertical transport of angular momentum is also altered by
the addition of clouds. In the same fashion, transient wave con-
tribution becomes non negligible, even if the net transport is still
dominated by the stationary waves (see Fig. B.2). From equa-
tor to pole, wide downward transport flanked by streams of up-
ward and downward advection of angular momentum in the up-
per atmosphere still shape the net vertical transport when adding
Mg,SiOy clouds. However, the equatorial downward feature ex-
tends less deep in the atmosphere than in the cloudless case.
Moreover, polar regions of downward motions appear between
10 mbar and a few bars. In the 50-75" latitude range, deep con-
densable vapour is advected upwards and condenses when reach-
ing pressure of 1-80 bars depending on the latitude, while still
being advected upwards until a pressure of ~ 100 mbar. There,
the clouds are either transported further to the equator and down-
wards by the mid-latitude anti-Hadley cells, or to the poles and

down again to the deep atmosphere by the Hadley cells where
they are sublimated. This explains the cloud distribution seen in
the third right panel of Fig. 7. Clouds are either located deep in
the polar regions or higher up in the equatorial region. As the
temperature is cooler at the poles, clouds transported back to the
deeper polar regions can settle there whereas the warmer equato-
rial region will lead to their sublimation. Thus, equatorial clouds
will settle higher in the atmosphere than their polar counterpart.
Moreover, these alternating upstream and downstream motions
combined with the pole-to-equator meridional flow in the upper
atmosphere result in a separation of the broad equatorial jet into
a narrower equatorial jet and two polar prograde jets tilted from
the poles towards the mid-latitude regions.

MnS clouds have a different impact on the dynamics, with an
overall vertical net transport that differs from the cloudless and
Mg,SiOy cases. At pressure lower than ~ 1 bar, the atmosphere
still displays a strong downward transport of angular momentum
but with a narrower meridional extension (between ~ +35  as
opposed to ~ +50° latitude). In the +40-55" latitude ranges, a re-
gion of upward motion is followed by a thin region of downward
motion at +60° latitude, itself followed by a polar region of up-
ward motion (Fig. B.2). Polar clouds are horizontally advected to
the mid-latitudes where they first experience a downward motion
due to the Hadley cells in the thin latitudinal region mentioned
above. Then, while they are still being advected equatorward,
clouds are advected upstream in the + 40 — 55 latitude ranges.
As they reach a pressure of ~ 60 mbar, they can either be brought
back to the poles at a pressure of ~ 10 mbar by the Hadley cells,
or they can further move to the equatorial region where they ex-
perience downward transport by the anti-Hadley cells. As shown
in Fig. 7, the nightside is cooler between +20 — 60" than it is
in the equatorial region. Thus, clouds will settle there between
20 and 100 mbars and evaporate at the equator or deeper in the
atmosphere.

The jet’s acceleration by the mean residual circulation, the
eddies and the net total acceleration is displayed in the bottom
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Fig. 7. Comparison of wind patterns, temperature maps at 10 mbar, cloud latitudinal distributions, and acceleration of the jet between a cloudless
scenario and 1 um size clouds of MnS and Mg, SiO,. Top row: Zonal mean and time-averaged zonal wind. Black contours are the mass stream
function, with solid lines indicating a clockwise circulation and dashed lines an anti-clockwise circulation. Second row: Time-averaged temperature
map at the 10 mbar pressure level. Black contours denote the location of clouds. White vertical dashed lines are the terminators. Third row:
Latitude-pressure map of the cloud distribution, averaged in time and longitude. Bottom row: Vertically integrated jet zonal wind acceleration
in zonal and time mean between 5 and 20 mbar. We show the decomposition into residual mean circulation and eddy contributions and the net
acceleration. Left panels show the cloudless simulation, middle panels the MnS simulation, and right panels the Mg,SiO4 simulation. The left

panels of the first two rows are duplicated from Fig. 2.

row of Fig.7. For both the cloudless and the cloudy cases, the
net equatorial acceleration is positive and is mostly driven by the
eddy contribution. From the equator to mid-latitudes (~ 35°), the
eddies tend to decelerate the prograde zonal wind. In the cloud-
less case, the eddy-induced deceleration is mostly compensated
by the acceleration by the residual mean circulation, leading to
a deceleration of the equatorial jet when moving away from the
equatorial region. Around +60°, an inversion of the actions of the
eddies and the residual mean circulation is observed, although a
small deceleration of the zonal wind is maintained. In the MnS
case, the behaviour is qualitatively similar but quantitatively dif-
ferent. Indeed, above +60°, a deceleration occurs in both the
eddy and the mean circulation contribution, leading to an overall
effect on the net acceleration: the jet is slowed down and re-
verses, leading to the appearance of two polar retrograde jets.
Mg, SiO4 clouds induce a different behaviour, with a strong ac-
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celeration by the residual mean circulation hardly compensated
by the eddies. Thus, between +60 and +80°, the net acceleration
is positive, leading to the appearance of two prograde polar jets.

To further investigate the origin of the retrograde polar jets
in the MnS simulation, we ran an additional simulation, identical
to the MnS one but turning off the radiative effects of clouds. In
this non-radiative simulation, we do not observe the formation
of polar retrograde jets. Thus, we can confidently say that the
radiative effect of MnS clouds leads to a warming of the poles in
the upper atmosphere. This warming creates a meridional tem-
perature gradient between the poles and mid-latitudes, which is
stronger than in the cloudless scenario, with poles warmer than
mid-latitudes. This gradient translates into a dynamical equilib-
rium via the thermal wind equation,

tan ¢ Ou ROT

[2u—— +2Qsin¢]ﬁ = 5oy

R, 13)
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At high-latitudes, the cyclostrophic term dominates the Coriolis
term and we can neglect the latter Coriolis term. In our case,
in the northern hemisphere, the temperature gradient is positive.
Thus, the vertical shear of the zonal wind, g—;ﬁ, should be negative
(the zonal wind increases upwards) to allow for the retrograde
jet to exist, which is the case in our simulation. In the southern
hemisphere, the temperature gradient is negative and thus the
vertical shear of the zonal wind is also negative, allowing for a

retrograde jet.

3.2.2. Impact of different particle sizes

Next we focused on the Mg,Si04 simulations and investigated
the impact of the particle size on the thermal and dynamical
structure of the atmosphere. We focused on Mg,SiO4 clouds
instead of MnS clouds, as Gao & Powell (2021) find that they
should dominate the cloud composition for hot Jupiter with
Teq < 2100 K. For simplicity and clarity, we focused on clouds
with particles of 0.1, 1, and 10 um in radius. However, the trends
found in this section are also valid for intermediate particle sizes
simulated in this study.

Figure C.1 displays the wind pattern, the 10 mbar temper-
ature map, the zonal mean cloud distribution and the jet accel-
eration for the three simulations . From left to right, the cloud
particles grow. As mentioned before, the clouds settle deeper in
the atmosphere when composed of bigger particles. This is il-
lustrated again with an extended cloud layer from the top of the
model to ~500 mbars for small particles (0.1 gm) and a thin
meridionally homogeneous cloud layer with intermediate parti-
cles (1 um) between 10 mbar and 1 bar and abundant deep po-
lar clouds. However, the large particle case (10 um) displays a
unique behaviour. Clouds only settle in the equatorial region,
with a thin vertical extent centred around 500 mbars, with hints
of deeper clouds at high latitudes. Indeed, deeper than 500 mbar
in the equatorial region, the temperature rises above the con-
densation temperature, leading to the evaporation of the clouds.
Above this patchy cloud, the temperature is colder than the con-
densation temperature. Thus, clouds form higher up in the atmo-
sphere where they experience sedimentation, until reaching their
condensation temperature. At mid to high latitudes, the temper-
ature is always below the condensation temperature, above 100
bars. Thus, clouds form and then experience both sedimentation
and advection by the atmospheric cells, bringing them back to
the equator, or deep in the polar regions where condensation hap-
pens. For smaller cloud particles, the terminal velocity of Eq. 4
is small compared to the vertical wind speed, leading to clouds
higher up in the atmosphere.

As seen in the previous section, one of the effects of
clouds on atmospheric dynamics is to reduce the speed of
the equatorial jet. As cloud particles are smaller and higher
up in the atmosphere, this effect gets stronger. Indeed, the jet
celerity reaches 3.5 km.s~! if Mg,SiOy particles of 0.1 um are
included in the simulation, and 4.6 km.s~! for 10 pm particles.
A clear correlation between the wind speed and the size of
the particles is seen, with a stronger deceleration of the jet
when an extended cloud layer exists in the upper atmosphere
(i.e. for smaller particles). Indeed, the acceleration by eddies
and the residual mean circulation are shown on the last row of
Fig.C.1. Overall, the net equatorial acceleration is smaller for
smaller particles. At the poles, the 1-um simulation displays
an acceleration that corresponds to the prograde polar jets
mentioned previously. However, this is not the case when
adding bigger cloud particles. Indeed, as bigger particles will
lead to a patchy equatorial cloud, the polar regions remain

almost unaffected by their radiative effect and the wind structure
closely resembles the ones of the cloudless case, as the eddies
counterbalance the acceleration by the mean residual circulation.

To summarise our findings, clouds have multiple effects on
the atmospheric dynamics. Regardless of the condensate, if able
to form in the atmosphere, clouds mostly form on the cooler
nightside and terminator regions of the planet. Once formed,
they influence the vertical and meridional transport of axial an-
gular momentum. In particular, the transient waves contribution
becomes non-negligible in the cloudy case, and influences the
wind and thermal structure. Overall, the equatorial jet slows
down and breaks into a narrower jet flanked by two polar jets.
The shape and strength of the polar jet depends on the radiative
feedbacks of the clouds generating them, for a solar-like atmo-
sphere. In the next section, we investigate the effect of a super-
solar metallicity on the atmospheric states.

3.3. Impact of metallicity

In this section, we explore the impact of a super-solar metallicity
on the thermal and wind structure of WASP-43 b. To do so,
we ran a cloudless simulation at 10x solar metallicity, using
the method described in Section 2.3. The only change to our
set-up is in the Exo-REM simulation where we increased the
metallicity, effectively changing the vertical chemical profile of
the atmosphere and increasing the opacity. Thus, the radiative
data computed during our initialisation are different from those
used in the previous section. Appendix A.l displays these
profiles for the solar and super-solar case. We then computed
a grid of simulation including Mg,SiOy4 clouds, with the same
radii as described above.

3.3.1. Simulation without clouds

The broad thermal and dynamical pattern of the atmosphere of
WASP-43 b do not qualitatively change with metallicity. How-
ever, quantitative differences emerge. Indeed, the thermal struc-
ture is overall warmer at higher metallicity on the dayside and
cooler on the nightside (see Fig. C.2). As the opacities increase,
heating rates and cooling rates also increase, leading to shorter
radiative timescale. The photosphere rises with increasing opac-
ities, as shown for the nightside on Fig.12 and predicted by
Kataria et al. (2015). The equatorial jet is accelerated by this
increased longitudinal temperature contrast, reaching 5.8 km.s™!
and is flanked by two polar retrograde jets. Moreover, the verti-
cal extent of the jet is narrower, extending to ~ 50 bars instead of
~ 200 bars before reaching zero. The circulation is characterised
by one large anti-Hadley cell in each hemisphere instead of the
two cells previously discussed in Section 3.1. This is consistent
with previous studies on the effect of metallicity (Showman et al.
2009; Kataria et al. 2015). Interestingly, we note that similarly
to our simulations with MnS clouds, a strong meridional tem-
perature gradient between the poles and mid-latitudes emerges.
This is understandable from the thermal wind equation (Eq. 13).
Retrograde polar jets and negative upward vertical zonal wind
shear are balanced by a positive mid-latitude to pole meridional
gradient of temperature.

Thus, increasing the metallicity has a different effect on
the thermal and wind structure of the atmosphere of WASP-43
b compared to having clouds, as jet speed increases instead of di-
minishing. This jet increase is also found by Kataria et al. (2015)
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and is linked to the greater longitudinal thermal forcing. In the
next section, we investigate the joint effect of clouds and super-
solar metallicity on the dynamical structure of the atmosphere.

3.3.2. Simulation with Mg, SiO, clouds

Starting from the previously computed cloudless simulation at
super-solar metallicity, we added Mg,SiO4 clouds of different
particle radius and ran the simulation for 1000 WASP-43 b years.
The initial profile of condensable vapour is computed as de-
scribed in section 2.3. However, as metallicity increases, the con-
densation curve of Mg;SiOy4 shifts to higher temperature for a
given pressure (Visscher et al. 2010). The initial profile of con-
densable vapour is then lower than the one used in the solar
metallicity case because most of the vapour has condensed in
layers below the lower boundary of our model. As less material
is available for condensation, clouds are thus thinner and less
abundant at higher metallicity.

The cloud distribution closely follows our findings of section
3.2. As cloud particles are larger, the terminal velocity of sedi-
mentation increases, leading to clouds layers located deeper in
the atmosphere. Moreover, deeper than 1 bar, anti-Hadley cells
dominate the circulation (see Fig. C.2), effectively transporting
polar clouds upwards and equatorward, where the temperature
is above the condensation temperature. Thus, large cloud
particles settle deeper in the atmosphere. In contrary to the solar
metallicity case where large cloud particles mostly affect the
equatorial region, super-solar metallicity impacts the thermal
structure at all latitudes. The equatorial region is too warm for
clouds to form and the cooler mid-latitudes are preferred for
cloud formation and settling. Moreover, as the equatorial region
is almost not affected by clouds, the jet speed is unaltered when
adding Mg,SiO4 clouds to the simulations. This is an entirely
different behaviour from the one found in solar metallicity
atmospheres. However, it is not entirely clear how super-solar
metallicity and Mg,SiO4 clouds globally impact the dynamical
and thermal structure of WASP-43 b. Hence, in the next section,
we study the albedo and cloud radiative forcing for solar and
super-solar metallicity.

3.4. Albedo and cloud radiative forcing

In this section, we compute the Bond and geometric albedo
of our simulations, along with the cloud radiative forcing (Ra-
manathan et al. 1989). As pointed out in the last section, dis-
criminating between a solar cloudy atmosphere and a super-
solar cloudy or cloud-free atmosphere is complicated by look-
ing at the thermal structure only. We show the Bond albedo (in-
tegrated between 0.612 and 325 ym) and the geometric albedo
in the CHEOPS band (0.33-1.1 ym) in Fig. 8. For the geomet-
ric albedo, we only considered the reflected light component for
the computation. As the CHEOPS filter leaks into the infrared,
the thermal emission is non-negligible and needs to be removed
to accurately compute the geometric albedo. We find that the
cloudy solar metallicity simulations always have a higher Bond
albedo than the super-solar atmospheres and the cloudy atmo-
spheres as a result of the increasing amount of scattering pro-
vided by the increasing cloud content. Moreover, for solar metal-
licity, the size of the cloud particles has a detectable impact on
the albedo, and the sub-micron to micron size simulations are
compatible with the Bond albedo derived by Stevenson et al.
(2017). This is easily understandable from the cloud distribu-
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Fig. 8. Disk-integrated Bond albedo and geometric albedo in the
CHEOPS band (0.33-1.1 um) for the cloudless and Mg, SiO, cloud sim-
ulations at solar (circles) and 10x solar (diamond) metallicity. The red
shaded area corresponds to the constraint on the geometric albedo de-
rived by Scandariato et al. (2022). The blue shaded area corresponds to
the estimated range of Bond albedo derived by Stevenson et al. (2017).

tions shown in Fig. C.1. The smaller the cloud particles, the eas-
ier they are lofted above the photosphere and impact the mea-
sured Bond albedo. The geometric albedo in the CHEOPS band
is similar between the cloudless cases of different metallicity, as
no clouds induce a strong reflective component and the flux is
dominated by thermal emission for wavelength above 0.7 um. In
the cloudy cases, the solar metallicity simulations always have a
higher bond albedo due to the reflective clouds than the super-
solar simulations. Scenario with particle sizes ranging from 1 to
10 um are compatible with the derived estimates from Scandari-
ato et al. (2022). However, super-solar atmospheres constantly
under-predict the measured geometric albedo in the CHEOPS
band. Thus, precise measurements of the Bond and the geo-
metric albedo should help disentangle the degeneracy between
super-solar and cloudy solar metallicity atmospheres, and help
constrain the size of the cloud particles.

To understand the global effect of cloudiness on the atmo-
sphere of WASP-43 b, we computed the cloud radiative forcing.
Following Ramanathan et al. (1989), the net radiative heating H
of an atmospheric column is

H = (1 - ASR) - OLR, (14)

with OLR the thermal flux radiated to space. Thus, the cloud
forcing can be written as

C = Hyoud — Helear- (15)

Finally, the cloud forcing can be decomposed into a shortwave
and longwave component, yielding

C=Cs+Cy = (ASRcloud - ASRClear) + (OLRclear - OLRcloud)~
(16)

We computed this value directly from our cloudy simulations,
by turning off the radiative feedbacks of clouds and running an
additional time-step of the models. In this way, the clear mod-
els have the same thermal structure ias the cloudy models and
only differ by the lack of clouds opacities. Figure 9a displays
the shortwave, longwave and cloud radiative forcing components
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Fig. 9. Normalised cloud radiative forcing and globally averaged tem-
perature profiles. Top: Cloud radiative forcing (normalised by the stel-
lar irradiance) as a function of cloud particle sizes for solar simulations,
and clouds composed of Mg, Si0O4 and MnS. Blue lines denote the short-
wave cloud radiative forcing, the red line the longwave cloud radiative
forcing, and the black line the net, total cloud radiative forcing. Cir-
cles denote Mg,SiO;, clouds, and diamonds are MnS simulations. Bot-
tom: Globally averaged temperature profiles for our cloudless and solar
metallicity Mg,SiO4 cloud simulations.

normalised by the stellar irradiance at the top of the atmosphere
for our solar simulations with Mg,SiO4 and MnS clouds. It is
clear that radiative clouds induce a positive forcing in all of our
simulations, regardless of the size of the cloud particles and the
type of condensates. Shortwave forcing corresponds to the day-
side albedo effect of the cloud, which translates into a cooling
effect. On the other side of the spectrum, longwave forcing cor-
responds to the greenhouse effect of clouds, mostly on the night-
side, which leads to a warming effect. Thus, clouds have a net
warming effect on the atmosphere of WASP-43 b, as the long-
wave forcing is ~ 3 greater than the shortwave forcing (see the
globally averaged temperature profile of Fig. 9b). This is in con-
trast with the global net cloud radiative effect on Earth, where
low-altitude clouds have a cooling effect, high-altitude clouds a
warming effect, with a net global cooling effect (Forster et al.
2021). Both the shortwave and longwave components displays

a trend with particle sizes. The smaller the cloud particles, the
stronger the impact on the shortwave and longwave components,
as they are more abundant and yield a greater optical depth. In-
terestingly, the longwave radiative forcing for Mg,SiO4 does not
follow that trend for cloud particles of 0.5 and 1 ym. This is due
to the peak emission wavelength of WASP-43 b, located around
2 um, which corresponds to the peak in extinction efficiency
of Mg,SiOy4 clouds for 1 um particles whereas the peak of ex-
tinction efficiency for 0.5 um particle is located around 0.9 yum.
Thus, the net cloud radiative forcing is slightly stronger for 1 ym
Mg, SiOy clouds than for 0.5 um particles, as the shortwave com-
ponent is not affected by this thermal amplification. Comparing
simulations with MnS and Mg,Si0; clouds, the cloud radiative
forcing is stronger for Mg, Si0y4 clouds. The cloud radiative forc-
ing for simulations with super-solar metallicity is shown in Fig.
C.3. Because of the low amount of clouds in these simulations,
the net cloud radiative forcing is unsurprisingly weaker than in
the solar metallicity atmosphere by a factor of ~700-5000 de-
pending on the cloud particle size. Both the long and shortwave
component follow the previously identified trend with particle
size, but the net overall forcing is in favour of a cooling instead
of a warming. The driver of this cooling is the Bond albedo of
the planet. Despite its low value, the longwave optical depth in-
duced by clouds is not enough to counteract the shortwave radia-
tive cooling.

As the temperature contrast between the day and the night-
side increases with metallicity, and the offset of the hotspot is
smaller with clouds, spectral phase curves should encode all
the necessary information to discriminate between a cloud-free
super-solar atmosphere and a cloudy solar one. In the next sec-
tion, we study the impact of clouds on spectral phase curves in
the infrared.

4. Spectral phase curves and the impact of clouds

In this section, we compare our grid of models to phase curves
of WASP-43 b obtained with HST (Stevenson et al. 2014), the
Spitzer Space Telescope (Morello et al. 2019) and JWST MIRI-
LRS (Bell & the JWST ERS Team 2023.). For the MIRI-LRS
data reduction we used the Eureka! (Bell et al. 2022) pipeline.
Stage 1 and 2 use the jwst pipeline (Bushouse et al. 2022)
with cosmic ray detection threshold set to 5, calibration files
from commissioning and ramp fitting weighting set to uniform.
For stage 3 we defined a rectangular selection to extract the
flux of the source (y window of 140-393px and an x window
of 11-61px) and then performed background subtraction on
each integration using a column away from the trace. In Stage
4 we generated the spectroscopic light curves with bins of
0.5 um, spanning 5-12 um, for a total of 14 spectral channels.
Then, the light curves are sigma-clipped and the first 779
integrations removed. For the fit, we modelled the phase curve
with a second order sinusoidal function and the eclipse with the
batman package (Kreidberg 2015), to model the instrumental
systematics we used a linear polynomial model in time, an
exponential ramp, a first order polynomial in y position and
a first order polynomial in PSF width in the s, direction. We
fitted the data using the emcee sampler (Foreman-Mackey et al.
2021) with 500 walkers and 1500 steps with the following jump
parameters (randomly perturbed at each step): Ry/Ry, Fp/Fiy,
uy, up, AmpCosl, AmpSinl, AmpCos2, AmpSin2, cy, c1, ro, 71,
Ypos> and Y. The convergence of the fit was then assessed
using the Gelman and Rubin test. Finally, from the best fit we
extracted the spectra of the planet at different phases (nightside,
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day-side and the two terminators) of its orbit.

To produce phase curves from the generic PCM, we used
the Pytmosph3R software (Falco et al. 2022). Our wavelength
coverage is identical to the one used in generic PCM (see Table
2) but at a resolution of R~500 and the same opacities are used.

4.1. Spectral phase curves at solar metallicity

Our simulations are post-processed at four orbital phases, the
nightside emission, the dayside emission and the two interme-
diate quarter phases for our cloudless and cloudy simulations
that we show in Fig.10 for cloudless and Mg,SiO,4 simulations
and in Fig. 11 for MnS simulations. It is straightforward from
the plots that clouds are a plausible explanation for the observed
spectra. Indeed, the cloudless simulation strongly overestimates
the flux in the nightside, and slightly underestimates it on the
dayside. At quarter phases, the cloudless model overestimates
the flux at phase 0.25 (when the eastern terminator is visible by
the observer) whereas the agreement with the phase 0.75 (when
the western terminator is visible by the observer) is quite good,
despite a slight overestimation of the water band depth in the
HST wavelength coverage and an underestimation of the flux
in the MIRI range. Adding clouds to the simulations drastically
changes the nightside spectrum. As clouds preferentially form
on the cooler nightside, they reduce the amount of emitted flux
on this side of the planet. Moreover, the clouds warm the atmo-
sphere below them and this additional heat is transported back to
the dayside by the equatorial jet. Thus, the dayside warms up in
the cloudy cases with regards to the cloudless simulation. This
redistribution of heat from the night to the dayside is not clearly
seen in the case of WASP-43 b, as seen on the dayside panel. In-
deed, depending on the size of the particles forming the clouds
and the type of condensates, dayside heating will be more or less
efficient. Small particle of MnS clouds are the most efficient to
produce a night-to-day advection of heat. A possible explana-
tion of this phenomenon is because of the cooler condensation
curves of MnS, clouds will tend to form higher up in the atmo-
sphere (see Fig.6), inducing a stronger greenhouse effect, allow-
ing for more heat to be available for horizontal advection by the
jet. At phase 0.25, the effect of clouds should be noticeable, as
we probe the eastern terminator and parts of the nightside. Even
though the eastern terminator is mostly cloud-free in our sim-
ulations, micron-sized clouds allow for a reduction of the flux
consistent with HST and MIRI-LRS data but not consistent with
the 4.5 um Spitzer point. The 0.75 phase is interesting, as no
cloudy case perfectly matches the near infrared data. The cloud-
less case reproduces the data fairly well until 5 um, even though
it slightly overestimates the depth of the 1.4 and 6.1 um water
bands. It seems that Mg,SiO4 clouds have disappeared from the
observations at this phase, which could potentially be explained
by microphysical effects, not taken into account in our approach.
However, MnS clouds composed of sub-micron particles are in
good agreement with this phase. In the mid-infrared, the night-
side shows a disagreement with the cloudy simulations, as the
emitted flux is overestimated. Moreover, the strong Mg,SiO4
absorption feature around 9.6 um is not seen in the data and
is present in our simulations with sub-microns cloud particles.
Thus, we can advocate with a certain degree of confidence that
if Mg,SiO4 clouds play a role in the observable flux of WASP-
43 b, the cloud particles are bigger than 1 ym. Also, it seems
difficult to disentangle a contribution from MnS clouds from
one of Mg,SiO4 clouds with the current observations, despite
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the findings of Gao & Powell (2021) and Helling et al. (2021),
who claim that MnS should not play a major role in the night-
side spectra of WASP-43 b. Thus, we only investigate Mg,SiOy4
clouds in the following.

As mentioned above, the 10 um Mg, SiO,4 absorption feature
is not seen in the MIRI-LRS data and in our simulation with
cloud particles bigger than 1 ym. Indeed, this is expected for
large particles (> 10 um) as the absorption coefficient does not
peak. For smaller particle sizes, we computed the optical depth
of Mg;SiOy clouds around 10 um as a function of pressure and
the photospheric pressure at the same wavelength (see Fig.12).
Here, the photospheric pressure is defined as the pressure at
which the atmospheric temperature is equal to the brightness
temperature. For all simulations, the Mg;SiO4 clouds become
optically thick at a pressure greater than the photospheric pres-
sure of the nightside. However, optically thin clouds still con-
tribute to the rising of the photosphere, via their thermal feed-
back. This translates to an effect in the nightside spectra located
around 9.6 um clearly detectable for 0.1 um cloud particles.
Thus, we can only conclude that if Mg,SiO4 clouds are present,
their spectral contributions are shaped by particles bigger than
1 um. Except on the cloud-free dayside, our cloudy simulations
always overestimate the flux in the mid-infrared. Our explana-
tion for this behaviour is that our models lack a source of long-
wave opacity. A few possible culprits for this additional opacity
could be linked to a lack of clouds due to a too strong cold trap
in our models or horizontal variations of the chemical composi-
tion (possibly linked to the CO-CHy4 equilibrium), which we did
not account for (Venot et al. 2020). Super-solar metallicity could
also be responsible for this additional heating, as we investigate
in the next section.

4.2. The effect of super-solar metallicity on spectral phase
curves

We computed spectral phase curves from the generic PCM in
the same fashion as done for the solar metallicity case (see
Fig.13). As opacity increases, the model dayside is warmer than
in the solar case and perfectly fits the data at all wavelengths, and
for all simulations (clear and cloudy). This is understandable by
the fact that the amount of clouds forming in the atmosphere is
very low and the dayside is always cloudless, leading to very
small differences in the eclipse spectra between the clear and
cloudy cases. On the nightside, as the temperature is lower than
in the solar metallicity simulations, all spectra have a lower flux.
The 4.5 um Spitzer point is better fitted than in the solar metal-
licity case, even if the simulated feature is not deep enough. This
is also the case at the other phases, with a better agreement with
this data point. This is due to the enhance CO, abundance in the
10x solar case, as shown in Fig. A.1.

Interestingly, the 6.1 um water feature is overestimated on
the nightside case and underestimated at phase 0.75, as the water
bands in the HST range. This seems to indicate that a super-
solar metallicity is needed to understand the spectra at different
phases, but clouds are also mandatory on the nightside. If so,
an intermediate metallicity, allowing for more cloud formation
could be an answer to our current mismatch between simulations
and observations. Moreover, we again see a flux overestimation
at all phases for wavelength greater than 8 um, indicating again a
potential lack of opacity in our simulations (except on the cloud-
free dayside).

To discriminate between the different scenarios and better
understand the data at our disposal, we computed the amplitude
and the offset of the spectral phase curves for the cloudless and
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Fig. 10. Spectral phase curves of WASP-43 b at four given phases, from 0.6 to 12.5 um. The black line is the cloudless simulation. Each colour
corresponds to a simulation with a different Mg,SiO, cloud particle size. Blue data points and error bars from HST are taken from Table 5 of
Stevenson et al. (2017). Spitzer data points are from Morello et al. (2019), and MIRI-LRS data points are from the Eureka! v2 Reduction,
as explained above. In each panel, the subplot is a zoomed-in view of the HST data, between 1.1 and 1.7 um. Dayside corresponds to the planet
passing behind its star and nightside to the planet passing in front of its star. The 0.25 phase is the quarter phase between the night and day phases,
and the 0.75 phase is the quarter phase between the day and night phases. Thus, the eastern terminator is seen at phase 0.25 and the western

terminator at phase 0.75.

Mg,SiO,4 simulations at solar and super-solar metallicity, in each
spectral band of the three instruments used in this study (see Fig.
14). We also added the amplitude and offset as would be seen by
Ariel (see Section 4.3). For all instruments, the offset and am-
plitude of the phase curves are better matched by cloudy simu-
lations rather than by cloud-free ones. In particular, the ampli-
tude of the phase curves are best represented by solar metallicity
simulations with cloud particles ranging from 0.5 to 3 um, to
the exception of Spitzer’s Channel 2 data, which is always best
represented by 10x solar metallicity simulations. The phase off-
sets are always overestimated in our simulations and favour the
super-solar metallicity scenarios, to the exception of the HST
data. Indeed, these observations favours sub-microns particles
of Mg,SiOy4 at solar metallicity. This overall behaviour is not
surprising as the effect of both clouds and higher metallicity is
to reduce the phase offset (Parmentier et al. 2020; Kataria et al.
2015). Moreover, it is also seen in all simulations that clouds

significantly increase the phase curve amplitude, as found by
Parmentier et al. (2020). Interestingly, in Spitzer’s and MIRI-
LRS’s bands, the modelled phase offset for cloudy simulations
is always higher at solar metallicity than in the corresponding
super-solar metallicity case, but this is not the case in the HST
band. Indeed, in the near infrared (< 2 um), reflected light leaks
into the HST band. As shown by Parmentier et al. (2016), phase
curves in reflected light are dominated by the clouds contribu-
tion and peak after the secondary eclipse. In our solar metal-
licity simulations, the reflected light component induced by the
clouds compete with thermal emission in HST’s band, leading to
a smaller phase offset than in the super-solar metallicity simula-
tions with less cloudy atmospheres and thus, a smaller reflected
light component.

To summarise, clouds have a major impact on spectral phase
curves of WASP-43 b. Their main effect is to strongly reduce
the nightside thermal flux and to mask or reduce the intensity of
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Fig. 11. Spectral phase curves of WASP-43 b at four given phases, from 0.6 to 12.5 um. The black line is the cloudless simulation. Each colour
corresponds to a simulation with a different MnS cloud particle size. Blue data points and error bars from HST are taken from Table 5 of Stevenson
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phase is the quarter phase between the day and night phases. Thus, the eastern terminator is seen at phase 0.25 and the western terminator at phase

0.75.

spectral features that would otherwise be observable. Depend-
ing on the type and size of the condensates forming the clouds,
this flux reduction is mitigated. On the dayside, equatorial and
mid-latitudes temperatures are too warm for clouds to form, and
nightside clouds will tend to warm this side of the planet by re-
distributing heat trapped below the cloud deck on the nightside.
Using observations from HST, Spitzer, and MIRI-LRS, we show
that Mg,SiO4 clouds composed of sub-micron particles cannot
explain the nightside mid-infrared spectra and that MnS clouds
cannot be distinguish from Mg,SiO, clouds if the particles are
bigger than 1um.

Differentiating between a solar or super-solar cloudy atmo-
sphere is not straightforward. Our models broadly match the
spectra on the dayside, nightside and terminators (phase 0.25
and 0.75). However, no model reproduces both the amplitude
and the phase offset of the observations. As super-solar atmo-
spheres have a low amount of Mg,SiO4 clouds in their atmo-
sphere, constraining the abundance of this condensate with a
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reflected light phase curve could help us discriminate between
the solar and super-solar metallicity scenarios presented here.
Furthermore, other condensates could contribute to the observed
phase curves, such as Na,S, Al,O3, KCI, or ZnS, and explain the
lacking nightside opacity needed to fit the nightside mid-infrared
spectrum.

In the next section, we simulate what the Ariel Space Tele-
scope could see if observing a phase curve of WASP-43 b.

4.3. Preparing for Ariel

As described in Charnay et al. (2021b), the Ariel mission will
dedicate one tier to exoplanet phase curves, with the objective of
constraining atmospheric dynamics, composition, thermal struc-
ture and cloud distribution and composition. Here, we used our
simulations to predict the spectral phase curves that Ariel could
yield for WASP-43 b, considering the spectral resolution and
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Fig. 12. Nightside pressure at which Mg,SiO, clouds becomes optically
thick as a function of wavelength, for simulations with different parti-
cle sizes (solid lines) and atmospheric photospheric pressure (dashed
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spheric pressure. We added the atmospheric photospheric pressure for
the cloudless case for reference in black for the solar metallicity (dashed
line) and 10x solar metallicity (dotted line).

estimated noise. We performed this computation on our cloud-
less and Mg,Si04 simulations and summarised our findings in
Fig.15. The noise is estimated using ArielRad (Mugnai et al.
2020). For each phase, we considered an integration time of
twice the transit duration (2.32 hours). Distinguishing between
a clear and a cloudy atmosphere of small particles should be
straightforward using the nightside flux above 2 um. The dayside
is fairly identical between our cloudless and cloudy simulations,
as stated in Section 4.1.

It is clearly noticeable that Ariel will not be able to put
stronger constraints on the flux than what can be done using
MIRI-LRS. However, the advantages of Ariel will reside in its
slightly higher spectral resolution in the mid-infrared, compared
to what is currently achieved with MIRI-LRS (see the Meth-
ods section of (Bell & the JWST ERS Team 2023.)) and its
wide spectral coverage. Thus, spectral features could enable us
to measure chemical abundances, which are greatly needed to
constrain the metallicity of WASP-43 b.

Most importantly, Ariel will allow for a simultaneous char-
acterisation of both reflected light and thermal emission. Thus, it
will constrain the overall heat budget by precise measurements
of the Bond and further constrain the geometric albedo.

5. Discussion

In this study, we have introduced the adaptation of the generic
PCM to the context of hot gaseous giant exoplanets, such as hot
Jupiters. Motivated by previous studies and observations, we de-
veloped a simple cloud scheme to try to understand the dynam-
ical and radiative impact of clouds in these atmospheres, and
we focused on the special case of WASP-43 b. We postpone a
broader analysis of the impact of clouds as a function of dif-
ferent parameters of the system (such as surface gravity, plan-
etary radius, and instellation) to a future study. Numerous gen-

eral circulation models of hot Jupiters tackled the clouds issue,
using different assumptions and modelling techniques (Kataria
et al. 2016; Oreshenko et al. 2016; Parmentier et al. 2016, 2020;
Roman & Rauscher 2017, 2019; Roman et al. 2021; Lee et al.
2016; Mendonga et al. 2018a; Komacek et al. 2022; Lines et al.
2018). The cloud models range from simple parameterisations,
to detailed cloud microphysics and chemistry. We discuss our
findings with regard to others and how our model fits into the
diversity of existing models in the next section.

5.1. Cloud modelling assumptions

The different cloud modelling techniques in global circulation
models can be sorted into four different categories of increas-
ing complexity. The simplest way to take the impact of clouds
into account is to add them as post-processed clouds. This ap-
proach neglects the opacities of clouds during run-time and only
incorporates them when creating observables, using the thermal
structure computed without the radiative feedbacks of clouds.
When using post-processed clouds, the model either does not
include them at all in the computation or includes them as a pas-
sive tracer field, meaning that the clouds can be transported by
the dynamics but cannot have an impact on the thermal structure
of the atmosphere. This technique is widely used as it reduces
the computation time, and still yields a pretty good match to ob-
servations (Parmentier et al. 2016). However, the thermal struc-
ture of the simulation is lacking the cloud contribution. Thus,
when post-processing the simulations, the cloud location may
vary significantly from the one expected with the cloud contri-
bution, yielding an incorrect thermal flux radiated by the atmo-
sphere (Roman & Rauscher 2019).

Adding complexity to the model, the cloud location can be
prescribed at the start of the simulation, and different physical
phenomena can be modelled to take into account cloud forma-
tion. In these models, the radiative feedbacks of clouds is taken
into account, using grey or double-grey radiative transfer (Men-
donca et al. 2018a; Roman & Rauscher 2017, 2019; Roman et al.
2021; Parmentier et al. 2020). In these studies, the clouds are
treated as (i) a fixed, constant source of opacity such as a night-
side cloud deck at a given pressure with grey radiative transfer
(Mendonga et al. 2018a), (ii) as a static distribution of scatter-
ers with varying scattering properties in double-grey radiative
transfer (Roman & Rauscher 2017), or (iii) as a temperature-
dependent source of opacity, using double-grey radiative trans-
fer (Roman & Rauscher 2019; Roman et al. 2021) or k-correlated
radiative transfer (Parmentier et al. 2020). These approaches are
more physically motivated than the post-processed ones, even
though they require a certain amount of tuning of the model for
the prescription of the cloud locations. For instance, Mendonca
et al. (2018a) managed to reproduce the HST and Spitzer phase
curve of WASP-43 b with their grey opacity nightside clouds.
However, their model does not inform on how clouds interact
with the atmospheric flow and does not adequately take into
account the heating rates associated with the thermal effect of
clouds. As found by Roman & Rauscher (2019), radiative feed-
backs of clouds strongly alter the temperature field, and the al-
teration depends on the aerosol scattering properties and abun-
dances. However, their treatment of the aerosol scattering prop-
erties is also incomplete, as they only use two values (one in
visible and one in infrared light) to represent the single scat-
tering albedo, the asymmetry parameter and the extinction ef-
ficiency of their aerosols. Thus, their modelling is not sensitive
to the strong absorption bands of condensates, such as the 10-
um silicate feature, detected for instance in the atmosphere of
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Fig. 13. Spectral phase curves of WASP-43 b at four given phases, from 0.6 to 12.5 um, for a super-solar metallicity atmosphere. The black line
is the cloudless simulation. Each colour corresponds to a simulation with a different cloud particle size. Each coloured line is a simulation with
Mg, SiO; clouds and a different radius. Blue data points and error bars from HST are taken from Table 5 of Stevenson et al. (2017). Spitzer data
point are from Morello et al. (2019), and MIRI-LRS data points are from the Eureka! v2 Reduction, as explained above. In each panel, the
subplot is a zoomed-in view of the HST data, between 1.1 and 1.7 um. Dayside corresponds to the planet passing behind its star and nightside to
the planet passing in front of its star. The 0.25 phase is the quarter phase between the night and day phases, and the 0.75 phase is the quarter phase
between the day and night phases. Thus, the eastern terminator is seen at phase 0.25 and the western terminator at phase 0.75.

the planetary-mass companion VHS 1256-1257 b (Miles et al.
2023) . As JWST is enabling multi-phase emission spectra at
higher spectral resolution and with a broader spectral coverage,
accurate spectral modelling of clouds is needed to predict and
understand the forthcoming observations.

Clouds are not static in 3D atmospheres, as can be daily ex-
perienced on Earth. Although the models described above are a
good compromise between accurate cloud physics and computa-
tional time, they lack the interaction between clouds and the at-
mospheric flow. This interaction is taken into account in models
treating clouds as active tracers. Active refers to the considera-
tion of the optical properties of clouds and thus their radiative
feedbacks while tracers are quantities that are advected with the
flow, at each dynamical time-step of the simulation. Hence, the
third category of models describes clouds as active tracers. These
models provide information on the location at which cloud form
and how they interact with the atmospheric flow. This is com-
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monly used in Solar System GCMs, for instance on Mars, Venus
and Titan (Forget et al. 2006; Lefevre et al. 2018; Schneider et al.
2012). Komacek et al. (2022) applied such a model to the case of
ultra-hot Jupiters and found that clouds are patchy in these very
warm atmospheres. Tan & Showman (2021) used a similar pa-
rameterisation for the radiative effects of clouds in brown dwarf
atmospheres. However, their models use the double-grey approx-
imation and thus lack the physical insights needed to yield quan-
titative predictions. Indeed, Lee et al. (2021) showed that grey
models can only qualitatively reproduce the results of correlated-
k schemes.

Despite the growing complexity and physics put in the
previous models, cloud physics encompasses a range of phe-
nomena that can strongly impact the formation and evaporation
of clouds. For instance, none of the above models takes into
account nucleation, the chemical interplay happening at the
surface of the grain, condensation growth, desorption energy of
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the condensates etc... All these can be grouped into the term
microphysics, which more accurately describes cloud formation,
growth, sedimentation and sublimation. Coupling microphysical
cloud models to GCMs has been done for particular studies
(Lee et al. 2016; Lines et al. 2018; Christie et al. 2021).
However, the additional computation cost of this coupling
makes it unpractical for global studies, even though necessary
to more thoroughly understand cloud behaviour in these hot
atmospheres. One recent study from Lee (2023) coupled a GCM
with a microphysical cloud model tailored for fast computation
and found a good match to observations of HAT-P-1b.

Hence, our model lies as a compromise between accurate
modelling of the cloud properties and too simplistic parameter-
isations. The aim behind our work is to understand the broad
behaviour of clouds in the atmosphere of hot giant gaseous ex-
oplanets and their impact on the thermal, dynamical and ob-
servable properties. As stated in Section 4.1, our modelling is
not sufficient to explain the observed flux at phase 0.75. Mi-
crophysical modelling of clouds might help explain how clouds
behave during their advection from the nightside to the day-
side. Moreover, we only included one type of condensates in
our simulations. As pointed out by Helling et al. (2021), the up-
per atmosphere of WASP-43 b is dominated by silicates, with
the nightside also containing metal oxides and clouds composed
of carbon-bearing materials. The addition of these clouds to the
simulation, along with Mg,Si0,4 clouds might help us better un-
derstand the observed phase curves. Also, chemical interactions

between the different clouds that are not taken into account in
our model could have an impact on the cloud distribution and
thus, on the thermal emission of the atmosphere.

5.2. Clouds and metallicity

Clouds and metallicity induce similar behaviours on phase
curves of hot Jupiters. They both tend to reduce the phase off-
set and amplify the amplitude of the phase curves. In the spe-
cial case of WASP-43 b, clouds are needed to reproduce the
nightside flux. However, the dayside spectrum is compliant with
super-solar metallicity in all bands. As we show, super-solar
metallicity atmospheres contain less dense Mg,SiO4 clouds than
their solar metallicity counterpart. This is due to the metallicity-
dependence of the condensation curve (Visscher et al. 2010).
Thus, we propose two ideas to break this observed degeneracy
in WASP-43 b’s atmosphere. The first one would be to measure
a reflected light phase curve of the planet. Following Oreshenko
et al. (2016), such phase curves encode all the needed informa-
tion about cloud distribution in cloudy atmospheres. Assessing
the influence of Mg,SiO4 clouds would thus indirectly inform
on the atmospheric metallicity. We argue that observations with
the CHEOPS facility should yield interesting constraints on the
longitudinal distribution of clouds. The second idea would be to
perform a precise measurement of the water abundance on the
nightside. To date, such measurements are available with HST
data only and have been difficult to carry out due to the dim
nightside (Stevenson et al. 2014). The MIRI-LRS phase curve
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Fig. 15. Estimated phase curves as seen by Ariel with the estimated noise. We considered that each phase has been integrated for twice the transit
duration and took that into account for scaling the noise. Simulations used here are the cloudless and Mg,SiO4 simulation with solar metallicity
with particle sizes of 0.1, 1, and 10 um. Red points are the MIRI-LRS data for comparison.

is a step ahead towards more accurate measurements but the low
spectral resolution (R ~100) makes accurate derivation of molec-
ular abundances difficult. Thus, a mid-resolution phase curve is
needed to assess the water amount on the nightside. Using the
combination G395H/F290LP (3-5 um, R ~1000) disperser and
filter of JWST-NIRSpec could provide this measurement (Alder-
son et al. 2023), as could also be done using the NIRISS-SOSS
instrument (Feinstein et al. 2023). However, as the NIRISS-
SOSS wavelength coverage ranges from 0.6 to 2.8 um, reflected
light could complicate the inference of the water budget on the
cloudy nightside of WASP-43 b. Moreover, the higher spectral
resolution of NIRSpec-G395H should help accurately constrain
water.

5.3. Other limitations

In this work, we did not investigate the impact of chemistry
on the atmospheric circulation and on the observables. It is
expected that chemical abundances vary with longitude, as hot
Jupiters exhibit a strong temperature contrast. In particular,
thermochemical equilibrium predicts CH4 to be the dominant
carbon-bearing constituent in the nightside of WASP-43 b, but
not on the warmer dayside where CO should be dominant.
Using 1D and pseudo-2D kinetic models, Venot et al. (2020)
showed that vertical and horizontal quenching will partially
damp these heterogeneities. Moreover, HCN could be pho-
tochemically produced and be more abundant than methane

Article number, page 22 of 31

at all longitudes at the infrared photosphere. In our model,
as all longitudes and latitudes are initialised with the same
vertically quenched chemical profiles, we are in the extreme
case of uniform horizontal quenching. This is reasonably not the
case and relaxing this assumption should be done, in line with
coherent chemical network predictions. We also neglected the
potential photochemical production of molecules such as SO, in
our model, which we now know to be happening in hot Jupiter
atmospheres (Tsai et al. 2023).

Our model simulates an extended atmosphere as we set the
inner boundary at 800 bars. This choice is motivated by a few
studies that highlight the connection between the upper and
deep atmosphere, shaping the overall climatology of hot Jupiters
(Carone et al. 2020; Schneider et al. 2022). However, these deep
layers have a long numerical convergence time, as the radiative
timescale becomes very long (Wang & Wordsworth 2020; Show-
man et al. 2020). An other difficulty arising with the simulation
of deep atmospheres is the accurate representation of the thermal
properties of these layers. At these temperature and pressure,
the ideal gas law that is commonly used in GCM is not valid
anymore and the assumption of constant thermal capacity is also
greatly challenged. Finally, the boundary condition is set to a
constant interior temperature based on what is commonly used
in the literature for Jupiter and Saturn. More accurate constraints
on the internal flux are thus needed to accurately model the deep
layers and their interaction with the upper atmosphere dynamics.
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In this study, we neglected the potential radiative feedback
of photochemical hazes that could alter both the thermal and
dynamical structure of hot Jupiters (Steinrueck et al. 2023).
Indeed, haze radiative feedbacks can increase the day-night
temperature contrast and potentially mask cloud effect. If
photochemical hazes are produced and/or advected to the
western terminator of WASP-43 b, they could potentially be
responsible for the discrepancy between the modelled and
observed spectrum for 4 > 4 um.

Finally, the generic PCM solves the primitive hydrostatic
equations of meteorology. Despite this set of equations being
commonly used in the exoplanet atmosphere modelling com-
munity, Mayne et al. (2014) used a fully compressible, non-
hydrostatic, deep atmosphere global circulation model to sim-
ulation the atmosphere of hot Jupiters. Their main findings are
that their more complete set of equations allow for an exchange
between the vertical and horizontal angular momentum, and a
stronger exchange between the deeper and upper atmosphere,
leading to the degradation of the prograde super-rotating jet.
However, the general atmospheric structure they derive is quite
similar to that obtained with the primitive hydrostatic simulation.
This finding is consistent with a study from Noti et al. (2023)
that uses the non-hydrostatic deep equations and compare them
to simulations using the quasi-hydrostatic deep equations. For
the case of WASP-43 b, they find that the choice of equations
set does not have a strong impact on the dynamical and thermal
state.

6. Conclusions

We modelled the hot Jupiter WASP-43 b using the generic
PCM with and without including clouds. Our cloud model is
based on the assumption that clouds form or do not form depend-
ing on the local thermodynamical conditions. We also added
the radiative feedbacks of clouds on the thermal structure. Once
formed, clouds are horizontally advected and vertically sedi-
mented as tracers of fixed radius. We ran multiple scenarios
with different assumptions on the type of clouds, the size of
the cloud’s particles, and different atmospheric metallicities. We
investigated the mechanisms responsible for the transport of
heat and axial angular momentum. We post-processed our sim-
ulations to produce spectral phase curves and compared them
to datasets obtained by HST, Spitzer, and the JWST’s MIRI-
LRS instrument. We computed estimations of the spectral phase
curves as will be observed by Ariel. Our conclusions are the fol-
lowing:

1. In the cloudless case, our model reproduces the broad
dynamical findings of previous studies, such as an equatorial
super-rotation prograde jet, an eastward shift of the hotspot
with regard to the substellar point, and a strong temperature
contrast between the irradiated dayside and the dark night-
side.

2. In the cloudless case, the horizontal and vertical transport
of axial angular momentum is dominated by the stationary
waves’ contribution, and the transport of heat is dominated
by the mean circulation and the stationary waves’ contribu-
tion (for horizontal transport).

3. Clouds have multiple effects on the thermal and dynamical
structure. One common feature of clouds is to reduce the
overall jet speed. Depending on the thermal and optical

properties of the condensates and the size of the cloud
particles, the cloud distribution varies, leading to different
atmospheric structures. Both the planetary and visible
geometric albedo increase with clouds.

4. Clouds have a net positive radiative feedback, warming the
atmosphere.

5. Super-solar metallicity leads to stronger longitudinal thermal
contrasts and to fewer clouds in the upper atmosphere.

6. Clouds are necessary to explain the spectra of the dark
nightside of WASP-43 b. The mid-infrared MIRI-LRS
data allowed us to rule out sub-micron Mg,SiO4 cloud
particles as the main opacity source in the atmosphere of hot
Jupiters. With current observations, our model is not able to
discriminate between cloudy solar and cloudy super-solar
atmospheres.

7. Further phase curves at different wavelengths are needed to
constrain the atmospheric metallicity, the size of the cloud
particles, and to further constrain the cloud physics in warm
giant planet’s atmospheres. In particular, reflected light and
thermal phase curves are needed to constrain the location
of clouds and to constrain the overall energy budget of the
planet.

Though our cloud modelling ignores the microphysical pro-
cesses inherently shaping cloud formation, it allows us to de-
rive constraints on the atmospheric state induced by the radia-
tive feedbacks of clouds, and to constrain the cloud settling lo-
cations without further assumptions. In the era of JWST and fu-
ture space-based observatories such as Ariel and PLATO, the
observational constraints of increasing quality must be met by
atmospheric models that take the full 3D picture and feedbacks
between its constituents into account.
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Appendix A: Vertical chemical and cloud profiles
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Fig. A.1. Vertical abundances profiles of radiatively active species com-
puted with Exo-REM. Solid lines assume solar metallicity, and dashed
lines have 10x solar metallicity. Disequilibrium chemistry is assumed
in both cases. The upper atmosphere is dominated by CO, with a strong
abundance of H,O. TiO and VO are negligible at these temperatures
even though they are included in the computation.

To derive the radiative data used in our 3D simulations, we

computed vertical abundances of typical absorbers using the 1D
radiative convective code Exo-REM (Baudino et al. 2015; Char-
nay et al. 2018; Blain et al. 2021) with disequilibrium chem-
istry. For each planet, we assumed that H,O, CO, CHy4, CO,,
FeH, HCN, H,S, TiO, VO, Na, K, PH3, and NH; will be radia-
tively active. The vertical profiles of the absorbers are presented
in Fig.A.1 for a solar and a 10x solar metallicity. In both cases,
CO and H,O dominates the atmosphere below 10 bars. TiO and
VO are negligible for WASP-43 b.
Figure A.2 displays the initial condensable vapour mass mixing
ratio used to initial the 3D spherical shell of the generic PCM.
These profiles are based on analytical derivations from (Visscher
et al. 2010) for Mg,Si0O4 and (Morley et al. 2012) for MnS.
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Fig. A.2. Initial condensable vapour profile for MnS and Mg,SiO,
clouds. These profiles are computed using analytical profiles from Viss-
cher et al. (2010) and Morley et al. (2012), with a planetary averaged
temperature profile from the cloudless simulation.

Appendix B: Axial angular momentum transport
induced by 1 um clouds
Here are plotted the horizontal and vertical transport of angular

momentum contribution as wall as the net transport, as described
in section 3.2.
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Fig. B.1. Axial angular momentum horizontal transport for the cloudless simulation of WASP-43 b (left) and 1um clouds of MnS (middle) and
Mg,SiOy (right). Each row displays a different contribution: mean circulation contribution (a) stationary wave contribution (b), transient wave
contribution (c), and net transport (d). Each row is plotted with a different range to show the amplitude of each contribution to the net transport.

Appendix C: Solar and super-solar simulation:
Dynamical and thermal structure of the
atmosphere

Here are plotted the broad dynamical and thermal pattern of the
atmosphere. Figure C.1 is for the solar metallicity simulations
with Mg;SiO4 clouds. Figure C.2 is the same for super-solar
metallicity, with the first column being the cloudless simula-
tion and the three other panels cloudy simulations with different
particle sizes. In all plots where clouds are included, clouds are
composed of Mg,SiOy .

We also plot the cloud radiative forcing for the super-solar
metallicity simulations with Mg,SiOy4 clouds, in Fig. C.3
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Fig. B.2. Axial angular momentum vertical transport for the cloudless simulation of WASP-43 b (leff) and 1um clouds of MnS (middle) and
Mg,SiOy (right). Each row displays a different contribution: mean circulation contribution (a), stationary wave contribution (b), transient wave
contribution (c), and net transport (d). Each row is plotted with a different range to show the amplitude of each contribution to the net transport.
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Fig. C.1. Comparison of wind patterns, temperature maps at 10 mbar, cloud latitudinal distributions, and jet acceleration for simulations with
Mg,SiO4 clouds and particle sizes of 0.1, 1 and 10 um. Top row: Zonal mean and time-averaged zonal wind. Black contours are the mass
stream function, with solid lines indicating a clockwise circulation and dashed lines an anti-clockwise circulation. Second row: Time-averaged
temperature map at the 10 mbar isobaric level. Black contours denote the location of clouds. White vertical dashed lines are the terminators.
Third row: Latitude-pressure map of the cloud distribution, averaged in time and longitude. Bottom panel: Vertically integrated jet zonal wind
acceleration in zonal and time mean between 5 and 20 mbar. We show the decomposition into residual mean circulation, the eddy contributions,
and the net acceleration. From left to right, cloud particles increase in size.
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Fig. C.2. Comparison of wind patterns, temperature maps at 10 mbar, cloud latitudinal distributions, and jet acceleration for simulations with
Mg, SiO;4 clouds at super-solar metallicity and particle sizes of 0.1, 1, and 10 um. The first column is the cloudless simulation, and the following
are the cloudy ones. Top row: Zonal mean and time-averaged zonal wind. Black contours are the mass stream function, with solid lines indicating
a clockwise circulation and dashed lines an anti-clockwise circulation. Second row: Time-averaged temperature map at the 10 mbar isobaric level.
Black contours denote the location of clouds. White vertical dashed lines are the terminators. Third row: Latitude-pressure map of the cloud
distribution, averaged in time and longitude. Bottom panel: Vertically integrated jet zonal wind acceleration in zonal and time mean between 5 and
20 mbar. We show the decomposition into residual mean circulation, the eddy contributions, and the net acceleration.
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Fig. C.3. Cloud radiative forcing (normalised by the stellar irradiance)
for super-solar metallicity atmospheres and Mg, SiO, clouds. See Sec-
tion 3.4 for a definition.
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