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ABSTRACT

Lifting schemes have attracted much interest in different image processing tasks, and
more specifically in the image compression field. In this context, the optimization of
the lifting operators (i.e. the prediction and update ones) plays a crucial role in the de-
sign of efficient lifting-based image coding systems. In this respect, we propose in this
paper to further investigate the exploitation of neural networks in a standard non-sepa-
rable lifting scheme structure. More precisely, unlike previous works, where different
neural network models are employed for all the prediction and update steps involved in
a lifting scheme-based decomposition, our design consists in building a new multi-task
convolutional neural network model that takes into account the similarities between two
prediction stages. Simulations carried out on three popular image datasets show the ben-
efits of the proposed learning-based image coding approach.

© 2023 Elsevier Ltd. All rights reserved.

1. Introduction

Wavelets have attracted much interest in the signal/image
processing community since they enable good scalability prop-
erties in quality, resolution, and rate. For instance, they have
been widely adopted in various processing tasks [1, 2, 3] while
handling different types of multimedia content such 2D and 3D
images, video, audio, etc [4, 5]. To produce the wavelet co-
efficients of a given signal, Lifting Scheme (LS) was found to
be an efficient tool allowing fast implementation and perfect
reconstruction [6, 7]. Due to the aforementioned advantages,
the LS concept has been adopted in data compression standards
such as MPEG and JPEG2000 [8].
A conventional LS consists of prediction and update stages aim-
ing at producing a set of high and low-frequency coefficients
referred to as detail and approximation wavelet subbands, re-
spectively. While the JPEG2000 image coding standard uses
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some predefined filters with fixed weights, many efforts have
been deployed to make these weights better adapted to the in-
put data contents and increase the coding efficiency of LS-based
coders. In this respect, different optimization techniques have
been developed for the design of the prediction and update op-
erators. Most of these techniques have been devoted to the pre-
diction filter, which is often optimized by minimizing a given
criterion defined on the detail coefficients. The employed cri-
teria include the ℓ2 [9], ℓ1 [10] and entropy [11, 12] measures.
However, the optimization of the update operator is more chal-
lenging, and only two main techniques have been investigated
in the literature. The first optimization approach aims to mini-
mize the reconstruction error after computing the reconstructed
samples from only the approximation coefficients [9, 13]. To
reduce the complexity of this minimization technique, a sec-
ond approach based on a simple and efficient criterion has been
proposed in [14]. It consists in minimizing the error between
the generated approximation subband and the target version ob-
tained by applying an ideal low-pass filter to the input image
followed by a downsampling operation. In addition to these tra-
ditional design approaches, some Neural Networks (NN)-based
methods have been recently proposed. In fact, the prediction
and update tasks have been performed using Convolution Neu-
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ral Network (CNN) [15, 16] and Fully Connected Neural Net-
work (FCNN) [17, 18, 19]. The latter, which are closely related
to the current work, will be further described in Section 2.
While NN-based LS can be seen as the first category of the de-
veloped deep learning-based image compression methods, an-
other category of methods, inspired by the auto-encoders, has
also been developed in the literature. The common architec-
ture behind most of these methods incorporates three modules,
namely nonlinear analysis transform, quantization and entropy
coding, and nonlinear synthesis transform [20, 21, 22]. The
main differences between the aforementioned methods concern
the NN models used in the analysis and synthesis transforms,
and/or the employed loss function. Furthermore, NN-based
intra-prediction coding techniques have also been investigated
using FCNN [23] and CNN [24]. Finally, other research efforts
have focused on the use of neural networks for entropy model-
ing in a rate-distortion optimization framework [25]. It should
be noted here that most of the existing methods belong to the
class of lossy compression techniques, and only a few works
have been proposed for lossless compression [26, 27].
Motivated by the several advantages of lifting-based representa-
tions and the promising results shown by our recent FCNN-LS-
based coding method [18], the objective of this paper is to in-
vestigate further the use of neural networks in lifting-based im-
age coding systems. While considering a popular non-separable
lifting structure that relies on three prediction stages and an up-
date stage, we propose to perform the different involved lifting
steps by using CNN models to better capture the local structure
of the input image. Most importantly, unlike previous works
where different neural network models are employed to carry
out the LS-based decomposition at a given resolution level, a
new multi-task CNN architecture is developed. The proposed
architecture aims to exploit the similarities between the second
and third prediction steps and perform their learning in a joint
manner.
The rest of this paper is structured as follows. Section 2 presents
the related works using NN-based lifting coding schemes. The
proposed multi-task CNN-based LS architecture as well as the
learning approaches are then described in Section 3. Finally,
Section 4 illustrates the experimental results and Section 5 pro-
vides conclusions and perspectives.

2. Related works

While neural networks and lifting schemes have been recently
exploited for different image processing tasks such as clas-
sification [1] and restoration [3], this section will focus on
the recent NN-based LS developed for image coding pur-
poses [15, 16, 18, 19].
In [15], the authors have considered a separable lifting struc-
ture where the prediction stage is achieved using a CNN model
and the update one is performed by a mean operation. The cor-
responding network parameters are then learned by optimizing
a distortion criterion. The latter has been extended in [16] by
applying CNN to both prediction and update stages and opti-
mizing the architecture in an end-to-end fashion using a rate-
distortion-based loss function. However, the latter suffers from

two main drawbacks. First, it relies on the concept of a one-
dimensional (1D) LS-based decomposition, which will increase
the number of the employed NN models (and hence the number
of parameters) in the whole multiresolution architecture. More-
over, the end-to-end learning strategy uses a rate-distortion-
based optimization approach for different Lagrangian parame-
ters (i.e., bitrates). Such a strategy results in multiple NN mod-
els covering a wide range of target bitrates.
To alleviate these shortcomings, we have proposed in [18] to
focus on a non-separable lifting structure (NSLS) composed of
three prediction stages, and an update one [10]. More precisely,
let X0 (resp. X j) denote the original image (resp. the approx-
imation subband at resolution level j). First, a split step is ap-
plied to obtain four matrices given by X0, j(m, n) = X j(2m, 2n),
X1, j(m, n) = X j(2m, 2n + 1), X2, j(m, n) = X j(2m + 1, 2n), and
X3, j(m, n) = X j(2m+1, 2n+1). Then, the prediction and update
lifting stages are performed using four FCNN modules, desig-
nated by f (o)

j with o ∈ {HH, LH,HL, LL}, to produce three de-

tail subbands oriented diagonally X(HH)
j+1 , vertically X(LH)

j+1 , hor-

izontally X(HL)
j+1 , and the approximation subband X j+1, respec-

tively. The analysis structure of the FCNN-based NSLS archi-
tecture is shown in Fig. 1.
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Fig. 1. Analysis structure of the FCNN-based NSLS architecture [18].

While the different FCNN models have been separately
trained in [18] by minimizing the ℓ2-norm of the prediction er-
ror, the joint learning of the three FCNN prediction models has
been investigated in [19]. To this end, a weighted sum of the
mean square errors has been used as a loss function. However,
each of the different FCNN-based prediction and update stages
has its own NN model.

3. Multi-Task CNN-based Lifting Scheme

3.1. Motivation
One main limitation of the employed FCNN model is that it
does not take into account the strong local correlations in the
input image. To overcome this issue and further improve the
prediction performance, we first propose to resort to a CNN
model due to its benefits with respect to an FCNN model [28].
For instance, in the context of intra-block prediction, it has been
recently shown in [24] that CNN is more efficient than FCNN
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for large blocks (of size greater than 8 × 8).
Moreover, in our recent works [18, 19], four different models
f (o)

j are used to generate the approximation subband as well as
the three detail subbands. However, it can be seen from Fig. 1
that, once the diagonal detail coefficients X(HH)

j+1 are generated,
the second and third prediction steps can be performed simulta-
neously to produce the vertical X(LH)

j+1 and the horizontal X(HL)
j+1

detail coefficients. Furthermore, the second and third predic-
tion steps are quite similar and share some inputs. Therefore,
it becomes more interesting to design a new Multi-Task CNN
(MT-CNN) model to achieve the aforementioned two prediction
steps jointly.

3.2. Proposed architecture and learning approaches
The analysis structure of the proposed multi-task CNN-based
NSLS architecture is depicted in Fig. 2. It consists of three
CNN models. The first model, designated by C(HH)

j , corre-
sponds to the first prediction step that aims to generate the
diagonal detail coefficients X(HH)

j+1 . The second one, denoted

by C(HL,LH)
j , performs simultaneously the two remaining pre-

diction tasks, to generate the vertical X(LH)
j+1 and the horizontal

X(HL)
j+1 detail coefficients. Finally, the last model, designated by

C(LL)
j , will perform the update stage to produce the approxima-

tion coefficients X j+1.
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Fig. 2. Analysis structure of the proposed multi-task CNN-based NSLS.

The involved CNN models and their learning strategies will be
described in what follows.

CNN-based diagonal prediction stage
The first CNN-based prediction stage aims to compute the
diagonal detail coefficients as follows:

X(HH)
j+1 = X3, j − X̂3, j

= X3, j −C(HH)
j

(
X̃(HH)

j

)
(1)

where X3, j corresponds to the polyphase components to be pre-
dicted, and X̂3, j represents the predicted ones obtained from the
remaining components X̃(HH)

j = (X0, j,X1, j,X2, j).

Thus, X̂3, j can be viewed as the output channel of the first CNN
model C(HH)

j whose inputs are composed of three channels X0, j,

X1, j and X2, j. The structure of the retained CNN architecture is
illustrated in Fig. 3. It consists of five convolution layers us-
ing 32, 16, 16, 32, and 1 kernels, respectively. The first layer’s
kernel size is 7 × 7, whereas the remaining ones are 3 × 3. We
also consider the Gaussian Error Linear Unit (GELU) as an ac-
tivation function. It is worth pointing out that this structure has
been selected based on extensive experiments taking into ac-
count the effect of several parameters (e.g., kernel size, number
of layers, number of output channels, skip connection, etc) on
the prediction performance.
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Fig. 3. Structure of the first CNN prediction model C(HH)
j .

The retained CNN model depends on a vector of parameters
Θ

(HH)
j , which is learned by minimizing the Mean Square Error

(MSE) criterion. Thus, the loss function associated to the first
prediction stage is given by

L3(Θ(HH)
j ) =

1
M jN j

M j∑
m=1

N j∑
n=1

(
X3, j(m, n) − X̂3, j(m, n)

)2 (2)

where M j and N j are the dimensions of the input subband X j

divided by 2.
Finally, the learned model is applied to each input image of
the training and test datasets to predict X3, j from X0, j, X1, j,
and X2, j, and then generate the diagonal detail subband X(HH)

j+1
using (1).

MT-CNN-based horizontal and vertical prediction stages
Once the diagonal detail coefficients are generated, one can
proceed with the second and third prediction steps to produce
the vertical and horizontal detail coefficients simultaneously.
Because of the similarity between these two steps, a new
multi-task CNN model is proposed for the second and third
prediction stages. The proposed model, based on the hard-
parameter sharing scheme [29], is depicted in Fig. 4.
More precisely, the MT-CNN model consists of a shared CNN
model that branches out into two task-specific models. In
fact, in a typical NSLS structure (as shown in Fig. 1), the
computation of the horizontal and vertical detail coefficients
requires two common reference signals X0, j and X(HH)

j+1 . These
two channels will first constitute the inputs of the shared CNN
model denoted by C j. Then, the output of C j is fed into the
two task-specific CNN models illustrated in the upper and
lower branches of the network, and designated by C(HL)

j and

C(LH)
j , respectively. According to Fig. 1, and in addition to the

two common input channels used by the shared CNN model,
the generation of the vertical detail coefficients X(LH)

j+1 relies
on a third reference signal corresponding to X1, j. For this
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Fig. 4. Proposed MT-CNN model C(HL,LH)
j .

reason, an additional channel X1, j has been included as an
input of the CNN model C(LH)

j . Finally, the output layers of

both task-specific models C(HL)
j and C(LH)

j allows to generate

the predicted components X̂1, j and X̂2, j, yielding the horizontal
X(HL)

j+1 and vertical X(LH)
j+1 detail subbands: X(HL)

j+1 = X1, j − X̂1, j

X(LH)
j+1 = X2, j − X̂2, j.

(3)

It should be noted here that the structure employed with the
shared and task-specific models is inspired by the first CNN-
based diagonal prediction stage.
To learn the joint CNN model C(HL,LH)

j , a multi-task learning

approach will be adopted. LetΘ(HL,LH)
j denotes the correspond-

ing vector of parameters given by

Θ
(HL,LH)
j =

(
Θ j,Θ

(HL)
j ,Θ(LH)

j

)⊤
(4)

where Θ j, Θ
(HL)
j and Θ(LH)

j represent the sharing as well as the

task-specific parameters. The vector Θ(HL,LH)
j is learned by op-

timizing the sum of the task-specific objective functions. Sim-
ilarly to the CNN-based diagonal prediction stage, and using a
MSE criterion, our multi-task loss function can be expressed as
follows

L1,2(Θ(HL,LH)
j ) = L1(Θ j,Θ

(HL)
j ) +L2(Θ j,Θ

(LH)
j )

=
1

M jN j

( M j∑
m=1

N j∑
n=1

(
X1, j(m, n) − X̂1, j(m, n)

)2
+

M j∑
m=1

N j∑
n=1

(
X2, j(m, n) − X̂2, j(m, n)

)2)
. (5)

Once the training is achieved, the learned model can be applied
to jointly compute the predicted components X̂1, j and X̂2, j, and
deduce the horizontal X(HL)

j+1 and vertical X(LH)
j+1 detail subbands

using (3).

CNN-based update stage
Following the prediction stages, a CNN-based update step is

finally performed to compute the approximation coefficients
X j+1:

X j+1 = X0, j + T̂ j

= X0, j +C(LL)
j (X̃ j+1) (6)

where X̃ j+1 = (X(HH)
j+1 ,X

(LH)
j+1 ,X

(HL)
j+1 ).

Therefore, the generated detail subbands will constitute the
three input channels of the update CNN model C(LL)

j , and its

output channel T̂ j will be used to smooth X0, j and produce the
approximation coefficients X j+1. It should be noted here that
the employed C(LL)

j structure is similar to that of C(HH)
j (shown

in Fig. 3).
To learn the vector of involved parameters Θ(LL)

j , we adopt the
same optimization technique proposed in [18]. This technique
consists in minimizing the error between the ideal low-pass fil-
tered image and the approximation subband X j+1. Thus, the
employed loss function is given by

L0(Θ(LL)
j ) =

1
M jN j

M j∑
m=1

N j∑
n=1

(
Y j+1(m, n) − X0, j(m, n)

− T̂ j(m, n)
)2 (7)

where Y j+1 is the decimated version of the subband obtained by
applying an ideal low-pass filter to the input (i.e approximation)
subband X j.

4. Experimental results

4.1. Experimental settings

The proposed multi-task CNN-based NSLS architecture has
been trained using the Flickr dataset composed of 8,000 images
with various sizes1. While the structure of the involved predic-
tion and update CNN models has been provided in Section 3,
the different models have been optimized using the ADAM al-
gorithm [30] with a learning rate of 10−3, a decay of 10−4 and
a batch size of 8. The training is carried out by using Keras
and TensorFlow on an NVIDIA Tesla V100 32 GB GPU. Dur-
ing the testing phase, the different compression schemes were
validated using three test datasets. The first one contains 30
samples, of size 1200× 1200, taken from the Tecnick sampling
dataset2 [31]. The second one is the popular Kodak dataset, in-
cluding 24 images of size 768 × 5123. The third one contains
40 crop images, of size 512 × 512, selected randomly from the
Challenge on Learned Image Compression (CLIC) database4.
Note that the source code of the proposed approach as well as
the trained models will be made publicly available.

1https://www.kaggle.com/datasets/adityajn105/flickr8k
2https://testimages.org/
3https://www.r0k.us/graphics/kodak/
4http://www.compression.cc/2018/challenge/
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4.2. Comparison methods
The proposed approach, which is designated by MT-CNN-LS,
is evaluated and compared to different state-of-the-art methods.
More precisely, in addition to the JPEG2000 image coding stan-
dard, we consider different neural networks-based compression
techniques:

• AE-CNN [20] represents an end-to-end optimized image
compression method. This method employs an Auto-
Encoder (AE) architecture where the encoder is composed
of three successive stages of linear (convolution) filter and
nonlinear activation functions.

• AE-CNN-Hyp [22] is an extension of the previous method
[20], and aims to integrate a hyperprior to exploit the spa-
tial dependencies of the image representation.

• CNN-LS [15] is a recent neural network-based LS. As de-
scribed in Section 2, the architecture uses CNN for the pre-
diction stage while the update operator is simply replaced
by a mean filter.

• FCNN-LS [18] corresponds to our previous work using
four different FCNN models to perform the three predic-
tion stages and the update one in a non-separable lifting
scheme.

The wavelet-based coding methods (i.e., JPEG2000, CNN-LS
[15], FCNN-LS [18] and MT-CNN-LS) are conducted using
three resolution levels. Moreover, once the wavelet coefficients
are obtained by the different NN-based LS, JPEG2000 has been
only used for the entropy encoding.

4.3. Performance metrics
The performance of the aforementioned compression methods
is evaluated in terms of Rate-Distortion (R-D). To assess the
quality of reconstructed (i.e., decoded) images, different qual-
ity metrics could be used. However, according to our previ-
ous work [18] as well as the recent quality assessment studies
[32, 33], it has been shown that conventional measures (typi-
cally PSNR and SSIM [34]) are much less accurate to judge
the visual quality improvement of the reconstructed images in
the context of neural networks-based image compression meth-
ods. This statement will be illustrated later through the sub-
jective results. As a result, many efforts have been recently
made to develop new deep learning-based image quality as-
sessment metrics. In our experiments, we propose to use the
Perceptual Image-Error Assessment through Pairwise Prefer-
ence (PieAPP) metric [35], which was found to be better corre-
lated with human perception than its counterparts. In addition,
we will illustrate the relative gain of the proposed method in
terms of bitrate saving and quality of reconstruction using the
Bjøntegaard metric [36].

4.4. Results and discussion
Figures 5(a), 6(a) and 7(a) show the R-D results for the Ko-
dak, Tecnick and CLIC image datasets. Since lower PieAPP
values reflect better image quality, it can be first noticed
that deep learning-based compression methods improve the

JPEG2000 coding standard. Moreover, the recent NN-based
lifting schemes (i.e., CNN-LS [15] and FCNN-LS [18]) out-
perform the remaining state-of-the-art methods. Finally, the
proposed MT-CNN-LS-based coding approach leads to the best
compression performance. In addition to these average R-D re-
sults, Figures 5(b), 6(b) and 7(b) show the R-D plots for three
samples taken from the employed test datasets. The obtained
plots illustrate the important gain that can be achieved by our
MT-CNN-LS method compared to the existing approaches.
Furthermore, the Bjøntegaard metric results of the proposed ap-
proach compared to FCNN-LS [18] and CNN-LS [15] are pro-
vided in Tables 1 and 2, respectively. The results are obtained
at low and middle bitrates given by {0.07, 0.1, 0.15, 0.2} and
{0.2, 0.25, 0.3, 0.4} bits per pixel (bpp), respectively. Note that
negative values indicate an improvement in terms of PieAPP as
well as bitrate saving. Thus, at the same quality of reconstruc-
tion (resp. the same bitrate), the proposed approach leads to
a significant gain in terms of bitrate (resp. PieAPP) compared
to both reference methods. For instance, for the different test
image datasets and at low bitrates, our MT-CNN-LS approach
achieves an average bitrate saving of about 15% (resp. 50%)
compared to the FCNN-LS [18] (resp. CNN-LS [15]).
A subjective quality assessment of the different NN-based LS
and JPEG2000 has also been conducted. For instance, Figures 8
and 9 show some reconstructed images with their associated
PieAPP and SSIM metrics. It can be first seen that the proposed
MT-CNN-LS approach yields better visual reconstruction qual-
ity compared to the other methods. Moreover, while the best
SSIM and PieAPP values are highlighted in bold, it can be ob-
served that the PieAPP metric is more appropriate than the con-
ventional SSIM metric and shows more coherent results.
Finally, a complexity analysis in terms of encoding/decoding
time and model size (i.e number of parameters) has been car-
ried out for the proposed method as well as the closely related
ones CNN-LS [15] and FCNN-LS [18]. Table 3 illustrates this
analysis for an image of size 600 × 600 using an Intel Xeon(R)
processor (4 GHz) and a Python implementation. First, it can be
noticed that the proposed model as well as the FCNN-LS [18]
have similar number of parameters (around 168,000) whereas
CNN-LS [15] involves fewer parameters (around 97,000). This
difference is mainly due to the fact that CNN-LS [15] uses a
single prediction model which is kept fixed at the three resolu-
tion levels of the lifting decomposition, whereas the proposed
architecture as well as FCNN-LS [18] use prediction and up-
date models specific to each resolution level. Regarding the
execution time, it can be observed that our multi-task archi-
tecture requires 1.6/0.5 seconds for the encoding/decoding pro-
cess, which becomes faster than FCNN-LS [18].

5. Conclusion and perspectives

In this letter, we proposed a novel neural network-based non-
separable lifting scheme for image compression purposes. The
designed architecture relies on a multi-task CNN model, which
aims to perform the horizontal and vertical prediction stages si-
multaneously. The proposed architecture allows to reduce the
number of neural network models employed for the different
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lifting stages. However, it does not take into account the de-
pendencies exiting between the diagonal and horizontal as well
as vertical prediction steps. The experimental results, obtained
with three standard image datasets, have shown the good perfor-
mance of the proposed approach compared to the state-of-the-
art methods, and, more specifically, the recent neural networks-
based lifting schemes. In future work, an end-to-end learning
strategy could be envisaged to optimize the proposed multi-task
CNN architecture.
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Fig. 5. R-D results for the Kodak dataset: (a) average results, (b) results
for a given image.
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Fig. 6. R-D results for the Tecnick dataset: (a) average results, (b) results
for a given image.
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Fig. 7. R-D results for the CLIC dataset: (a) average results, (b) results for
a given image.

(a)

(b): PieAPP=3.18, SSIM=0.74 (c): PieAPP=2.44, SSIM=0.74

(d): PieAPP=1.88, SSIM=0.74 (e): PieAPP=1.73, SSIM=0.73
Fig. 8. Original test image (a) and reconstructed ones at 0.1 bpp using:
(b) JPEG2000, (c) CNN-LS [15], (d) FCNN-LS [18], (e) MT-CNN-LS.
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(a)

(b): PieAPP=3.78, SSIM=0.55 (c): PieAPP=2.81, SSIM=0.58

(d): PieAPP=2.2, SSIM=0.56 (e): PieAPP=2.02, SSIM=0.56

Fig. 9. Original test image (a) and reconstructed ones at 0.15 bpp using:
(b) JPEG2000, (c) CNN-LS [15], (d) FCNN-LS [18], (e) MT-CNN-LS.

Table 1. Bjøntegaard metric: the average PieAPP differences and the bi-
trate saving. The gain of MT-CNN-LS w.r.t FCNN-LS [18]

.

bitrate saving (in %) PieAPP difference
Datasets low middle low middle
Kodak -13.80 -8.74 -0.11 -0.06
Tecnick -19.87 -14.41 -0.14 -0.07
CLIC -11.54 -5.13 -0.12 -0.05

Table 2. Bjøntegaard metric: the average PieAPP differences and the bi-
trate saving. The gain of MT-CNN-LS w.r.t CNN-LS [15].

bitrate saving (in %) PieAPP difference
Datasets low middle low middle
Kodak -57.01 -26.57 -0.55 -0.23
Tecnick -51.82 -19.40 -0.44 -0.12
CLIC -41.77 -22.42 -0.47 -0.22

Table 3. Complexity of the proposed method.
Criterion CNN-LS[15] FCNN-LS [18] MT-CNN-LS
Number of 97,489 167,244 168,546
parameters

Encoding time 1.1 s 2.2 s 1.6 s
Decoding time 0.7 s 0.8 s 0.5 s
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