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# ZAGIER-HOFFMAN'S CONJECTURES IN POSITIVE CHARACTERISTIC II 

BO-HAE IM, HOJIN KIM, KHAC NHUAN LE, TUAN NGO DAC, AND LAN HUONG PHAM


#### Abstract

Zagier-Hoffman's conjectures predict the dimension and a basis for the $\mathbb{Q}$-vector spaces spanned by $N$ th cyclotomic multiple zeta values (MZV's) of fixed weight where $N$ is a natural number.

For $N=1$ (MZV's case), half of these conjectures have been solved by the work of Terasoma, Deligne-Goncharov and Brown with the help of Zagier's identity. The other half are completely open. For $N=2$ (alternating MZV's case) and $N=3,4,8$, Deligne-Goncharov and Deligne solved the same half of these conjectures for $N$ th-cyclotomic MZV's. For other values of $N$, no sharp upper bound on the dimension is known.

In this paper we completely establish, for all $N$, Zagier-Hoffman's conjectures for $N$ th cyclotomic multiple zeta values in positive characteristic. By working with the tower of all cyclotomic extensions, we present a proof that is uniform on $N$ and give an effective algorithm to express any cyclotomic multiple zeta value in the chosen basis. This generalizes all previous work on these conjectures for MZV's and alternating MZV's in positive characteristic.
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## Introduction

### 0.1. Classical multiple zeta values.

Let $\mathbb{N}=\{1,2, \ldots\}$ be the set of positive integers. Multiple zeta values (MZV's for short) are the convergent series given by

$$
\zeta\left(n_{1}, \ldots, n_{r}\right)=\sum_{0<k_{1}<\cdots<k_{r}} \frac{1}{k_{1}^{n_{1}} k_{2}^{n_{2}} \ldots k_{r}^{n_{r}}}
$$

for $n_{i} \in \mathbb{N}$ with $n_{r} \geq 2$. The MZV's of depth 1 and 2 were first studied by Euler [28] in the 18 th century and then neglected for more than two centuries. In the nineties of

[^0]the last century, Zagier [68] rediscovered the general MZV's and initiated intensive work related to various fields of mathematics including arithmetic geometry, number theory, $K$-theory and knot theory (see for example [14, 26, 27, 29, 39, 48, 49, 41, $42,43,51,59,60]$ ). At the same time, MZV's were suddenly appeared in various branches of physics, such as in the theory of quantum field theory and deformation quantization (see e.g., [10, 13, 12, 48, 49]).

There exist more general objects called cyclotomic multiple zeta values (cyclotomic MZV's for short). Letting $N \in \mathbb{N}$ be a positive integer and $\Gamma_{N}$ be the group of $N$ th roots of unity, we define cyclotomic multiple zeta values by

$$
\zeta\left(\begin{array}{ccc}
\epsilon_{1} & \ldots & \epsilon_{r} \\
n_{1} & \ldots & n_{r}
\end{array}\right)=\sum_{0<k_{1}<\cdots<k_{r}} \frac{\epsilon_{1}^{k_{1}} \ldots \epsilon_{r}^{k_{r}}}{k_{1}^{n_{1}} \ldots k_{r}^{n_{r}}}
$$

for $\epsilon_{i} \in \Gamma_{N}$ and $n_{i} \in \mathbb{N}$ with $\left(n_{r}, \epsilon_{r}\right) \neq(1,1)$ for convergence. These objects were first studied systematically by Arakawa, Deligne, Goncharov, Kaneko and Racinet (see $[5,6,24,26,31,33,34,57]$ ). Since then they have been also studied by a lot of mathematicians and physicists, including Broadhurst, Hoffman, Kreimer, Kaneko, Tsumura $[10,12,40,47]$ in various fields of mathematics and physics. For $N=1$ we recover MZV's. For $N=2$ the cyclotomic multiple zeta values are also known as alternating multiple zeta values or Euler sums.

Significant progress has been made, but fundamental questions remain and cyclotomic multiple zeta values are still an active fast-moving field (see for example [7, 18, 52, 54]).

As explained in [17, 25, 68], the main goal of the theory of cyclotomic multiple zeta values is to find all linear relations among cyclotomic MZV's over $\mathbb{Q}$. It led to several important conjectures formulated by Ihara-Kaneko-Zagier [41], Zagier [68] and Hoffman [39]. In this paper we work only with Zagier and Hoffman's conjectures which predict the dimension and a basis for the span of cyclotomic MZV's of fixed weight. We refer the reader to the excellent articles [16, 17, 25, 60] for more details on Ihara-Kaneko-Zagier's, Zagier-Hoffman's conjectures and related topics. We also refer the reader to the articles of Broadhurst and his colleagues [10, 11, 9] for a data mine of cyclotomic MZV's and further references.
0.1.1. $N=1$ (the case of MZV's).

We work with the case $N=1$, or equivalently with MZV's. Letting $\mathcal{Z}_{k}$ be the $\mathbb{Q}$ vector space spanned by MZV's of weight $k$, we consider a Fibonacci-like sequence of integers $d_{k}$ as follows. Letting $d_{0}=1, d_{1}=0$ and $d_{2}=1$ we define $d_{k}=d_{k-2}+d_{k-3}$ for $k \geq 3$. Using numerical evidence Zagier [68] formulated the following conjecture:

Conjecture 0.1 (Zagier's conjecture). For $k \in \mathbb{N}$ we have $\operatorname{dim}_{\mathbb{Q}} \mathcal{Z}_{k}=d_{k}$.
Hoffman [39] went further and suggested a refinement of Zagier's conjecture.
Conjecture $\mathbf{0 . 2}$ (Hoffman's conjecture). The $\mathbb{Q}$-vector space $\mathcal{Z}_{k}$ is spanned by the basis consisting of MZV's of weight $k$ of the form $\zeta\left(n_{1}, \ldots, n_{r}\right)$ with $n_{i} \in\{2,3\}$.

In the last two decades one "half" of these conjectures (called the algebraic part in [55]) has been completely solved by the seminal works of Brown [14], DeligneGoncharov [26] and Terasoma [59]. Although Zagier-Hoffman's conjectures are easily stated, the proofs of Brown, Deligne-Goncharov and Terasoma use the theory of mixed Tate motives and also an intriguing identity due to Zagier [69].
Theorem 0.3 (Deligne-Goncharov, Terasoma). For $k \in \mathbb{N}$ we have $\operatorname{dim}_{\mathbb{Q}} z_{k} \leq d_{k}$.

Theorem 0.4 (Brown). For all $k \in \mathbb{N}$, the $\mathbb{Q}$-vector space $\mathcal{Z}_{k}$ is spanned by MZV's of weight $k$ of the form $\zeta\left(n_{1}, \ldots, n_{r}\right)$ with $n_{i} \in\{2,3\}$.

We mention that the second half of these conjectures called the transcendental part in [55] is completely out of reach: we do not know any $k \in \mathbb{N}$ such that $\operatorname{dim}_{\mathbb{Q}} z_{k}>1$.
0.1.2. $N=2$ (the case of alternating MZV's) and $N=3,4,8$.

In the seminal paper [24] Deligne succeeded in proving the same half of ZagierHoffman's conjectures for cyclotomic MZV's for $N=2,3,4,8$ (see [24, Théorèmes 6.1 and 7.2]). For these few exceptional values, he was able to use the theory of mixed Tate motives and obtained a generating set for the $\mathbb{Q}$-span of $N$ th cyclotomic MZV's of fixed weight. Thus the upper bound obtained in [26] for $N=2,3,4,8$ is sharp. As mentioned in loc. cit. Deligne's result was inspired by numerical computations due to Broadhurst [10] in 1996 related to computations of Feynman integrals. Later Glanois [30] gave another proof of Deligne's result.

A technical but crucial point that we want to emphasize is that Deligne used the depth filtration for $N=2,3,4,8$ while Brown used the level filtration for $N=1$. It has already been noted that the depth is pathological for $N=1$ (see [24, page 102, lines 23-25]).

### 0.1.3. Other values of $N$.

For other values of $N$ Deligne and Goncharov [26] proved an upper bound on the dimension of the span of $N$ th cyclotomic MZV's. Unfortunately, for many $N$ Goncharov [32] showed that these bounds are not sharp. To our knowledge, no sharp upper bound on the dimensions is known. We mention that for $N=6$ partial results have been obtained by Deligne [24, Théorème 8.9] and also by Glanois [30].

### 0.2. Multiple zeta values in positive characteristic.

By a well-known analogy between number fields and function fields (see for example $[46,53,66]$ ), we switch to the setting of function fields in positive characteristic. Let $A=\mathbb{F}_{q}[\theta]$ be the polynomial ring in the variable $\theta$ over a finite field $k:=\mathbb{F}_{q}$ of $q$ elements of characteristic $p>0$. We denote by $A_{+}$the set of monic polynomials in $A$. Let $K=\mathbb{F}_{q}(\theta)$ be the fraction field of $A$ equipped with the rational point $\infty$. Let $K_{\infty}=k((1 / \theta))$ be the completion of $K$ at $\infty$ and $\mathbb{C}_{\infty}$ be the completion of a fixed algebraic closure $\bar{K}$ of $K$ at $\infty$.

We fix $N \in \mathbb{N}$ and denote by $k_{N} \subset \bar{k}$ the cyclotomic field over $k$ generated by a primitive $N$ th root $\zeta_{N}$ of unity. The group of $N$ th roots of unity is denoted by $\Gamma_{N}$ whose cardinality is denoted by $\gamma_{N}$. We put $A_{N}=k_{N}[\theta], K_{N}=k_{N}(\theta)$ and $K_{N, \infty}=k_{N}((1 / \theta))$.

Based on the pioneering work of Carlitz [19] and Thakur [61], Harada [36, 37] introduced the notion of $N$ th cyclotomic multiple zeta values in positive characteristic. Letting $\mathfrak{s}=\left(s_{1}, \ldots, s_{r}\right) \in \mathbb{N}^{r}$ and $\boldsymbol{\epsilon}=\left(\epsilon_{1}, \ldots, \epsilon_{r}\right) \in\left(\Gamma_{N}\right)^{r}$ we introduce

$$
\zeta_{A}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}=\sum \frac{\epsilon_{1}^{\operatorname{deg} a_{1}} \ldots \epsilon_{r}^{\operatorname{deg} a_{r}}}{a_{1}^{s_{1}} \ldots a_{r}^{s_{r}}} \in K_{N, \infty}
$$

where the sum is over all tuples $\left(a_{1}, \ldots, a_{r}\right) \in A_{+}^{r}$ with $\operatorname{deg}\left(a_{1}\right)>\cdots>\operatorname{deg}\left(a_{r}\right)$. We define the depth and weight of $\zeta_{A}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}$ in a similar way, that is, $r$ is the depth and $w(\mathfrak{s})=s_{1}+\cdots+s_{r}$ is the weight. When $N=1$ (resp. $N=1$ and $r=1$ ) we
recover the notion of MZV's defined by Thakur (resp. zeta values introduced by Carlitz). For further references on the MZV's in positive characteristic, see [3, 4, 35, 58, 61, 62, 63, 64, 67].

In loc. cit., Harada also showed some fundamental properties of cyclotomic MZV's including non-vanishing, sum-shuffle relations, period interpretation and linear independence.

As in the classical setting the main goal of the theory of cyclotomic MZV's in positive characteristic is to comprehend all of their $\bar{K}$-linear relations. Harada [37] showed that it is equivalent to understand all $K_{N}$-linear relations among cyclotomic MZV's of the same weight. Letting $w \in \mathbb{N}$ we denote by $\mathcal{C} z_{N, w}$ the $K_{N}$-span of $N$ th cyclotomic MZV's of weight $w$. Then the positive characteristic version of ZagierHoffman's conjectures for cyclotomic MZV's consist in determining the dimension and finding an explicit basis of $\mathrm{CZ}_{N, w}$.

## 0.3 . Statement of the main theorems.

### 0.3.1. Main results.

In this paper we prove, for all $N$, Zagier-Hoffman's conjectures in positive characteristic for $N$ th cyclotomic MZV's. This could be seen as the final part of the series of work previously done by the fourth author in [55] and the authors in [44].

The main result reads as follows:
Theorem A (Hoffman's conjecture in positive characteristic). Let $N \in \mathbb{N}$. For $w \in \mathbb{N}$ we recall that $\mathcal{C Z}_{N, w}$ denotes the $K_{N}-$ span of $N$ th cyclotomic MZV's of weight $w$. Let $\mathcal{C S}_{N, w}$ be the set of Carlitz multiple polylogarithms at $N$ th roots of unity $\operatorname{Li}\left(\begin{array}{ccc}\epsilon_{1} & \cdots & \epsilon_{n} \\ s_{1} & \cdots & s_{n}\end{array}\right)$ such that $q \nmid s_{i}$ and $\epsilon_{i} \in \Gamma_{N}$ for all $i$ (see $\S 1.3$ for more details). Then the set $\mathcal{C S}_{N, w}$ forms a basis for $\mathcal{C Z}_{N, w}$.

As a direct consequence, we obtain
Theorem B (Zagier's conjecture in positive characteristic). We keep the above notation. We recall that $\gamma_{N}=\left|\Gamma_{N}\right|$ and define a Fibonacci-like sequence $d_{N}(w)$ as follows. We put

$$
d_{N}(w)= \begin{cases}1 & \text { if } w=0 \\ \gamma_{N}\left(\gamma_{N}+1\right)^{w-1} & \text { if } 1 \leq w<q \\ \gamma_{N}\left(\left(\gamma_{N}+1\right)^{w-1}-1\right) & \text { if } w=q\end{cases}
$$

and for $w>q, d_{N}(w)=\gamma_{N} \sum_{i=1}^{q-1} d_{N}(w-i)+d_{N}(w-q)$. Then

$$
\operatorname{dim}_{K_{N}} \mathcal{C} \mathcal{Z}_{N, w}=d_{N}(w)
$$

Surprisingly, our proof of Theorem A is uniform on $N$ in contrast to the classical setting, where the proofs of known results differ on $N$ as we have explained before (see for example $\S 0.1 .2$ and $[14,16,24]$ for more details). To do this we have to work with the whole tower of cyclotomic extensions of the function field $K$.

Perhaps more importantly, our proof is constructive. The proof gives an effective algorithm for expressing any cyclotomic MZV in the basis $\mathcal{C S}_{N, w}$ as opposed to the classical setting (see [15, 24, 25] for more explanations).

Our main result generalizes several previous works of the authors in [44, 55]. However, compared to [55] we still have to overcome several notable challenges,
which we will highlight. First, the naive extension of [55, §2-3] does not give a sharp upper bound due to the presence of non-trivial characters. Thus, we must develop a refinement of $[55, \S 2-3]$ that takes the characters into account. Second, the transcendental techniques developed in $[55, \S 4-6]$ deal only with Anderson $t$ motives of level 1 and do not work for arbitrary $N$. We use Harada's construction of higher level Anderson $t$-motives connected to cyclotomic MZV's, where the level is equal to the degree of the $N$ th cyclotomic extension of $\mathbb{F}_{q}$. Thus we have to develop a higher level transcendental theory that generalizes [55, §4-6]. Finally, another original ingredient is that we use a descent argument on the tower of all cyclotomic extensions of $K$ (compared to [24, 30] in the classical setting).

### 0.3.2. Known results.

Below we present the list of all known cases where Zagier-Hoffman's conjecture in positive characteristic for $N$ th cyclotomic MZV's. As noted above, it suffices to prove Theorem A as Theorem A implies Theorem B.

## $N=1$ (the case of MZV's).

- Theorem B (resp. a variant of Theorem A) was formulated by Todd [65] (resp. Thakur [64]).
- In [55, Theorem A] the fourth author proved an analogue of Brown's theorem and solved one half (the algebraic part) of these conjectures. He also proved the second half of Theorem A for small weights $w \leq 2 q-2$ (see [55, Theorem D]). Consequently, it remains to prove the second half of Theorem A to get the complete theorem A as well as Thakur's variant.
- In [44] the authors proved the other half (the transcendental part) of Theorem A for all weights $w$ (see [44, Theorem B]). In [21] the other half of Theorem A was proved using the same method, objects and proof strategy but their presentation is different.


## $N=q-1$ (the case of alternating MZV's).

- In [44] the authors proved Theorem A for $N=q-1$ and all weights $w$ (see [44, Theorem A]).


### 0.4. Outline of the proof and plan of the paper.

Similar to the classical setting, the proof is divided into two parts with completely different flavours.

### 0.4.1. Part A: an analogue of Brown-Deligne's theorems.

We want to prove an analogue of Brown-Deligne's theorems (Brown [14] for $N=1$ and Deligne [24] for $N=2,3,4,8$ ) in our context. It says that the set $\mathcal{C S}_{N, w}$ spans the vector space $\mathcal{C Z}_{N, w}$. The techniques are a refinement of those developed in $[55, \S 2-3]$. The proof is divided into three steps:
(A1) First we briefly review the techniques introduced in [55, §2 and §3] and show that the vector space $\mathcal{C Z}_{N, w}$ is spanned by another set of $\mathcal{C J}_{N, w}$ of larger cardinality consisting of cyclotomic MZV's $\zeta_{A}\left(\begin{array}{lll}\epsilon_{1} & \cdots & \epsilon_{n} \\ s_{1} & \cdots & s_{n}\end{array}\right)$ such that $s_{i} \leq q, \epsilon_{i} \in \Gamma_{N}$ for all $i$ and $s_{n}<q$. Note, however, that $\left|\mathcal{C J}_{N, w}\right|$ is generally larger than $\left|\mathcal{C} \mathcal{S}_{N, w}\right|$. So we have to do extra work to get the sharp upper bound.
(A2) Second we again extend the techniques mentioned above and prove a similar result for the vector space $\mathcal{C} \mathcal{L}_{N, w}$ spanned by Carlitz multiple polylogarithms (CMPL's for short) at roots of unity. Importantly, we use the key fact that the MZV's in $\mathcal{C J}_{N, w}$ given in Step (A1) are CMPL's at roots of unity. Thus we discover a connection between cyclotomic MZV's and CMPL's at roots of unity in Theorem 1.9 which extends [44, Proposition 1.9].
(A3) Last we exploit the fact that the product for CMPL's at roots of unity is "simple" and similar to the stuffle product for classical cyclotomic MZV's. Thus we are able to "reduce" the generating set from $\mathcal{C J}_{N, w}$ to the desired set $\mathcal{C S}_{N, w}$ and prove the desired analogue of Brown-Deligne's theorems in Theorem 1.11.
0.4.2. Part B: dual t-motives connected to CMPL's at roots of unity.

We want to prove (see Theorem 2.7) that the elements in $\mathcal{C} \mathcal{S}_{N, w}$ are linearly independent over $K_{N}$. We follow the strategy developed in [55, §4-6] and [44, §2-3] which are based on the theory of Anderson $t$-motives introduced by Anderson [1] and the fruitful transcendental tool called the Anderson-Brownawell-Papanikolas criterion devised in [2]. However, carrying out this strategy for arbitrary $N$ turns out to be highly non-trivial due to the fact that the extension of $k_{N} / k$ is non-trivial in general.

Below we outline the steps of the proof, explain the problems that we have to overcome and present our solutions. Recall that $R$ denotes the degree of the cyclotomic extension $k_{N}$ over $k$.
(B1) First we construct $t$-motives connected to CMPL's at $N$ th roots of unity (resp. cyclotomic MZV's).

- When $N=1$ in [55] and $N=q-1$ in [44], the cyclotomic field $k_{N}$ is $k$, hence $R=1$. The construction of dual $t$-motives connected to CMPL's at $N$ th roots of unity (or $N$ th cyclotomic MZV's) is due to AndersonThakur in [4], Chang [20] and Harada [36] using the Anderson-Thakur polynomials in [3] and twisted $L$-series in [4, 20].
For arbitrary $N$, the previous construction does not work. Harada [37] solved this problem by considering an untwisted $L$-series (see §2.2). In loc. cit. he then constructed dual $t$-motives of level $R$ connected to CMPL's at $N$ th roots of unity (resp. $N$ th cyclotomic MZV's). The trade-off is that we have to deal with higher level and that the associated matrices are more complicated.
(B2) Second, we must develop a higher transcendental theory that generalizes that of level 1 in $[55, \S 4-6]$ and $[44, \S 2-3]$. Then using Harada's idea, we succeed in constructing dual $t$ motives of level $R$ which lift linear relations among CMPL's at roots of unity in $\mathcal{C S}_{N, w}$ and the appropriate of Carlitz's period.
(B3) Last we apply the Anderson-Brownawell-Papanikolas criterion to reduce the proof to the task of finding solutions to a system of $\sigma$-linear equations of order $R$ (higher order), which turns out to be the hardest task. Our solution is more complicated than the one in [55, 44], which explains the long section 3.

Roughly speaking, one original ingredient is that we use the descent on the tower of all cyclotomic extensions of $K$ (compared to [24, 30] in the
classical setting). Another key point (see Proposition 3.5) is to show that the system of $\sigma$-linear equations of order $R$ for which we want to find solutions in $k_{N}[t]$ has at most one solution up to a constant in $k_{N}(t)$. Furthermore, if they admit one solution, then there exists a solution belonging to $k[t]$ and satisfying a system of $\sigma$-linear equations of order 1 . Finally, the latter system can be solved as in our previous work [44] and we are done. We note that in the last step we have to use the analogue of Brown-Deligne's theorems for CMPL's proved in §0.4.1.
0.4.3. Plan of the paper. We will briefly explain the organization of the manuscript.

- In $\S 1$ we introduce the notation, recall the definition and basic properties of cyclotomic multiple zeta values and Carlitz multiple polylogarithms at roots of unity. We then extend the algebraic tools given in [55, §2-3] for these objects and obtain an analogue of Brown-Deligne's theorems in Theorem 1.11. Steps (A1) and (A2-A3) are carried out in $\S 1.2$ and $\S 1.4$, respectively.
- In $\S 2$ and $\S 3$ we recall Harada's construction of dual $t$-motives of higher level connected to CMPL's at roots of unity. We then construct dual $t$ motives (also of higher level) related to linear combinations of such objects and Carlitz's period. We then state the linear independence of the chosen set in Theorem 2.7, the proof of which is given in §3. Steps (B1), (B2) and (B3) are carried out in $\S 2.2, \S 2.3$ and $\S 3$, respectively.
- Finally, in $\S 4$ we prove the main results, i.e., Zagier-Hoffman's conjectures in positive characteristic for $N$ th cyclotomic multiple zeta values for all $N$.
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## 1. Cyclotomic MZV's and CMPL's at roots of unity

In this section we introduce the notion of MZV's and that of CMPL's at roots of unity. We then develop a refinement of $[55, \S 2-3]$ that takes into account the $N$ th cyclotomic character. The presentation closely follows that in [44] where the case $N=q-1$ was treated.
1.1. Notation. We recall some notation used in [44, 55].
1.1.1. We recall the notation given in the Introduction. Let $q$ be a power of prime $p$ and $k=\mathbb{F}_{q}$ be a finite field of order $q$. We denote by $\bar{k}:=\overline{\mathbb{F}}_{q}$ an algebraic closure of $\mathbb{F}_{q}$. We recall that $A=\mathbb{F}_{q}[\theta]$ denotes the polynomial ring in $\theta$ over $\mathbb{F}_{q}$ and $A_{+}$ denotes the set of monic polynomials in $A$. Then $K=\mathbb{F}_{q}(\theta)$ is the fraction field of $A$ equipped with the rational point $\infty$. Let $K_{\infty}=k((1 / \theta))$ be the completion of $K$ at $\infty$ and $\mathbb{C}_{\infty}$ be the completion of a fixed algebraic closure $\bar{K}$ of $K$ at $\infty$. Further, let $v_{\infty}$ be the discrete valuation on $K$ associated to the place $\infty$ normalized as $v_{\infty}(\theta)=-1$ and $|\cdot|_{\infty}=q^{-v_{\infty}(\cdot)}$ be the corresponding norm on $K$.

The following constant will play an important role in this paper:

$$
\begin{equation*}
D_{1}:=\theta^{q}-\theta \in A \tag{1.1}
\end{equation*}
$$

1.1.2. Letting $t$ be another independent variable, we denote by $\mathbb{T}$ the Tate algebra in the variable $t$ with coefficients in $\mathbb{C}_{\infty}$ equipped with the Gauss norm $\|\cdot\|_{\infty}$, and by $\mathbb{L}$ the fraction field of $\mathbb{T}$.

We denote $\mathcal{E}$ the ring of series $\sum_{n \geq 0} a_{n} t^{n} \in \bar{K}[[t]]$ such that $\lim _{n \rightarrow+\infty} \sqrt[n]{\left|a_{n}\right|_{\infty}}=$ 0 and $\left[K_{\infty}\left(a_{0}, a_{1}, \ldots\right): K_{\infty}\right]<\infty$. Then any $f \in \mathcal{E}$ is an entire function.

We denote by $\widetilde{\pi}$ the Carlitz period which is a fundamental period of the Carlitz module. We fix a choice of $(q-1)$ st root of $(-\theta)$ and set

$$
\Omega(t):=(-\theta)^{-q /(q-1)} \prod_{i \geq 1}\left(1-\frac{t}{\theta^{q^{i}}}\right) \in \mathbb{T}^{\times}
$$

so that

$$
\Omega^{(-1)}=(t-\theta) \Omega \quad \text { and } \quad \frac{1}{\Omega(\theta)}=\widetilde{\pi}
$$

1.1.3. Throughout this paper, we fix $N \in \mathbb{N}$. We denote by $k_{N} \subset \bar{k}$ the cyclotomic extension of $k=\mathbb{F}_{q}$ generated by a primitive $N$ th root $\zeta_{N}$ of unity and put $R=$ $\left[k_{N}: k\right]$. The group of $N$ th roots of unity is denoted by $\Gamma_{N}$. We set $\gamma_{N}:=\left|\Gamma_{N}\right|=N^{\prime}$ where $N=p^{k} N^{\prime}$ with $k \geq 0$ and $N^{\prime}$ prime to $p$. We put $A_{N}=k_{N}[\theta], K_{N}=k_{N}(\theta)$ and $K_{N, \infty}:=k_{N}((1 / \theta))$.
1.1.4. Let $\mathfrak{s}=\left(s_{1}, \ldots, s_{n}\right)$ be a tuple of positive integers. We put $w(\mathfrak{s})=s_{1}+\cdots+$ $s_{n}$ and call it the weight of $\mathfrak{s}$. The number $n$ is called the depth of $\mathfrak{s}$.

Let $\mathfrak{s}=\left(s_{1}, \ldots, s_{r}\right)$ and $\mathfrak{t}=\left(t_{1}, \ldots, t_{k}\right)$ be tuples of positive integers. We say that $\mathfrak{s} \leq \mathfrak{t}$ if the following assertions hold:

- For all $i \in \mathbb{N}$ we have $s_{1}+\cdots+s_{i} \leq t_{1}+\cdots+t_{i}$ where we recall $s_{i}=0$ (resp. $t_{i}=0$ ) for $i$ bigger than the depth of $\mathfrak{s}$ (resp. $\mathfrak{t}$ ).
- $\mathfrak{s}$ and $\mathfrak{t}$ have the same weight.

Letting $\mathfrak{s}=\left(s_{1}, s_{2}, \ldots, s_{r}\right) \in \mathbb{N}^{r}$ we set $\mathfrak{s}_{-}:=\left(s_{2}, \ldots, s_{r}\right)$. For $i \in \mathbb{N}$ we define $T_{i}(\mathfrak{s})$ to be the tuple $\left(s_{1}+\cdots+s_{i}, s_{i+1}, \ldots, s_{r}\right)$. Note that $T_{1}(\mathfrak{s})=\mathfrak{s}$. Further, for tuples of positive integers $\mathfrak{s}, \mathfrak{t}$ and for $i \in \mathbb{N}$, if $T_{i}(\mathfrak{s}) \leq T_{i}(\mathfrak{t})$, then $T_{k}(\mathfrak{s}) \leq T_{k}(\mathfrak{t})$ for all $k \geq i$.

Let $\mathfrak{s}=\left(s_{1}, \ldots, s_{n}\right)$ be a tuple of positive integers. We denote by $0 \leq i \leq n$ the biggest integer such that $s_{j} \leq q$ for all $1 \leq j \leq i$ and define the initial tuple Init( $\mathfrak{s}$ ) of $\mathfrak{s}$ to be the tuple

$$
\operatorname{Init}(\mathfrak{s}):=\left(s_{1}, \ldots, s_{i}\right)
$$

In particular, if $s_{1}>q$, then $i=0$ and $\operatorname{Init}(\mathfrak{s})$ is the empty tuple.
For two different tuples $\mathfrak{s}$ and $\mathfrak{t}$, we consider the lexicographical order for initial tuples and write $\operatorname{Init}(\mathfrak{t}) \preceq \operatorname{Init}(\mathfrak{s})($ resp. $\operatorname{Init}(\mathfrak{t}) \prec \operatorname{Init}(\mathfrak{s})$, $\operatorname{Init}(\mathfrak{t}) \succeq \operatorname{Init}(\mathfrak{s})$ and $\operatorname{Init}(\mathfrak{t}) \succ \operatorname{Init}(\mathfrak{s}))$.
1.1.5. Letting $\mathfrak{s}=\left(s_{1}, \ldots, s_{n}\right) \in \mathbb{N}^{n}$ and $\boldsymbol{\epsilon}=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right) \in\left(\Gamma_{N}\right)^{n}$, we set $\mathfrak{s}_{-}:=$ $\left(s_{2}, \ldots, s_{n}\right)$ and $\boldsymbol{\epsilon}_{-}:=\left(\epsilon_{2}, \ldots, \epsilon_{n}\right)$. A positive array $\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}$ is an array of the form

$$
\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}=\left(\begin{array}{lll}
\epsilon_{1} & \cdots & \epsilon_{n} \\
s_{1} & \cdots & s_{n}
\end{array}\right)
$$

We set $s_{i}=0$ and $\epsilon_{i}=1$ for all $i>\operatorname{depth}(\mathfrak{s})$. Further we recall $w(\mathfrak{s})=s_{1}+\cdots+s_{n}$ and put $\chi(\boldsymbol{\epsilon})=\epsilon_{1} \ldots \epsilon_{n}$.

Let $\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}},\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ be two positive arrays. We define $\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}+\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}:=\binom{\boldsymbol{\varepsilon} \boldsymbol{\epsilon}}{\mathfrak{s}+\mathfrak{t}}$. We say that $\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}} \leq\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ if the following conditions are satisfied:

- $w(\mathfrak{s})=w(\mathfrak{t})$,
- $s_{1}+\cdots+s_{i} \leq t_{1}+\cdots+t_{i}$ for all $i \in \mathbb{N}$,
- $\chi(\boldsymbol{\varepsilon})=\chi(\boldsymbol{\epsilon})$.


### 1.2. Multiple zeta values in positive characteristic.

For $d \in \mathbb{Z}$ and for $\mathfrak{s}=\left(s_{1}, \ldots, s_{n}\right) \in \mathbb{N}^{n}$, we recall that $S_{d}(\mathfrak{s})$ and $S_{<d}(\mathfrak{s})$ are given by

$$
\begin{aligned}
S_{d}(\mathfrak{s})= & \sum_{\substack{a_{1}, \ldots, a_{n} \in A_{+} \\
d=\operatorname{deg} a_{1}>\ldots>\operatorname{deg} a_{n} \geq 0}} \frac{1}{a_{1}^{s_{1}} \ldots a_{n}^{s_{n}}} \in K, \\
S_{<d}(\mathfrak{s}) & =\sum_{\substack{a_{1}, \ldots, a_{n} \in A_{+} \\
d>\operatorname{deg} a_{1}>\ldots>\operatorname{deg} a_{n} \geq 0}} \frac{1}{a_{1}^{s_{1}} \ldots a_{n}^{s_{n}}} \in K .
\end{aligned}
$$

Further letting $\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}=\left(\begin{array}{ccc}\epsilon_{1} & \ldots & \epsilon_{n} \\ s_{1} & \ldots & s_{n}\end{array}\right)$ be a positive array, we put

$$
\begin{aligned}
S_{d}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}= & \sum_{\substack{a_{1}, \ldots, a_{n} \in A_{+} \\
d=\operatorname{deg} a_{1}>\ldots>\operatorname{deg} a_{n} \geq 0}} \frac{\epsilon_{1}^{\operatorname{deg} a_{1}} \ldots \epsilon_{n}^{\operatorname{deg} a_{n}}}{a_{1}^{s_{1}} \ldots a_{n}^{s_{n}}} \in K_{N}, \\
S_{<d}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}} & =\sum_{\substack{a_{1}, \ldots, a_{n} \in A_{+} \\
d>\operatorname{deg} a_{1}>\ldots>\operatorname{deg} a_{n} \geq 0}} \frac{\epsilon_{1}^{\operatorname{deg} a_{1}} \ldots \epsilon_{n}^{\operatorname{deg} a_{n}}}{a_{1}^{s_{1}} \ldots a_{n}^{s_{n}}} \in K_{N} .
\end{aligned}
$$

Following Harada [37], we define the cyclotomic MZV by

$$
\zeta_{A}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}=\sum_{d \geq 0} S_{d}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}=\sum_{\substack{a_{1}, \ldots, a_{n} \in A_{+} \\ \operatorname{deg} a_{1}>\cdots>\operatorname{deg} a_{n} \geq 0}} \frac{\epsilon_{1}^{\operatorname{deg} a_{1}} \ldots \epsilon_{n}^{\operatorname{deg} a_{n}}}{a_{1}^{s_{1}} \ldots a_{n}^{s_{n}}} \in K_{N, \infty}
$$

Remark 1.1. In [37] these objects are called colored multiple zeta values. We note that in the classical setting similar objects have several names in the literature: cyclotomic multiple zeta values by Brown in [16], multiple zeta values relative to $\mu_{N}$ by Deligne in [24], or colored multiple zeta values by Zhao in [70].

Using Chen's formula in [23], Harada [37] proved that for $s, t \in \mathbb{N}$ and $\varepsilon, \epsilon \in \Gamma_{N}$,

$$
S_{d}\binom{\varepsilon}{s} S_{d}\binom{\epsilon}{t}=S_{d}\binom{\varepsilon \epsilon}{s+t}+\sum_{i} \Delta_{s, t}^{i} S_{d}\left(\begin{array}{cc}
\varepsilon \epsilon & 1  \tag{1.2}\\
s+t-i & i
\end{array}\right)
$$

where

$$
\Delta_{s, t}^{i}= \begin{cases}(-1)^{s-1}\binom{i-1}{s-1}+(-1)^{t-1}\binom{i-1}{t-1} & \text { if } q-1 \mid i \text { and } 0<i<s+t \\ 0 & \text { otherwise }\end{cases}
$$

We mention that when $s+t \leq q$, all the coefficients $\Delta_{s, t}^{i}$ are zero.
Harada then proved similar results for products of cyclotomic MZV's (see [37]):

Proposition 1.2. Let $\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}},\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ be two positive arrays. Then

1) There exist $f_{i} \in \mathbb{F}_{q}$ and positive arrays $\binom{\boldsymbol{\mu}_{i}}{\mathfrak{u}_{i}}$ with $\binom{\boldsymbol{\mu}_{i}}{\mathfrak{u}_{i}} \leq\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}+\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ and $\operatorname{depth}\left(\mathfrak{u}_{i}\right) \leq \operatorname{depth}(\mathfrak{s})+\operatorname{depth}(\mathfrak{t})$ for all $i$ such that

$$
S_{d}\binom{\varepsilon}{\mathfrak{s}} S_{d}\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}=\sum_{i} f_{i} S_{d}\binom{\boldsymbol{\mu}_{i}}{\mathfrak{u}_{i}} \quad \text { for all } d \in \mathbb{Z}
$$

2) There exist $f_{i}^{\prime} \in \mathbb{F}_{q}$ and positive arrays $\binom{\boldsymbol{\mu}_{i}^{\prime}}{\mathfrak{u}_{i}^{\prime}}$ with $\binom{\boldsymbol{\mu}_{i}^{\prime}}{\mathfrak{u}_{i}^{\prime}} \leq\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}+\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ and $\operatorname{depth}\left(\mathfrak{u}_{i}^{\prime}\right) \leq \operatorname{depth}(\mathfrak{s})+\operatorname{depth}(\mathfrak{t})$ for all $i$ such that

$$
S_{<d}\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}} S_{<d}\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}=\sum_{i} f_{i}^{\prime} S_{<d}\binom{\boldsymbol{\mu}_{i}^{\prime}}{\mathfrak{u}_{i}^{\prime}} \quad \text { for all } d \in \mathbb{Z}
$$

3) There exist $f_{i}^{\prime \prime} \in \mathbb{F}_{q}$ and positive arrays $\binom{\boldsymbol{\mu}_{i}^{\prime \prime}}{\mathfrak{u}_{i}^{\prime \prime}}$ with $\binom{\boldsymbol{\mu}_{i}^{\prime \prime}}{\mathfrak{u}_{i}^{\prime \prime}} \leq\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}+\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ and $\operatorname{depth}\left(\mathfrak{u}_{i}^{\prime \prime}\right) \leq \operatorname{depth}(\mathfrak{s})+\operatorname{depth}(\mathfrak{t})$ for all $i$ such that

$$
S_{d}\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}} S_{<d}\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}=\sum_{i} f_{i}^{\prime \prime} S_{d}\binom{\boldsymbol{\mu}_{i}^{\prime \prime}}{\mathfrak{u}_{i}^{\prime \prime}} \quad \text { for all } d \in \mathbb{Z}
$$

We denote by $\mathcal{C Z}_{N}$ the $K_{N}$-vector space spanned by the cyclotomic MZV's and $\mathrm{CZ}_{N, w}$ the $K_{N}$-vector space spanned by the cyclotomic MZV's of weight $w$. When $N=1$ we use $Z\left(\right.$ resp. $\left.\mathcal{Z}_{w}\right)$ instead of CZ $_{1}$ (resp. CZ $_{1, w}$ ).

Proposition 1.2 easily implies that $\mathcal{C Z}_{N}$ is a commutative algebra over $K_{N}$. However, we mention that the associativity of Z was not known in [55] (see Remark 2.2 of loc. cit.). It was recently proved in [45, Theorem A]. As a direct consequence, we see that $\mathrm{Cz}_{N}$ is also associative for all $N$.

We extend without difficulty the algebraic theory developed in [55, §2 and $\S 3]$ to the setting of cyclotomic MZV's to obtain a weak analogue of Brown-Deligne's theorems for cyclotomic MZV's (see Theorem 1.3). We refer the reader to $\S 1.3$ where we give more details of this theory in a similar setting.
Theorem 1.3. We denote by $\mathcal{C J}_{N, w}$ the set of all cyclotomic MZV's $\zeta_{A}\left(\begin{array}{lll}\epsilon_{1} & \ldots & \epsilon_{n} \\ s_{1} & \ldots & s_{n}\end{array}\right)$ of weight $w$ such that $s_{1}, \ldots, s_{n-1} \leq q$ and $s_{n}<q$. Then

1) For all positive arrays $\binom{\varepsilon}{\mathfrak{t}}$ of weight $w, \zeta_{A}\binom{\varepsilon}{\mathfrak{t}}$ can be expressed as an $A_{N^{-}}$ linear combination of $\zeta_{A}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}$ 's in $\mathcal{C J}_{N, w}$.
2) The set of all elements $\zeta_{A}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}$ such that $\zeta_{A}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}} \in \mathcal{C J}_{N, w}$ forms a set of generators for $\mathcal{C Z}_{N, w}$.
Remark 1.4. 1) Theorem 1.3, Part 2 can be seen as an analogue (weak version) of a theorem for cyclotomic MZV's proved by Brown [14] for $N=1$ and Deligne [24] for $N=2,3,4,8$ (see also [30]). More specifically,

- Brown [14] proved that the $\mathbb{Q}$-vector space spanned by classical MZV's of fixed weight is spanned by Hoffman's basis consisting of $\zeta\left(n_{1}, \ldots, n_{r}\right)$ of the same weight with $n_{i} \in\{2,3\}$. As a corollary, he recovered the sharp upper
bound on the dimension of this vector space proved by Terasoma [59] and Deligne-Goncharov [26]. Brown used the theory of mixed Tate motives and the motivic version of MZV's. The proof is by induction on the level, i.e., the number of 3's in Hoffman's basis, and based on an identity among MZV's due to Zagier [69].
- Deligne [24] gave a generating set for the $\mathbb{Q}$-vector space spanned by cyclotomic MZV's for $N=2,3,4,8$ (Deligne used the terminology MZV's relative to $\left.\mu_{N}\right)$. He also used the theory of mixed Tate motives and the motivic version of MZV's. But the proof is by induction on the depth. It is already noted that the depth is pathological for $N=1$ (see [24, page 102, lines 23-25]).
- We refer the reader to the articles [16, 25] for more details.

2) Theorem 1.3, Part 1 states that $\mathcal{C J}_{N, w}$ is an integral generating set of $\mathcal{C Z}_{N, w}$. Furthermore, it gives an effective algorithm to express any cyclotomic MZV's as an $A_{N}$-linear combination of cyclotomic MZV's in $\mathrm{CJ}_{N, w}$. In the classical setting, these results are not known as discussed in [25, page 2, the discussion after Theorem 0.2] and $[24$, page 103 , lines $8-10$ ] (see also [15]).

### 1.3. Multiple polylogarithms in positive characteristic.

We now review the notion of multiple polylogarithms (or Carlitz multiple polylogarithms) in positive characteristic. We put $\ell_{0}:=1$ and $\ell_{d}:=\prod_{i=1}^{d}\left(\theta-\theta^{q^{i}}\right)$ for all $d \in \mathbb{N}$. Letting $\mathfrak{s}=\left(s_{1}, \ldots, s_{n}\right) \in \mathbb{N}^{n}$, for $d \in \mathbb{Z}$, we define

$$
\begin{aligned}
\mathrm{Si}_{d}(\mathfrak{s}) & =\sum_{d=d_{1}>\cdots>d_{n} \geq 0} \frac{1}{\ell_{d_{1}}^{s_{1}} \ldots \ell_{d_{n}}^{s_{n}}} \in K, \\
\mathrm{Si}_{<d}(\mathfrak{s}) & =\sum_{d>d_{1}>\cdots>d_{n} \geq 0} \frac{1}{\ell_{d_{1}}^{s_{1}} \ldots \ell_{d_{n}}^{s_{n}}} \in K .
\end{aligned}
$$

Let $\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}=\left(\begin{array}{lll}\epsilon_{1} & \ldots & \epsilon_{n} \\ s_{1} & \ldots & s_{n}\end{array}\right)$ be a positive array. For $d \in \mathbb{Z}$, we put

$$
\begin{aligned}
\operatorname{Si}_{d}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}} & =\sum_{d=d_{1}>\cdots>d_{n} \geq 0} \frac{\epsilon_{1}^{d_{1}} \ldots \epsilon_{n}^{d_{n}}}{\ell_{d_{1}}^{s_{1}} \ldots \ell_{d_{n}}^{s_{n}}} \in K_{N} \\
\mathrm{Si}_{<d}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}} & =\sum_{d>d_{1}>\cdots>d_{n} \geq 0} \frac{\epsilon_{1}^{d_{1}} \ldots \epsilon_{n}^{d_{n}}}{\ell_{d_{1}}^{s_{1}} \ldots \ell_{d_{n}}^{s_{n}}} \in K_{N} .
\end{aligned}
$$

Then we introduce the Carlitz multiple polylogarithm at roots of unity (CMPL at roots of unity for short) as follows:

$$
\operatorname{Li}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}=\sum_{d \geq 0} \operatorname{Si}_{d}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}=\sum_{d_{1}>\cdots>d_{n} \geq 0} \frac{\epsilon_{1}^{d_{1}} \ldots \epsilon_{n}^{d_{n}}}{\ell_{d_{1}}^{s_{1}} \ldots \ell_{d_{n}}^{s_{n}}} \in K_{N, \infty}
$$

The connection between cyclotomic MZV's and CMPL's at roots of unity is encoded in the following lemma which turns out to be crucial in the sequel (see Theorem 1.9).

Lemma 1.5. For all $\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}$ as above such that $s_{i} \leq q$ for all $i$, we have

$$
S_{d}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}=\operatorname{Si}_{d}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}} \quad \text { for all } d \in \mathbb{Z} .
$$

Therefore,

$$
\zeta_{A}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}=\operatorname{Li}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}
$$

Proof. See for example [62].
We now equip an algebra structure for CMPL's at roots of unity. We observe

$$
\begin{equation*}
\operatorname{Si}_{d}\binom{\varepsilon}{s} \operatorname{Si}_{d}\binom{\epsilon}{t}=\operatorname{Si}_{d}\binom{\varepsilon \epsilon}{s+t}, \tag{1.3}
\end{equation*}
$$

hence, for $\mathfrak{t}=\left(t_{1}, \ldots, t_{n}\right)$,

$$
\operatorname{Si}_{d}\binom{\varepsilon}{s} \operatorname{Si}_{d}\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}=\operatorname{Si}_{d}\left(\begin{array}{cc}
\varepsilon \epsilon_{1} & \boldsymbol{\epsilon}_{-}  \tag{1.4}\\
s+t_{1} & \mathfrak{t}_{-}
\end{array}\right)
$$

We emphasize that one advantage of working with CMPL's at roots of unity is that the product of these objects as in Eq. (1.3) is much simpler than that of cyclotomic MZV's in Eq. (1.2). We will use this fact to obtain an analogue of Brown-Deligne's theorems for CMPL's at roots of unity (see Theorem 1.10).

Using Eqs. (1.3) and (1.4) we obtain
Proposition 1.6. Let $\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}},\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ be two positive arrays. Then

1) There exist $f_{i} \in \mathbb{F}_{q}$ and positive arrays $\binom{\boldsymbol{\mu}_{i}}{\mathfrak{u}_{i}}$ with $\binom{\boldsymbol{\mu}_{i}}{\mathfrak{u}_{i}} \leq\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}+\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ and $\operatorname{depth}\left(\mathfrak{u}_{i}\right) \leq \operatorname{depth}(\mathfrak{s})+\operatorname{depth}(\mathfrak{t})$ for all $i$ such that

$$
\operatorname{Si}_{d}\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}} \operatorname{Si}_{d}\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}=\sum_{i} f_{i} \operatorname{Si}_{d}\binom{\boldsymbol{\mu}_{i}}{\mathfrak{u}_{i}} \quad \text { for all } d \in \mathbb{Z}
$$

2) There exist $f_{i}^{\prime} \in \mathbb{F}_{q}$ and positive arrays $\binom{\boldsymbol{\mu}_{i}^{\prime}}{\mathfrak{u}_{i}^{\prime}}$ with $\binom{\boldsymbol{\mu}_{i}^{\prime}}{\mathfrak{u}_{i}^{\prime}} \leq\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}+\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ and $\operatorname{depth}\left(\mathfrak{u}_{i}^{\prime}\right) \leq \operatorname{depth}(\mathfrak{s})+\operatorname{depth}(\mathfrak{t})$ for all $i$ such that

$$
\mathrm{Si}_{<d}\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}} \mathrm{Si}_{<d}\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}=\sum_{i} f_{i}^{\prime} \mathrm{Si}_{<d}\binom{\boldsymbol{\mu}_{i}^{\prime}}{\mathfrak{u}_{i}^{\prime}} \quad \text { for all } d \in \mathbb{Z} .
$$

3) There exist $f_{i}^{\prime \prime} \in \mathbb{F}_{q}$ and positive arrays $\binom{\boldsymbol{\mu}_{i}^{\prime \prime}}{\mathfrak{u}_{i}^{\prime \prime}}$ with $\binom{\boldsymbol{\mu}_{i}^{\prime \prime}}{\mathfrak{u}_{i}^{\prime \prime}} \leq\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}+\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ and $\operatorname{depth}\left(\mathfrak{u}_{i}^{\prime \prime}\right) \leq \operatorname{depth}(\mathfrak{s})+\operatorname{depth}(\mathfrak{t})$ for all $i$ such that

$$
\operatorname{Si}_{d}\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}} \mathrm{Si}_{<d}\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}=\sum_{i} f_{i}^{\prime \prime} \operatorname{Si}_{d}\binom{\boldsymbol{\mu}_{i}^{\prime \prime}}{\mathfrak{u}_{i}^{\prime \prime}} \quad \text { for all } d \in \mathbb{Z}
$$

Proof. The proof follows the same line as in [55, Proposition 2.1]. We omit the details.

We denote by $\mathcal{C} \mathcal{L}_{N}$ the $K_{N}$-vector space spanned by the CMPL's at roots of unity and by $\mathcal{C} \mathcal{L}_{N, w}$ the $K_{N}$-vector space spanned by the CMPL's at roots of unity of weight $w$. Proposition 1.6 implies that $\mathcal{C} \mathcal{L}_{N}$ is a $K_{N}$-algebra which is commutative and associative.
1.4. Brown-Deligne's theorems for CMPL's at roots of unity.

This section is devoted to the development of the so-called algebraic theory as in [ $55, \S 2$ and $\S 3$ ] to the setting of CMPL's at roots of unity. We adopt the operators $\mathcal{B}^{*}$ and $\mathcal{C}$ of Todd [65] and the operator $\mathcal{B C}$ of Ngo Dac [55] to this setting. We then derive an analogue of Brown-Deligne's theorems for CMPL's at roots of unity (see Theorem 1.8). As a consequence, we prove that for a fixed weight the vector space spanned by cyclotomic MZV's and that spanned by CMPL's at roots of unity are the same (see Theorem 1.9). Finally, we exploit the fact that the product formula for CMPL's at roots of unity is "simple" and prove a strong version of Brown-Deligne's theorems for CMPL's at roots of unity (see Theorem 1.10).

When $N=q-1$ (i.e., the case of alternating CMPL's), the theory that we develop in this section was presented in detail in our previous paper [44]. Our presentation follows the same line as in loc. cit. We write down some details for the convenience of the reader.
1.4.1. Binary relations. A binary relation is a $K_{N}$-linear combination of the form

$$
\sum_{i} a_{i} \operatorname{Si}_{d}\binom{\varepsilon_{i}}{\mathfrak{s}_{i}}+\sum_{i} b_{i} \operatorname{Si}_{d+1}\binom{\boldsymbol{\epsilon}_{i}}{\mathfrak{t}_{i}}=0 \quad \text { for all } d \in \mathbb{Z}
$$

where $a_{i}, b_{i} \in K_{N}$ and $\binom{\varepsilon_{i}}{\mathfrak{s}_{i}},\binom{\boldsymbol{\epsilon}_{i}}{\mathfrak{t}_{i}}$ are positive arrays of the same weight.
We denote by $\mathfrak{B} \mathfrak{R}_{w}$ the set of all binary relations of weight $w$. Then $\mathfrak{B} \mathfrak{R}_{w}$ is a $K_{N}$-vector space. From the fundamental relation in [62, §3.4.6] follows an important family of binary relations

$$
R_{\epsilon}: \quad \operatorname{Si}_{d}\binom{\epsilon}{q}+\epsilon^{-1} D_{1} \operatorname{Si}_{d+1}\left(\begin{array}{cc}
\epsilon & 1  \tag{1.5}\\
1 & q-1
\end{array}\right)=0 .
$$

Here $D_{1}=\theta^{q}-\theta$ given in Eq. (1.1) and $\epsilon \in \Gamma_{N}$.
For the rest of this section, let $R \in \mathfrak{B} \mathfrak{R}_{w}$ be a binary relation of the form

$$
\begin{equation*}
R(d): \quad \sum_{i} a_{i} \operatorname{Si}_{d}\binom{\varepsilon_{i}}{\mathfrak{s}_{i}}+\sum_{i} b_{i} \operatorname{Si}_{d+1}\binom{\boldsymbol{\epsilon}_{i}}{\mathfrak{t}_{i}}=0 \tag{1.6}
\end{equation*}
$$

where $a_{i}, b_{i} \in K_{N}$ and $\binom{\varepsilon_{i}}{\mathfrak{s}_{i}},\binom{\boldsymbol{\epsilon}_{i}}{\mathfrak{t}_{i}}$ are positive arrays of the same weight. We now define some operators on $K_{N}$-vector spaces of binary relations.
1.4.2. Operators $\mathcal{B}^{*}$. Let $\binom{\sigma}{v}$ be a positive array of depth 1 . We define an operator $\mathcal{B}_{\sigma, v}^{*}: \mathfrak{B} \mathfrak{R}_{w} \longrightarrow \mathfrak{B R}_{w+v}$ as follows: for each $R \in \mathfrak{B R}_{w}$, the image $\mathcal{B}_{\sigma, v}^{*}(R)=$ $\mathrm{Si}_{d}\binom{\sigma}{v} \sum_{j<d} R(j)$ is a binary relation of the form
$0=\operatorname{Si}_{d}\binom{\sigma}{v}\left(\sum_{i} a_{i} \operatorname{Si}_{<d}\binom{\varepsilon_{i}}{\mathfrak{s}_{i}}+\sum_{i} b_{i} \operatorname{Si}_{<d+1}\binom{\epsilon_{i}}{\mathfrak{t}_{i}}\right)$
$=\sum_{i} a_{i} \operatorname{Si}_{d}\binom{\sigma}{v} \operatorname{Si}_{<d}\binom{\varepsilon_{i}}{\mathfrak{s}_{i}}+\sum_{i} b_{i} \operatorname{Si}_{d}\binom{\sigma}{v} \operatorname{Si}_{<d}\binom{\boldsymbol{\epsilon}_{i}}{\mathfrak{t}_{i}}+\sum_{i} b_{i} \operatorname{Si}_{d}\binom{\sigma}{v} \operatorname{Si}_{d}\binom{\boldsymbol{\epsilon}_{i}}{\mathfrak{t}_{i}}$
$=\sum_{i} a_{i} \operatorname{Si}_{d}\left(\begin{array}{ll}\sigma & \varepsilon_{i} \\ v & \mathfrak{s}_{i}\end{array}\right)+\sum_{i} b_{i} \operatorname{Si}_{d}\left(\begin{array}{cc}\sigma & \boldsymbol{\epsilon}_{i} \\ v & \mathfrak{t}_{i}\end{array}\right)+\sum_{i} b_{i} \operatorname{Si}_{d}\left(\begin{array}{cc}\sigma \epsilon_{i 1} & \boldsymbol{\epsilon}_{i-} \\ v+t_{i 1} & \mathfrak{t}_{i-}\end{array}\right)$.

The last equality follows from the explicit formula (1.4).
Let $\binom{\Sigma}{V}=\left(\begin{array}{lll}\sigma_{1} & \ldots & \sigma_{n} \\ v_{1} & \ldots & v_{n}\end{array}\right)$ be a positive array. We define $\mathcal{B}_{\Sigma, V}^{*}(R)$ by $\mathcal{B}_{\Sigma, V}^{*}(R)=$ $\mathcal{B}_{\sigma_{1}, v_{1}}^{*} \circ \cdots \circ \mathcal{B}_{\sigma_{n}, v_{n}}^{*}(R)$.
1.4.3. Operators $\mathcal{C}$. Let $\binom{\Sigma}{V}$ be a positive array of weight $v$. We define an operator $\mathcal{C}_{\Sigma, V}(R): \mathfrak{B R}_{w} \longrightarrow \mathfrak{B R}_{w+v}$ as follows: for each $R \in \mathfrak{B R}_{w}$, the image $\mathcal{C}_{\Sigma, V}(R)=$ $R(d) \mathrm{Si}_{<d+1}\binom{\Sigma}{V}$ is a binary relation of the form

$$
\begin{aligned}
0 & =\left(\sum_{i} a_{i} \operatorname{Si}_{d}\binom{\varepsilon_{i}}{\mathfrak{s}_{i}}+\sum_{i} b_{i} \operatorname{Si}_{d+1}\binom{\boldsymbol{\epsilon}_{i}}{\mathfrak{t}_{i}}\right) \mathrm{Si}_{<d+1}\binom{\Sigma}{V} \\
& =\sum_{i} a_{i} \operatorname{Si}_{d}\binom{\varepsilon_{i}}{\mathfrak{s}_{i}} \operatorname{Si}_{d}\binom{\Sigma}{V}+\sum_{i} a_{i} \operatorname{Si}_{d}\binom{\varepsilon_{i}}{\mathfrak{s}_{i}} \operatorname{Si}_{<d}\binom{\Sigma}{V}+\sum_{i} b_{i} \operatorname{Si}_{d+1}\binom{\boldsymbol{\epsilon}_{i}}{\mathfrak{t}_{i}} \operatorname{Si}_{<d+1}\binom{\Sigma}{V} \\
& =\sum_{i} f_{i} \operatorname{Si}_{d}\binom{\boldsymbol{\mu}_{i}}{\mathfrak{u}_{i}}+\sum_{i} f_{i}^{\prime} \operatorname{Si}_{d+1}\binom{\boldsymbol{\mu}_{i}^{\prime}}{\mathfrak{u}_{i}^{\prime}} .
\end{aligned}
$$

The last equality follows from Proposition 1.6.
1.4.4. Operators $\mathcal{B C}$. Let $\epsilon \in \Gamma_{N}$. We define an operator $\mathcal{B C}_{\epsilon, q}: \mathfrak{B R}_{w} \longrightarrow \mathfrak{B R}_{w+q}$ as follows: for $R \in \mathfrak{B R}_{w}$ as in Eq. (1.6), the image $\mathcal{B C}_{\epsilon, q}(R)$ is a binary relation given by

$$
\mathcal{B} \bigodot_{\epsilon, q}(R)=\mathcal{B}_{\epsilon, q}^{*}(R)-\sum_{i} b_{i} \bigodot_{\epsilon_{i}, \mathfrak{t}_{i}}\left(R_{\epsilon}\right) .
$$

By direct calculations, we see that $\mathcal{B C}_{\epsilon, q}(R)$ is of the form

$$
\sum_{i} a_{i} \operatorname{Si}_{d}\left(\begin{array}{ll}
\epsilon & \boldsymbol{\varepsilon}_{i} \\
q & \mathfrak{s}_{i}
\end{array}\right)+\sum_{i, j} b_{i j} \operatorname{Si}_{d+1}\left(\begin{array}{cc}
\epsilon & \boldsymbol{\epsilon}_{i j} \\
1 & \mathfrak{t}_{i j}
\end{array}\right)=0
$$

where $b_{i j} \in K_{N}$ and $\binom{\boldsymbol{\epsilon}_{i j}}{\mathfrak{t}_{i j}}$ are positive arrays satisfying $\binom{\boldsymbol{\epsilon}_{i j}}{\mathfrak{t}_{i j}} \leq\binom{ 1}{q-1}+\binom{\boldsymbol{\epsilon}_{i}}{\mathfrak{t}_{i}}$ for all $j$.
1.4.5. A key expression. We recall the following result which is crucial to obtain the strong version of Brown-Deligne's theorems in our setting (see [44, Proposition 1.6]). The key fact is that we exploit the simple product formula for CMPL's at roots of unity given by Eq. (1.2) to obtain a simple and explicit expression of terms of type 1 .
Proposition 1.7. We recall that $A_{N}=k_{N}[\theta]$.

1) $\operatorname{Let}\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}=\left(\begin{array}{lll}\varepsilon_{1} & \ldots & \varepsilon_{n} \\ s_{1} & \ldots & s_{n}\end{array}\right)$ be a positive array such that $\operatorname{Init}(\mathfrak{s})=\left(s_{1}, \ldots, s_{k-1}\right)$
(see §1.1) for some $1 \leq k \leq n$, and let $\varepsilon$ be an element in $\Gamma_{N}$. Then $\operatorname{Li}\binom{\varepsilon}{\mathfrak{s}}$ can be decomposed as follows

$$
\operatorname{Li}\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}=\underbrace{-\operatorname{Li}\binom{\varepsilon^{\prime}}{\mathfrak{s}^{\prime}}}_{\text {type 1 }}+\underbrace{\sum_{i} b_{i} \operatorname{Li}\binom{\boldsymbol{\epsilon}_{i}^{\prime}}{\mathfrak{t}_{i}^{\prime}}}_{\text {type 2 }}+\underbrace{\sum_{i} c_{i} \operatorname{Li}\binom{\boldsymbol{\mu}_{i}}{\mathfrak{u}_{i}}}_{\text {type 3 }}
$$

where $b_{i}, c_{i} \in A_{N}$ are divisible by $D_{1}$ given as in Eq. (1.1) such that for all $i$, the following properties are satisfied:

- For all positive arrays $\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ appearing on the right-hand side, $\operatorname{depth}(\mathfrak{t}) \geq$ $\operatorname{depth}(\mathfrak{s})$ and $T_{k}(\mathfrak{t}) \leq T_{k}(\mathfrak{s})$.
- For the positive array $\binom{\varepsilon^{\prime}}{\mathfrak{s}^{\prime}}$ of type 1 with respect to $\binom{\varepsilon}{\mathfrak{s}}$, we have

$$
\binom{\varepsilon^{\prime}}{\mathfrak{s}^{\prime}}=\left(\begin{array}{llllllll}
\varepsilon_{1} & \ldots & \varepsilon_{k-1} & \varepsilon & \varepsilon^{-1} \varepsilon_{k} & \varepsilon_{k+1} & \ldots & \varepsilon_{n} \\
s_{1} & \ldots & s_{k-1} & q & s_{k}-q & s_{k+1} & \ldots & s_{n}
\end{array}\right) .
$$

Moreover, for all $k \leq \ell \leq n$,

$$
s_{1}^{\prime}+\cdots+s_{\ell}^{\prime}<s_{1}+\cdots+s_{\ell}
$$

- For the positive array $\binom{\epsilon^{\prime}}{\mathfrak{t}^{\prime}}$ of type 2 with respect to $\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}$, for all $k \leq \ell \leq n$,

$$
t_{1}^{\prime}+\cdots+t_{\ell}^{\prime}<s_{1}+\cdots+s_{\ell}
$$

- For the positive array $\binom{\boldsymbol{\mu}}{\mathfrak{u}}$ of type 3 with respect to $\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}$, we have $\operatorname{Init}(\mathfrak{s}) \prec$ $\operatorname{Init}(\mathfrak{u})$

2) $\operatorname{Let}\binom{\varepsilon}{\mathfrak{s}}=\left(\begin{array}{lll}\varepsilon_{1} & \ldots & \varepsilon_{k} \\ s_{1} & \ldots & s_{k}\end{array}\right)$ be a positive array such that $\operatorname{Init}(\mathfrak{s})=\mathfrak{s}$ and $s_{k}=q$. Then $\operatorname{Li}\binom{\varepsilon}{\mathfrak{s}}$ can be decomposed as follows:

$$
\operatorname{Li}\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}=\underbrace{\sum_{i} b_{i} \operatorname{Li}\binom{\boldsymbol{\epsilon}_{i}^{\prime}}{\mathfrak{t}_{i}^{\prime}}}_{\text {type } 2}+\underbrace{\sum_{i} c_{i} \operatorname{Li}\binom{\boldsymbol{\mu}_{i}}{\mathfrak{u}_{i}}}_{\text {type } 3}
$$

where $b_{i}, c_{i} \in A_{N}$ divisible by $D_{1}$ such that for all $i$, the following properties are satisfied:

- For all positive arrays $\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ appearing on the right-hand side, $\operatorname{depth}(\mathfrak{t}) \geq$ $\operatorname{depth}(\mathfrak{s})$ and $T_{k}(\mathfrak{t}) \leq T_{k}(\mathfrak{s})$.
- For the positive array $\binom{\epsilon^{\prime}}{\mathfrak{t}^{\prime}}$ of type 2 with respect to $\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}$,

$$
t_{1}^{\prime}+\cdots+t_{k}^{\prime}<s_{1}+\cdots+s_{k} .
$$

- For the positive array $\binom{\boldsymbol{\mu}}{\mathfrak{u}}$ of type 3 with respect to $\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}$, we have $\operatorname{Init}(\mathfrak{s}) \prec$ $\operatorname{Init}(\mathfrak{u})$.

Proof. For the convenience of the reader we outline how to obtain the decompositions. For $m \in \mathbb{N}$, we denote by $q^{\{m\}}$ the sequence of length $m$ with all terms equal to $q$. We agree by convention that $q^{\{0\}}$ is the empty sequence. Setting $s_{0}=0$, we can assume that there exists a maximal index $j$ with $0 \leq j \leq k-1$ such that $s_{j}<q$, hence $\operatorname{Init}(\mathfrak{s})=\left(s_{1}, \ldots, s_{j}, q^{\{k-j-1\}}\right)$. We set $\binom{\Sigma^{\prime}}{V^{\prime}}=\left(\begin{array}{lll}\varepsilon_{1} & \ldots & \varepsilon_{j} \\ s_{1} & \ldots & s_{j}\end{array}\right)$

For Part 1, since $\operatorname{Init}(\mathfrak{s})=\left(s_{1}, \ldots, s_{k-1}\right)$, we get $s_{k}>q$. We put $\binom{\Sigma}{V}=$ $\left(\begin{array}{cccc}\varepsilon^{-1} \varepsilon_{k} & \varepsilon_{k+1} & \ldots & \varepsilon_{n} \\ s_{k}-q & s_{k+1} & \ldots & s_{n}\end{array}\right)$. Then the desired decomposition is obtained from the binary relation

$$
\mathcal{B}_{\Sigma^{\prime}, V^{\prime}}^{*} \circ \mathcal{B C}_{\varepsilon_{j+1}, q} \circ \cdots \circ \mathcal{B C}_{\varepsilon_{k-1}, q} \circ \mathcal{C}_{\Sigma, V}\left(R_{\varepsilon}\right)
$$

Here we recall that $R_{\varepsilon}$ is the binary relation given in Eq. (1.5).
For Part 2, the desired decomposition is obtained from the binary relation

$$
\mathcal{B}_{\Sigma^{\prime}, V^{\prime}}^{*} \circ \mathcal{B C}_{\varepsilon_{j+1}, q} \circ \cdots \circ \mathcal{B C}_{\varepsilon_{k-1}, q}\left(R_{1}\right)
$$

Again $R_{1}$ is the binary relation given in Eq. (1.5) for $\varepsilon=1$ (known as the fundamental relation in [55]).
1.4.6. A weak version of Brown-Deligne's theorems for CMPL's at roots of unity. We recall (see Theorem 1.3) that $\mathcal{C J}_{N, w}$ denotes the set of all cyclotomic MZV's $\zeta_{A}\binom{\varepsilon}{\mathfrak{s}}$ of weight $w$ such that $s_{1}, \ldots, s_{n-1} \leq q$ and $s_{n}<q$. By Lemma 1.5, we know that $\zeta_{A}\binom{\varepsilon}{\mathfrak{s}}=\operatorname{Li}\binom{\varepsilon}{\mathfrak{s}}$. Thus $\mathcal{C J}_{N, w}$ equals the set of all CMPL's at roots of unity $\operatorname{Li}\binom{\boldsymbol{\varepsilon}}{\mathfrak{s}}$ of weight $w$ such that $s_{1}, \ldots, s_{n-1} \leq q$ and $s_{n}<q$.

Using Proposition 1.7 we obtain a weak version of Brown-Deligne's theorems for CMPL's at roots of unity whose proof follows the same line as that in [55, §3] (see also $[44, \S 1])$ :
Theorem 1.8. 1) For all positive arrays $\binom{\varepsilon}{\mathfrak{t}}$ of weight $w, \operatorname{Li}\binom{\boldsymbol{\varepsilon}}{\mathfrak{t}}$ can be expressed as an $A_{N}$-linear combination of $\operatorname{Li}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}$ 's in $\mathcal{C J}_{N, w}$.
2) The $K_{N}$-vector space $\mathcal{C} \mathcal{L}_{N, w}$ spanned by all CMPL's at roots of unity of weight $w$ is spanned by the set $\mathcal{C J}_{N, w}$.

Combining Theorems 1.3 and 1.8 allows us to identify the two vector spaces of cyclotomic MZV's and CMPL's at roots of unity.

Theorem 1.9. The $K_{N}$-vector space $\mathcal{C Z}_{N, w}$ of cyclotomic MZV's of weight $w$ and the $K_{N}$-vector space $\mathcal{C} \mathcal{L}_{N, w}$ of CMPL's at roots of unity of weight $w$ are the same.
1.4.7. An analogue of Brown-Deligne's theorems for CMPL's at roots of unity. Following [44] we consider the set $\mathcal{T}_{w}$ consisting of positive tuples $\mathfrak{s}=\left(s_{1}, \ldots, s_{n}\right)$ of weight $w$ such that $s_{1}, \ldots, s_{n-1} \leq q$ and $s_{n}<q$, together with the set $\mathcal{S}_{w}$ consisting of positive tuples $\mathfrak{s}=\left(s_{1}, \ldots, s_{n}\right)$ of weight $w$ such that $q \nmid s_{i}$ for all $i$. We define a map

$$
\iota: \mathcal{S}_{w} \longrightarrow \mathcal{T}_{w}
$$

as follows: letting $\mathfrak{s}=\left(s_{1}, \ldots, s_{n}\right) \in \mathcal{S}_{w}$, we express $s_{i}=h_{i} q+r_{i}$ where $0<r_{i}<q$ and $h_{i} \in \mathbb{Z} \geq 0$ and put

$$
\iota(\mathfrak{s})=(\underbrace{q, \ldots, q}_{h_{1} \text { times }}, r_{1}, \ldots, \underbrace{q, \ldots, q}_{h_{n} \text { times }}, r_{n}) .
$$

It is clear that this map is a bijection.

Let $\mathcal{C S}_{N, w}$ denote the set of CMPL's at roots of unity $\operatorname{Li}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}$ such that $\mathfrak{s}=$ $\left(s_{1}, \ldots, s_{n}\right) \in \mathcal{S}_{w}$ and $\boldsymbol{\epsilon}=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right) \in\left(\Gamma_{N}\right)^{n}$. We note that $\mathcal{C} \mathcal{S}_{N, w}$ is smaller than $\mathcal{C J}_{N, w}$.

Theorem 1.10. The set $\mathcal{C}_{N, w}$ forms a set of generators for $\mathcal{C} \mathcal{L}_{N, w}$.
Proof. Letting $\operatorname{Li}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}} \in \mathcal{C J}_{N, w}$, we know that $\mathfrak{s} \in \mathcal{T}_{w}$. Thus there exists a unique tuple $\mathfrak{s}^{\prime} \in \mathcal{S}_{w}$ such that $\mathfrak{s}=\iota\left(\mathfrak{s}^{\prime}\right)$ as $\iota$ is a bijection. By Proposition 1.7 and Theorem 1.8 , it follows that there exists a tuple $\epsilon^{\prime} \in\left(\Gamma_{N}\right)^{\operatorname{depth}\left(\mathfrak{s}^{\prime}\right)}$ such that $\mathrm{Li}\binom{\epsilon^{\prime}}{\mathfrak{s}^{\prime}}$ can be expressed as follows:

$$
\operatorname{Li}\binom{\boldsymbol{\epsilon}^{\prime}}{\mathfrak{s}^{\prime}}=\sum a_{\left(\boldsymbol{\epsilon}^{\prime}, \mathfrak{s}^{\prime}\right),(\boldsymbol{\epsilon}, \mathfrak{t})} \operatorname{Li}\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}
$$

where $\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}$ ranges over all elements of $\mathcal{C J}_{N, w}$ and $a_{\left(\boldsymbol{\epsilon}^{\prime}, \mathfrak{s}^{\prime}\right),(\boldsymbol{\epsilon}, \mathfrak{t})} \in A_{N}$ satisfying

$$
a_{\left(\boldsymbol{\epsilon}^{\prime}, \mathfrak{s}^{\prime}\right),(\boldsymbol{\epsilon}, \mathfrak{t})} \equiv \begin{cases} \pm 1\left(\bmod D_{1}\right) & \text { if }\binom{\boldsymbol{\epsilon}}{\mathfrak{t}}=\binom{\boldsymbol{\epsilon}}{\mathfrak{s}} \\ 0\left(\bmod D_{1}\right) & \text { otherwise. }\end{cases}
$$

We observe that $\operatorname{Li}\binom{\varepsilon^{\prime}}{\mathfrak{s}^{\prime}} \in \mathcal{C S}_{N, w}$.
It implies immediately that the transition matrix from the set consisting of such $\operatorname{Li}\binom{\boldsymbol{\epsilon}^{\prime}}{\mathfrak{s}^{\prime}}$ as above to the set consisting of $\operatorname{Li}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}$ with $\binom{\boldsymbol{\epsilon}}{\mathfrak{s}} \in \mathcal{C J}_{N, w}$ is invertible. The theorem follows.

Combining Theorems 1.9 and 1.8 yields
Theorem 1.11. Let $\mathcal{C S}_{N, w}$ denote the set of CMPL's at roots of unity $\operatorname{Li}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}$ such that $\mathfrak{s} \in \mathcal{S}_{w}$. Then the set $\mathcal{C S}_{N, w}$ forms a set of generators for $\mathcal{C Z}_{N, w}$.

We easily see that one has an effective algorithm for expressing any cyclotomic multiple zeta value as a linear combination of $\mathcal{C} Z_{N, w}$ as opposed to the classical setting (see [15, 24, 25] for more explanations).

## 2. Dual $t$-motives connected to CMPL's at roots of unity

### 2.1. Dual $t$-motives.

We recall the notion of dual $t$-motives due to Anderson and refer the reader to [1] for the related notion of $t$-motives. For $i \in \mathbb{Z}$ we consider the $i$-fold twisting of $\mathbb{C}_{\infty}((t))$ defined by

$$
\begin{aligned}
\mathbb{C}_{\infty}((t)) & \rightarrow \mathbb{C}_{\infty}((t)) \\
f=\sum_{j} a_{j} t^{j} & \mapsto f^{(i)}:=\sum_{j} a_{j}^{q^{i}} t^{j}
\end{aligned}
$$

We extend $i$-fold twisting to matrices with entries in $\mathbb{C}_{\infty}((t))$ by twisting entry-wise.
Let $\bar{K}[t, \sigma]$ be the non-commutative $\bar{K}[t]$-algebra generated by the new variable $\sigma$ subject to the relation $\sigma f=f^{(-1)} \sigma$ for all $f \in \bar{K}[t]$.

Definition 2.1. An effective dual $t$-motive is a $\bar{K}[t, \sigma]$-module $\mathcal{M}^{\prime}$ which is free and finitely generated over $\bar{K}[t]$ such that for $\ell \gg 0$ we have

$$
(t-\theta)^{\ell}\left(\mathcal{M}^{\prime} / \sigma \mathcal{M}^{\prime}\right)=\{0\}
$$

We mention that effective dual $t$-motives are called Frobenius modules in [22, 36,50 ] (see also [38, §4] for a more general notion of dual $t$-motives). Throughout this paper we will always work with effective dual $t$-motives. Therefore, we will sometimes drop the word "effective" where there is no confusion.

Letting $\mathcal{M}$ be a dual $t$-motive, we say that it is represented by a matrix $\Phi \in$ $\operatorname{Mat}_{r}(\bar{K}[t])$ if $\mathcal{M}$ is a $\bar{K}[t]$-module free of rank $r$ and the action of $\sigma$ is represented by the matrix $\Phi$ on a given $\bar{K}[t]$-basis for $\mathcal{M}$. We say that $\mathcal{M}$ is uniformizable or rigid analytically trivial if there exists a matrix $\Psi \in \mathrm{GL}_{r}(\mathbb{T})$ satisfying $\Psi^{(-1)}=\Phi \Psi$. The matrix $\Psi$ is called a rigid analytic trivialization of $\mathcal{M}$.

We now recall the Anderson-Brownawell-Papanikolas criterion which is crucial in the sequel (see [2, Theorem 3.1.1]). The curious reader might compare it with Beukers' result [8] in the classical setting.

Theorem 2.2 (Anderson-Brownawell-Papanikolas). Let $\Phi \in \operatorname{Mat}_{\ell}(\bar{K}[t])$ be a matrix such that $\operatorname{det} \Phi=c(t-\theta)^{s}$ for some $c \in \bar{K}$ and $s \in \mathbb{Z}^{\geq 0}$. Let $\psi \in \operatorname{Mat}_{\ell \times 1}(\mathcal{E})$ (see §1.1 for $\mathcal{E}$ ) be a vector satisfying $\psi^{(-1)}=\Phi \psi$ and $\rho \in \operatorname{Mat}_{1 \times \ell}(\bar{K})$ such that $\rho \psi(\theta)=0$. Then there exists a vector $P \in \operatorname{Mat}_{1 \times \ell}(\bar{K}[t])$ such that

$$
P \psi=0 \quad \text { and } \quad P(\theta)=\rho .
$$

To end this section we recall $R=\left[k_{N}: k\right]$ and mention that by replacing $\mathbb{F}_{q}$ (resp. $\sigma$ ) by $\mathbb{F}_{q^{R}}$ (resp. $\sigma^{R}$ ) one gets a theory of dual $t$-motives of level $R$ (see $[22,37]$ for more details).

### 2.2. Dual $t$-motives connected to CMPL's at roots of unity.

We recall that as in $\S 1.1, \widetilde{\pi}$ denotes the Carlitz period which is a fundamental period of the Carlitz module (see $[35,61]$ ) and $\Omega$ denotes the Anderson-Thakur function introduced in [3].

Let $\mathfrak{s}=\left(s_{1}, \ldots, s_{r}\right) \in \mathbb{N}^{r}$ be a tuple and $\boldsymbol{\epsilon}=\left(\epsilon_{1}, \ldots, \epsilon_{r}\right) \in\left(\Gamma_{N}\right)^{r}$. For all $1 \leq i \leq r$ we fix a $\left(q^{R}-1\right)$ th root $\mu_{i}$ of $\epsilon_{i}^{R} \in k_{N}^{\times}$. Following Harada [37] we consider the untwisted $L$-series

$$
\begin{equation*}
\mathfrak{L}^{\mathfrak{u n}}(\mathfrak{s} ; \boldsymbol{\epsilon}):=\sum_{i_{1}>\cdots>i_{r} \geq 0} \epsilon_{1}^{i_{1}}\left(\Omega^{s_{1}}\right)^{\left(i_{1}\right)} \ldots \epsilon_{r}^{i_{r}}\left(\Omega^{s_{r}}\right)^{\left(i_{r}\right)} . \tag{2.1}
\end{equation*}
$$

Remark 2.3. We mention that these series are different from those that appeared in our previous works on MZV's and AMZV's [55, 44] which are twisted series defined by Chang [20].

It can be proved that $\mathfrak{L}^{\text {un }}(\mathfrak{s}, \boldsymbol{\epsilon}) \in \mathcal{E}$ (the proof follows the same line as in [37, Lemma 4.2]). In the sequel, we will use the following property of this series (see [37, Lemma 4.4]): for all $j \in \mathbb{Z} \geq 0$ divisible by $R$, we have

$$
\begin{align*}
\mathfrak{L}^{\mathrm{un}}(\mathfrak{s} ; \boldsymbol{\epsilon})(\theta) & =\frac{\operatorname{Li}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}}{\widetilde{\pi}^{w(\mathfrak{s})}},  \tag{2.2}\\
\mathfrak{L}^{\mathrm{un}}(\mathfrak{s} ; \boldsymbol{\epsilon})\left(\theta^{q^{j}}\right) & =\left(\epsilon_{1} \ldots \epsilon_{r}\right)^{j}\left(\mathfrak{L}^{\mathrm{un}}(\mathfrak{s} ; \boldsymbol{\epsilon})(\theta)\right)^{q^{j}} \tag{2.3}
\end{align*}
$$

We note that in the proof of [37, Lemma 4.4], we need the equalities $\epsilon_{i}^{(j)}=\epsilon_{i}$ which follow from the fact that $j$ divisible by $R$.

Further,

$$
\begin{aligned}
& \mathfrak{L}^{\mathrm{un}}\left(s_{1}, \ldots, s_{r} ; \epsilon_{1}, \ldots, \epsilon_{r}\right)^{(-1)}=\left(\epsilon_{1} \ldots \epsilon_{r}\right)^{(-1)} \mathfrak{L}^{\mathrm{un}}\left(s_{1}, \ldots, s_{r} ; \epsilon_{1}^{(-1)}, \ldots, \epsilon_{r}^{(-1)}\right) \\
&+\left(\epsilon_{1} \ldots \epsilon_{r-1}\right)^{(-1)}(t-\theta)^{s_{r}} \Omega^{s_{r}} \mathfrak{L}^{\mathrm{un}}\left(s_{1}, \ldots, s_{r-1} ; \epsilon_{1}^{(-1)}, \ldots, \epsilon_{r-1}^{(-1)}\right) .
\end{aligned}
$$

As in [37, Lemma 3.3], it follows that for all $j \in \mathbb{N}$,

$$
\begin{aligned}
& \mathfrak{L}^{\mathrm{un}}\left(s_{1}, \ldots, s_{r} ; \epsilon_{1}, \ldots, \epsilon_{r}\right)^{(-j)}=\left(\left(\epsilon_{1} \ldots \epsilon_{r}\right)^{j}\right)^{(-j)} \sum_{i=0}^{r} \Omega^{s_{i+1}+\cdots+s_{r}} \\
& \quad \times \sum_{0<j_{i+1}<\cdots<j_{r} \leq j} T_{s_{i+1}, j_{i+1}}\left(\left(\epsilon_{i+1}\right)^{(-j)}\right) \ldots T_{s_{r}, j_{r}}\left(\left(\epsilon_{r}\right)^{(-j)}\right) \mathfrak{L}^{\mathrm{un}}\left(s_{1}, \ldots, s_{i} ; \epsilon_{1}^{(-j)}, \ldots, \epsilon_{i}^{(-j)}\right) .
\end{aligned}
$$

Here for all $s \in \mathbb{N}, k \in \mathbb{N}$ and $\epsilon \in \Gamma_{N}$, we put

$$
\begin{align*}
T_{s, k} & :=(t-\theta)^{s}\left((t-\theta)^{s}\right)^{(-1)} \ldots\left((t-\theta)^{s}\right)^{(-(k-1))}  \tag{2.4}\\
T_{s, k}(\epsilon) & :=\epsilon^{-k} T_{s, k}=\epsilon^{-k}(t-\theta)^{s}\left((t-\theta)^{s}\right)^{(-1)} \ldots\left((t-\theta)^{s}\right)^{(-(k-1))} .
\end{align*}
$$

In particular, when $j=R$, since $\epsilon_{i}^{(-R)}=\epsilon_{i}$, we obtain

$$
\begin{aligned}
& \mathfrak{L}^{\mathrm{un}}\left(s_{1}, \ldots, s_{r} ; \epsilon_{1}, \ldots, \epsilon_{r}\right)^{(-R)}=\left(\epsilon_{1} \ldots \epsilon_{r}\right)^{R} \sum_{i=0}^{r} \Omega^{s_{i+1}+\cdots+s_{r}} \\
& \quad \times \sum_{0<j_{i+1}<\cdots<j_{r} \leq R} T_{s_{i+1}, j_{i+1}}\left(\epsilon_{i+1}\right) \ldots T_{s_{r}, j_{r}}\left(\epsilon_{r}\right) \mathfrak{L}^{\mathrm{un}}\left(s_{1}, \ldots, s_{i} ; \epsilon_{1}, \ldots, \epsilon_{i}\right) .
\end{aligned}
$$

We consider the dual $t$-motives $\mathcal{M}_{\mathfrak{s}, \boldsymbol{\epsilon}}$ and $\mathcal{M}_{\mathfrak{s}, \boldsymbol{\epsilon}}^{\prime}$ attached to $(\mathfrak{s}, \boldsymbol{\epsilon})$ given by the matrices

$$
\begin{aligned}
& \Phi_{\mathfrak{s}, \epsilon} \\
& =\left(\begin{array}{ccccc}
T_{s_{1}+\cdots+s_{r}, R} & 0 & 0 & \cdots & 0 \\
\mu_{1} T_{s_{2}+\cdots+s_{r}, R} \sum_{j_{1}=1}^{R} T_{s_{1}, j_{1}}\left(\epsilon_{1}\right) & T_{s_{2}+\cdots+s_{r}, R} & 0 & \cdots & 0 \\
\vdots & \mu_{2} T_{s_{3}+\cdots+s_{r}, R} \sum_{j_{2}=1}^{R} T_{s_{2}, j_{2}}\left(\epsilon_{2}\right) & \ddots & & \vdots \\
\vdots & & \ddots & T_{s_{r}, R} & 0 \\
\mu_{1} \ldots \mu_{r} \sum_{0<j_{1}<\cdots<j_{r} \leq R} T_{s_{1}, j_{1}}\left(\epsilon_{1}\right) \ldots T_{s_{r}, j_{r}}\left(\epsilon_{r}\right) & \cdots & \cdots & \mu_{r} \sum_{j_{r}=1}^{R} T_{s_{r}, j_{r}}\left(\epsilon_{r}\right) & 1
\end{array}\right) \\
& \in \operatorname{Mat}_{r+1}(\bar{K}[t]), \\
& \text { and } \Phi_{\mathfrak{s}, \boldsymbol{\epsilon}}^{\prime} \in \operatorname{Mat}_{r}(\bar{K}[t]) \text { which is the upper left } r \times r \text { sub-matrix of } \Phi_{\mathfrak{s}, \boldsymbol{\epsilon}} \text {. More } \\
& \text { precisely, the } i \text { th row of } \Phi_{\mathfrak{s}, \boldsymbol{\epsilon}} \text { is }\left(\Phi_{i, 1}, \ldots, \Phi_{i, i}, 0, \ldots, 0\right) \text { where for } 1 \leq k \leq i \text {, } \\
& \Phi_{i, k}=\mu_{k} \ldots \mu_{i-1} T_{s_{i}+\cdots+s_{r}, R} \sum_{0<j_{k}<\cdots<j_{i-1} \leq R} T_{s_{k}, j_{k}}\left(\epsilon_{k}\right) \ldots T_{s_{i-1}, j_{i-1}}\left(\epsilon_{i-1}\right) .
\end{aligned}
$$

From now on, we write

$$
\begin{equation*}
L(\mathfrak{s} ; \boldsymbol{\epsilon}):=\mu(\mathfrak{s} ; \boldsymbol{\epsilon}) \mathfrak{L}^{\mathrm{un}}(\mathfrak{s} ; \boldsymbol{\epsilon}) \tag{2.5}
\end{equation*}
$$

instead of $\mu_{1} \ldots \mu_{r} \mathfrak{L}^{\text {un }}(\mathfrak{s} ; \boldsymbol{\epsilon})$. It follows from Eqs. (2.2) and (2.3) that for all $j \in \mathbb{Z} \geq 0$ divisible by $R$, we have

$$
\begin{align*}
L(\mathfrak{s} ; \boldsymbol{\epsilon})(\theta) & =\mu_{1} \ldots \mu_{r} \frac{\operatorname{Li}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}}{\widetilde{\pi}^{w(\mathfrak{s})}},  \tag{2.6}\\
L(\mathfrak{s} ; \boldsymbol{\epsilon})\left(\theta^{q^{j}}\right) & =(L(\mathfrak{s} ; \boldsymbol{\epsilon})(\theta))^{q^{j}} . \tag{2.7}
\end{align*}
$$

Then the matrix given by

$$
\begin{aligned}
& \Psi_{\mathfrak{s}, \epsilon} \\
& =\left(\begin{array}{cccc}
\Omega^{s_{1}+\cdots+s_{r}} & 0 & 0 & \cdots \\
\mu_{1} \mathfrak{L}^{\mathrm{un}}\left(s_{1} ; \epsilon_{1}\right) \Omega^{s_{2}+\cdots+s_{r}} & \Omega^{s_{2}+\cdots+s_{r}} & 0 & \cdots \\
\vdots & \mu_{2} \mathfrak{L}^{\mathrm{un}}\left(s_{2} ; \epsilon_{2}\right) \Omega^{s_{3}+\cdots+s_{r}} & \ddots & \\
\vdots & & \ddots & \ddots \\
\mu_{1} \ldots \mu_{r-1} \mathfrak{L}^{\text {un }}\left(s_{1}, \ldots, s_{r-1} ; \epsilon_{1}, \ldots, \epsilon_{r-1}\right) \Omega^{s_{r}} & \mu_{2} \ldots \mu_{r-1} \mathfrak{L}^{\text {un }}\left(s_{2}, \ldots, s_{r-1} ; \epsilon_{2}, \ldots, \epsilon_{r-1}\right) \Omega^{s_{r}} & \cdots & \Omega^{s_{r}} \\
\mu_{1 \cdots \mu_{r} \mathfrak{L}^{\text {un }}\left(s_{1}, \ldots, s_{r} ; \epsilon_{1}, \ldots, \epsilon_{r}\right)} & \mu_{2} \ldots \mu_{r} \mathfrak{L}^{\text {un }}\left(s_{2}, \ldots, s_{r} ; \epsilon_{2}, \ldots, \epsilon_{r}\right) & \cdots & \mu_{r} \mathfrak{L}^{\text {un }}\left(s_{r}\right.
\end{array}\right. \\
& =\left(\begin{array}{ccccc}
\Omega^{s_{1}+\cdots+s_{r}} & 0 & 0 & \cdots & 0 \\
L\left(s_{1} ; \epsilon_{1}\right) \Omega^{s_{2}+\cdots+s_{r}} & \Omega^{s_{2}+\cdots+s_{r}} & 0 & \cdots & 0 \\
\vdots & L\left(s_{2} ; \epsilon_{2}\right) \Omega^{s_{3}+\cdots+s_{r}} & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & \vdots \\
L\left(s_{1}, \ldots, s_{r-1} ; \epsilon_{1}, \ldots, \epsilon_{r-1}\right) \Omega^{s_{r}} & L\left(s_{2}, \ldots, s_{r-1} ; \epsilon_{2}, \ldots, \epsilon_{r-1}\right) \Omega^{s_{r}} & \ldots & \Omega^{s_{r}} & 0 \\
L\left(s_{1}, \ldots, s_{r} ; \epsilon_{1}, \ldots, \epsilon_{r}\right) & L\left(s_{2}, \ldots, s_{r} ; \epsilon_{2}, \ldots, \epsilon_{r}\right) & \ldots & L\left(s_{r} ; \epsilon_{r}\right) & 1
\end{array}\right) \\
& \in \mathrm{GL}_{r+1}(\mathbb{T})
\end{aligned}
$$

satisfies

$$
\Psi_{\mathfrak{s}, \epsilon}^{(-R)}=\Phi_{\mathfrak{s}, \epsilon} \Psi_{\mathfrak{s}, \epsilon}
$$

Thus $\Psi_{\mathfrak{s}, \epsilon}$ is a rigid analytic trivialization associated to the dual $t$-motive $\mathcal{M}_{\mathfrak{s}, \epsilon}$ of level $R$. We also denote by $\Psi_{\mathfrak{s}, \boldsymbol{\epsilon}}^{\prime}$ the upper $r \times r$ sub-matrix of $\Psi_{\mathfrak{s}, \boldsymbol{\epsilon}}$. It is clear that $\Psi_{\mathfrak{s}}^{\prime}$ is a rigid analytic trivialization associated to the dual $t$-motive $\mathcal{M}_{\mathfrak{s}, \boldsymbol{\epsilon}}^{\prime}$.

Further, combined with Eqs. (2.6) and (2.7) (see [37, Lemma 4.4]), the above construction of dual $t$-motives implies that $L(\mathfrak{s} ; \boldsymbol{\epsilon})(\theta)$ has the MZ (multizeta) property in the sense of [20, Definition 3.4.1]. By [37, Theorem 4.7 and Lemma 4.11] (see [20, Proposition 4.3.1] for the MZV's case), we get
Proposition 2.4. Let $\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)$ be as before for $1 \leq i \leq m$. We suppose that all the tuples of positive integers $\mathfrak{s}_{i}$ have the same weight, say $w$. Then the following assertions are equivalent:
i) $L\left(\mathfrak{s}_{1} ; \boldsymbol{\epsilon}_{1}\right)(\theta), \ldots, L\left(\mathfrak{s}_{m} ; \boldsymbol{\epsilon}_{m}\right)(\theta)$ are $K_{N}$-linearly independent.
ii) $L\left(\mathfrak{s}_{1} ; \boldsymbol{\epsilon}_{1}\right)(\theta), \ldots, L\left(\mathfrak{s}_{m} ; \boldsymbol{\epsilon}_{m}\right)(\theta)$ are $\bar{K}$-linearly independent.

We end this section by mentioning that Harada [37] also proved analogue of Goncharov's conjecture for cyclotomic MZV's, generalizing [20] for the MZV's case.

### 2.3. Dual $t$-motives and linear combinations of CMPL's at roots of unity.

Let $w \in \mathbb{N}$ be a positive integer. Let $\left\{\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)\right\}_{1 \leq i \leq n}$ be a collection of pairs as above such that $\mathfrak{s}_{i}$ has weight $w$. Let $\left\{\left(a_{i}\right)\right\}_{1 \leq i \leq n}$ be elements in $K_{N}$ and we set
$a_{i}(t):=\left.a_{i}\right|_{\theta=t} \in k_{N}[t]$. We write $\mathfrak{s}_{i}=\left(s_{i 1}, \ldots, s_{i \ell_{i}}\right) \in \mathbb{N}^{\ell_{i}}$ and $\boldsymbol{\epsilon}_{i}=\left(\epsilon_{i 1}, \ldots, \epsilon_{i \ell_{i}}\right) \in$ $\left(\Gamma_{N}\right)^{\ell_{i}}$ so that $s_{i 1}+\cdots+s_{i \ell_{i}}=w$. We introduce the set of tuples

$$
I\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right):=\left\{\emptyset,\left(s_{i 1} ; \epsilon_{i 1}\right), \ldots,\left(s_{i 1}, \ldots, s_{i\left(\ell_{i}-1\right)} ; \epsilon_{i 1}, \ldots, \epsilon_{i\left(\ell_{i}-1\right)}\right)\right\}
$$

and set

$$
I:=\cup_{i} I\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)
$$

For all $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I$, we set

$$
\begin{equation*}
f_{\mathfrak{t}, \epsilon}:=\sum_{i} a_{i}(t) L\left(s_{i(k+1)}, \ldots, s_{i \ell_{i}} ; \epsilon_{i(k+1)}, \ldots, \epsilon_{i \ell_{i}}\right) \tag{2.8}
\end{equation*}
$$

where the sum runs through the set of indices $i$ such that $(\mathfrak{t} ; \boldsymbol{\epsilon})=\left(s_{i 1}, \ldots, s_{i k} ; \epsilon_{i 1}, \ldots, \epsilon_{i k}\right)$ for some $0 \leq k \leq \ell_{i}-1$. In particular, $f_{\emptyset}=\sum_{i} a_{i}(t) L\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)$.

We now generalize some results of [55, §4 and §5] and also [44, Theorem 2.4] to study the linear dependence of CMPL's at roots of unity. The key point is a construction of dual $t$-motives connected to linear combinations of CMPL's at roots of unity. The proof follows the same line as the above. We write it down for completeness.

Theorem 2.5. We keep the above notation. We suppose further that $\left\{\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)\right\}_{1 \leq i \leq n}$ satisfies the following conditions:
(LW) (for Lower Weights) For any weight $w^{\prime}<w$, the values $L(\mathfrak{t} ; \boldsymbol{\epsilon})(\theta)$ with $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I$ and $w(\mathfrak{t})=w^{\prime}$ are all $K_{N}$-linearly independent. In particular, $L(\mathfrak{t} ; \boldsymbol{\epsilon})(\theta)$ is always nonzero.
(LD) (for Linear Dependence) There exist $a \in A_{N}$ and $a_{i} \in A_{N}$ for $1 \leq i \leq n$ which are not all zero such that

$$
a+\sum_{i=1}^{n} a_{i} L\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)(\theta)=0 .
$$

Then for all $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I, f_{\mathfrak{t}, \boldsymbol{\epsilon}}(\theta)$ belongs to $K_{N}$ where $f_{\mathfrak{t}, \boldsymbol{\epsilon}}$ is given as in Eq. (2.8).
Proof. The proof will be divided into two steps.
Step 1. We first construct a dual $t$-motive connected to linear combinations of CMPL's at roots of unity.

For each pair $\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)$ we have attached to it a matrix $\Phi_{\mathfrak{s}_{i}, \boldsymbol{\epsilon}_{i}}$. For $\mathfrak{s}_{i}=\left(s_{i 1}, \ldots, s_{i \ell_{i}}\right) \in$ $\mathbb{N}^{\ell_{i}}$ and $\boldsymbol{\epsilon}_{i}=\left(\epsilon_{i 1}, \ldots, \epsilon_{i \ell_{i}}\right) \in\left(\Gamma_{N}\right)^{\ell_{i}}$ we recall

$$
I\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)=\left\{\emptyset,\left(s_{i 1} ; \epsilon_{i 1}\right), \ldots,\left(s_{i 1}, \ldots, s_{i\left(\ell_{i}-1\right)} ; \epsilon_{i 1}, \ldots, \epsilon_{\left(\ell_{i}-1\right)}\right)\right\},
$$

and $I:=\cup_{i} I\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)$.
We now construct a new matrix $\Phi^{\prime}$ by merging the same rows of $\Phi_{\mathfrak{s}_{1}, \epsilon_{1}}^{\prime}, \ldots, \Phi_{\mathfrak{s}_{n}, \epsilon_{n}}^{\prime}$ as follows. The matrix $\Phi^{\prime}$ will be a matrix indexed by elements of $I$, say $\Phi^{\prime} \stackrel{\mathfrak{s}_{n}, \epsilon_{n}}{=}$ $\left(\Phi_{(\mathfrak{t} ; \boldsymbol{\epsilon}),\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right)}^{\prime}\right)_{(\mathfrak{t} ; \boldsymbol{\epsilon}),\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right) \in I} \in \operatorname{Mat}_{|I|}(\bar{K}[t])$. For the row which corresponds to the empty pair $\emptyset$ we put

$$
\Phi_{\emptyset,\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right)}^{\prime}= \begin{cases}T_{w, R} & \text { if }\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)=\emptyset \\ 0 & \text { otherwise }\end{cases}
$$

For the row indexed by $(\mathfrak{t} ; \boldsymbol{\epsilon})=\left(s_{i 1}, \ldots, s_{i j} ; \epsilon_{i 1}, \ldots, \epsilon_{i j}\right)$ for some $i$ and $1 \leq j \leq \ell_{i}-1$ we put

$$
\Phi_{(t ; \epsilon),\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right)}^{\prime}
$$

$= \begin{cases}T_{w-w\left(\mathfrak{t}^{\prime}\right), R} & \text { if }\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)=(\mathfrak{t} ; \boldsymbol{\epsilon}), \\ \mu_{i(k+1)} \ldots \mu_{i j} T_{w-w(\mathfrak{t}), R} \sum^{*} T_{s_{i(k+1)}, m_{i(k+1)}}\left(\epsilon_{i(k+1)}\right) \ldots T_{s_{i j}, m_{i j}}\left(\epsilon_{i j}\right) & \text { if }\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)=\left(s_{i 1}, \ldots, s_{i k} ; \epsilon_{i 1}, \ldots, \epsilon_{i k}\right), \\ 0 & \text { otherwise. }\end{cases}$
Here $\sum^{*}=\sum_{0<m_{i(k+1)}<\cdots<m_{i j} \leq R}$. Note that $\Phi_{\mathfrak{s}_{i}, \boldsymbol{\epsilon}_{i}}^{\prime}=\left(\Phi_{(\mathbf{t} ; \boldsymbol{\epsilon}),\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right)}^{\prime}\right)_{(\mathfrak{t} ; \boldsymbol{\epsilon}),\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right) \in I\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)}$
for all $i$.
We define $\Phi \in \operatorname{Mat}_{|I|+1}(\bar{K}[t])$ by

$$
\Phi=\left(\begin{array}{cc}
\Phi^{\prime} & 0 \\
\mathbf{v} & 1
\end{array}\right) \in \operatorname{Mat}_{|I|+1}(\bar{K}[t]), \quad \mathbf{v}=\left(v_{\mathbf{t}, \boldsymbol{\epsilon}}\right)_{(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I} \in \operatorname{Mat}_{1 \times|I|}(\bar{K}[t])
$$

where
$v_{\mathbf{t}, \boldsymbol{\epsilon}}=\sum_{i} a_{i}(t) \mu_{i(k+1)} \ldots \mu_{i \ell_{i}} \sum_{0<m_{i(k+1)}<\cdots<m_{i \ell_{i}} \leq R} T_{s_{i(k+1)}, m_{i(k+1)}}\left(\epsilon_{i(k+1)}\right) \ldots T_{s_{i e_{i}}, m_{i \ell_{i}}}\left(\epsilon_{i \ell_{i}}\right)$.
Here the first sum runs through the set of indices $i$ such that $(\mathfrak{t} ; \boldsymbol{\epsilon})=\left(s_{i 1}, \ldots, s_{i k} ; \epsilon_{i 1}, \ldots, \epsilon_{i k}\right)$ for some $0 \leq k \leq \ell_{i}-1$.

We now introduce a rigid analytic trivialization matrix $\Psi$ for $\Phi$. We define $\Psi^{\prime}=$ $\left(\Psi_{(\mathfrak{t} ; \epsilon),\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right)}^{\prime}\right)_{(\mathfrak{t} ; \boldsymbol{\epsilon}),\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right) \in I} \in \mathrm{GL}_{|I|}(\mathbb{T})$ as follows. For the row which corresponds to the empty pair $\emptyset$ we define

$$
\Psi_{\emptyset,\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)}^{\prime}= \begin{cases}\Omega^{w} & \text { if }\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)=\emptyset \\ 0 & \text { otherwise }\end{cases}
$$

For the row indexed by $(\mathfrak{t} ; \boldsymbol{\epsilon})=\left(s_{i 1}, \ldots, s_{i j} ; \epsilon_{i 1}, \ldots, \epsilon_{i j}\right)$ for some $i$ and $1 \leq j \leq \ell_{i}-1$ we put

$$
\begin{aligned}
& \Psi_{(\mathfrak{t} ; \boldsymbol{\epsilon}),\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)}^{\prime}= \\
& \begin{cases}L(\mathfrak{t} ; \boldsymbol{\epsilon}) \Omega^{w-w(\mathfrak{t})} & \text { if }\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)=\emptyset \\
L\left(s_{i(k+1)}, \ldots, s_{i j} ; \epsilon_{i(k+1)}, \ldots, \epsilon_{i j}\right) \Omega^{w-w(\mathfrak{t})} & \text { if }\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)=\left(s_{i 1}, \ldots, s_{i k} ; \epsilon_{i 1}, \ldots, \epsilon_{i k}\right) \text { for some } 1 \leq k \leq j, \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Note that $\Psi_{\mathfrak{s}_{i}, \boldsymbol{\epsilon}_{i}}^{\prime}=\left(\Psi_{(\mathbf{t} ; \boldsymbol{\epsilon}),\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)}^{\prime}\right)_{(\mathfrak{t} ; \boldsymbol{\epsilon}),\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right) \in I\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)}$ for all $i$.
We define $\Psi \in \mathrm{GL}_{|I|+1}(\mathbb{T})$ by

$$
\Psi=\left(\begin{array}{cc}
\Psi^{\prime} & 0 \\
\mathbf{f} & 1
\end{array}\right) \in \mathrm{GL}_{|I|+1}(\mathbb{T}), \quad \mathbf{f}=\left(f_{\mathfrak{t}, \epsilon}\right)_{\mathfrak{t} \in I} \in \operatorname{Mat}_{1 \times|I|}(\mathbb{T})
$$

Here we recall (see Eq. (2.8))

$$
f_{\mathrm{t}, \boldsymbol{\epsilon}}=\sum_{i} a_{i}(t) L\left(s_{i(k+1)}, \ldots, s_{i \ell_{i}} ; \epsilon_{i(k+1)}, \ldots, \epsilon_{i \ell_{i}}\right)
$$

where the sum runs through the set of indices $i$ such that $(\mathfrak{t} ; \boldsymbol{\epsilon})=\left(s_{i 1}, \ldots, s_{i k} ; \epsilon_{i 1}, \ldots, \epsilon_{i k}\right)$
for some $0 \leq k \leq \ell_{i}-1$. In particular, $f_{\emptyset}=\sum_{i} a_{i}(t) L\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)$.
By construction and by $\S 2.2$, we get $\Psi^{(-R)}=\Phi \Psi$.
Step 2. We apply the Anderson-Brownawell-Papanikolas criterion (see Theorem
2.2) to the previous construction.

In fact, we define

$$
\widetilde{\Phi}=\left(\begin{array}{cc}
1 & 0 \\
0 & \Phi
\end{array}\right) \in \operatorname{Mat}_{|I|+2}(\bar{K}[t])
$$

and consider the vector constructed from the first column vector of $\Psi$

$$
\widetilde{\psi}=\left(\begin{array}{c}
1 \\
\Psi_{(t, \boldsymbol{t}), \emptyset}^{\prime} \\
f_{\emptyset}
\end{array}\right)_{(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I}
$$

Then we have $\widetilde{\psi}^{(-R)}=\widetilde{\Phi} \widetilde{\psi}$.
We also observe that for all $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I$ we have $\Psi_{(\mathfrak{t} ; \boldsymbol{\epsilon}), \emptyset}^{\prime}=L(\mathfrak{t} ; \boldsymbol{\epsilon}) \Omega^{w-w(\mathfrak{t})}$. Further,

$$
a+f_{\emptyset}(\theta)=a+\sum_{i} a_{i} L\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)(\theta)=0
$$

By Theorem 2.2 with $\rho=(a, 0, \ldots, 0,1)$ we deduce that there exists $\mathbf{h}=\left(g_{0}, g_{\mathfrak{t}, \boldsymbol{\epsilon}}, g\right) \in$ $\operatorname{Mat}_{1 \times(|I|+2)}(\bar{K}[t])$ such that $\mathbf{h} \psi=0$, and that $g_{\mathfrak{t}, \boldsymbol{\epsilon}}(\theta)=0$ for $(\mathfrak{t}, \boldsymbol{\epsilon}) \in I, g_{0}(\theta)=a$ and $g(\theta)=1 \neq 0$. If we put $\mathbf{g}:=(1 / g) \mathbf{h} \in \operatorname{Mat}_{1 \times(|I|+2)}(\bar{K}(t))$, then all the entries of $\mathbf{g}$ are regular at $t=\theta$.

Now we have

$$
\begin{equation*}
\left(\mathbf{g}-\mathbf{g}^{(-R)} \widetilde{\Phi}\right) \widetilde{\psi}=\mathbf{g} \widetilde{\psi}-(\mathbf{g} \widetilde{\psi})^{(-R)}=0 \tag{2.9}
\end{equation*}
$$

We write $\mathbf{g}-\mathbf{g}^{(-R)} \widetilde{\Phi}=\left(B_{0}, B_{\mathfrak{t}}, 0\right)_{\mathfrak{t} \in I}$. We claim that $B_{0}=0$ and $B_{\mathfrak{t}, \boldsymbol{\epsilon}}=0$ for all $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I$. In fact, expanding (2.9) we obtain

$$
\begin{equation*}
B_{0}+\sum_{\mathfrak{t} \in I} B_{\mathfrak{t}, \boldsymbol{\epsilon}} L(\mathfrak{t} ; \boldsymbol{\epsilon}) \Omega^{w-w(\mathfrak{t})}=0 \tag{2.10}
\end{equation*}
$$

By (2.7) we see that for $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I$ and $j \in \mathbb{N}$ divisible by $R$,

$$
L(\mathfrak{t} ; \boldsymbol{\epsilon})\left(\theta^{q^{j}}\right)=(L(\mathfrak{t} ; \boldsymbol{\epsilon})(\theta))^{q^{j}}
$$

which is nonzero by Condition (LW).
First, as the function $\Omega$ has a simple zero at $t=\theta^{q^{k}}$ for $k \in \mathbb{N}$, specializing (2.10) at $t=\theta^{q^{j}}$ yields $B_{0}\left(\theta^{q^{j}}\right)=0$ for $j \geq 1$ divisible by $R$. Since $B_{0}$ belongs to $\bar{K}(t)$, it follows that $B_{0}=0$.

Next, we put $w_{0}:=\max _{(t ; \boldsymbol{\epsilon}) \in I} w(\mathfrak{t})$ and denote by $I\left(w_{0}\right)$ the set of $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I$ such that $w(\mathfrak{t})=w_{0}$. Then dividing (2.10) by $\Omega^{w-w_{0}}$ yields
(2.11)

$$
\sum_{(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I} B_{\mathfrak{t}, \boldsymbol{\epsilon}} L(\mathfrak{t} ; \boldsymbol{\epsilon}) \Omega^{w_{0}-w(\mathfrak{t})}=\sum_{(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I\left(w_{0}\right)} B_{\mathfrak{t}, \boldsymbol{\epsilon}} L(\mathfrak{t} ; \boldsymbol{\epsilon})+\sum_{(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I \backslash I\left(w_{0}\right)} B_{\mathfrak{t}, \boldsymbol{\epsilon}} L(\mathfrak{t} ; \boldsymbol{\epsilon}) \Omega^{w_{0}-w(\mathfrak{t})}=0
$$

Since each $B_{\mathrm{t}, \boldsymbol{\epsilon}}$ belongs to $\bar{K}(t)$, they are defined at $t=\theta^{q^{j}}$ for $j \gg 1$. Note that the function $\Omega$ has a simple zero at $t=\theta^{q^{k}}$ for $k \in \mathbb{N}$. Specializing (2.11) at $t=\theta^{q^{j}}$ and using (2.7) yields

$$
\sum_{(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I\left(w_{0}\right)} B_{\mathfrak{t}, \boldsymbol{\epsilon}}\left(\theta^{q^{j}}\right)(L(\mathfrak{t} ; \boldsymbol{\epsilon})(\theta))^{q^{j}}=0
$$

for $j \gg 1$ divisible by $R$.
We claim that $B_{\mathfrak{t}, \boldsymbol{\epsilon}}\left(\theta^{q^{j}}\right)=0$ for $j \gg 1$ divisible by $R$ and for all $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I\left(w_{0}\right)$. Otherwise, we get a non-trivial $\bar{K}$-linear relation among $L(\mathfrak{t} ; \boldsymbol{\epsilon})(\theta)$ with $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I$ of weight $w_{0}$. By Proposition 2.4 we deduce a non-trivial $K_{N}$-linear relation among $L(\mathfrak{t} ; \boldsymbol{\epsilon})(\theta)$ with $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I\left(w_{0}\right)$, which contradicts with Condition $(L W)$. Now we know that $B_{\mathfrak{t}, \boldsymbol{\epsilon}}\left(\theta^{q^{j}}\right)=0$ for $j \gg 1$ divisible by $R$ and for all $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I\left(w_{0}\right)$. Since each $B_{\mathfrak{t}, \boldsymbol{\epsilon}}$ belongs to $\bar{K}(t)$, it follows that $B_{\mathfrak{t}, \boldsymbol{\epsilon}}=0$ for all $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I\left(w_{0}\right)$.

Next, we put $w_{1}:=\max _{(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I \backslash I\left(w_{0}\right)} w(\mathfrak{t})$ and denote by $I\left(w_{1}\right)$ the set of $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I$ such that $w(\mathfrak{t})=w_{1}$. Dividing (2.10) by $\Omega^{w-w_{1}}$ and specializing at $t=\theta^{q^{j}}$ yields

$$
\sum_{(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I\left(w_{1}\right)} B_{\mathfrak{t}, \boldsymbol{\epsilon}}\left(\theta^{q^{j}}\right)(L(\mathfrak{t} ; \boldsymbol{\epsilon})(\theta))^{q^{j}}=0
$$

for $j \gg 1$. Since $w_{1}<w$, by Proposition 2.4 and Condition ( $L W$ ) again we deduce that $B_{\mathfrak{t}, \boldsymbol{\epsilon}}\left(\theta^{q^{j}}\right)=0$ for $j \gg 1$ divisible by $R$ and for all $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I\left(w_{1}\right)$. Since each $B_{\mathfrak{t}, \boldsymbol{\epsilon}}$ belongs to $\bar{K}(t)$, it follows that $B_{\mathfrak{t}, \boldsymbol{\epsilon}}=0$ for all $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I\left(w_{1}\right)$. Repeating the previous arguments we deduce that $B_{\mathfrak{t}, \boldsymbol{\epsilon}}=0$ for all $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I$ as required.

We have proved that $\mathbf{g}-\mathbf{g}^{(-R)} \widetilde{\Phi}=0$. Thus

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \text { Id } & 0 \\
g_{0} / g & \left(g_{\mathfrak{t}, \boldsymbol{\epsilon}} / g\right)_{(\mathbf{t} ; \boldsymbol{\epsilon}) \in I} & 1
\end{array}\right)^{(-R)}\left(\begin{array}{cc}
1 & 0 \\
0 & \Phi
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \Phi^{\prime} & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \text { Id } & 0 \\
g_{0} / g & \left(g_{\mathbf{t}, \boldsymbol{\epsilon}} / g\right)_{(\mathfrak{t} ; \epsilon) \in I} & 1
\end{array}\right) .
$$

By [22, Prop. 2.2.1] we see that the common denominator $b$ of $g_{0} / g$ and $g_{\mathbf{t}, \boldsymbol{\epsilon}} / g$ for $(\mathfrak{t}, \boldsymbol{\epsilon}) \in I$ belongs to $k_{N}[t] \backslash\{0\}$. If we put $\delta_{0}=b g_{0} / g$ and $\delta_{\mathfrak{t}, \boldsymbol{\epsilon}}=b g_{\mathfrak{t}, \boldsymbol{\epsilon}} / g$ for $(\mathfrak{t}, \boldsymbol{\epsilon}) \in I$ which belong to $\bar{K}[t]$ and $\delta:=\left(\delta_{\mathfrak{t}, \boldsymbol{\epsilon}}\right)_{\mathfrak{t} \in I} \in \operatorname{Mat}_{1 \times|I|}(\bar{K}[t])$, then $\delta_{0}^{(-R)}=\delta_{0}$ and

$$
\left(\begin{array}{cc}
\operatorname{Id} & 0  \tag{2.12}\\
\delta & 1
\end{array}\right)^{(-R)}\left(\begin{array}{cc}
\Phi^{\prime} & 0 \\
b \mathbf{v} & 1
\end{array}\right)=\left(\begin{array}{cc}
\Phi^{\prime} & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\operatorname{Id} & 0 \\
\delta & 1
\end{array}\right)
$$

If we put $X:=\left(\begin{array}{cc}\operatorname{Id} & 0 \\ \delta & 1\end{array}\right)\left(\begin{array}{cc}\Psi^{\prime} & 0 \\ b \mathbf{f} & 1\end{array}\right)$, then $X^{(-R)}=\left(\begin{array}{cc}\Phi^{\prime} & 0 \\ 0 & 1\end{array}\right) X$. By [56, §4.1.6] there exist $\nu_{\mathbf{t}, \boldsymbol{\epsilon}} \in k_{N}(t)$ for $(\mathfrak{t}, \boldsymbol{\epsilon}) \in I$ such that if we set $\nu=\left(\nu_{\mathbf{t}, \boldsymbol{\epsilon}}\right)_{(\mathbf{t}, \boldsymbol{\epsilon}) \in I} \in$ $\operatorname{Mat}_{1 \times|I|}\left(k_{N}(t)\right)$,

$$
X=\left(\begin{array}{cc}
\Psi^{\prime} & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\operatorname{Id} & 0 \\
\nu & 1
\end{array}\right)
$$

Thus the equation $\left(\begin{array}{cc}\operatorname{Id} & 0 \\ \delta & 1\end{array}\right)\left(\begin{array}{cc}\Psi^{\prime} & 0 \\ b \mathbf{f} & 1\end{array}\right)=\left(\begin{array}{cc}\Psi^{\prime} & 0 \\ 0 & 1\end{array}\right)\left(\begin{array}{cc}\mathrm{Id} & 0 \\ \nu & 1\end{array}\right)$ implies

$$
\begin{equation*}
\delta \Psi^{\prime}+b \mathbf{f}=\nu \tag{2.13}
\end{equation*}
$$

The left-hand side belongs to $\mathbb{T}$, so does the right-hand side. Thus $\nu=\left(\nu_{\mathfrak{t}, \boldsymbol{\epsilon}}\right)_{(\mathfrak{t}, \boldsymbol{\epsilon}) \in I} \in$ $\operatorname{Mat}_{1 \times|I|}\left(k_{N}[t]\right)$. For any $j \in \mathbb{N}$, by specializing Eq. (2.13) at $t=\theta^{q^{j}}$ for $j \in \mathbb{N}$ divisible by $R$ and using Eq. (2.7) and the fact that $\Omega$ has a simple zero at $t=\theta^{q^{j}}$ we deduce that

$$
\mathbf{f}(\theta)=\nu(\theta) / b(\theta)
$$

Thus for all $(\mathfrak{t}, \boldsymbol{\epsilon}) \in I, f_{\mathfrak{t}, \boldsymbol{\epsilon}}(\theta)$ given as in Eq. (2.8) belongs to $K_{N}$. The proof is complete.

### 2.4. Linear relations among CMPL's at roots of unity and Carlitz's pe-

 riod.The main result for linear relations among CMPL's roots of unity reads as follows:

Theorem 2.6. Let $w \in \mathbb{N}$. We recall that $\mathcal{S}_{w}$ denotes the set of positive tuples $\mathfrak{s}=\left(s_{1}, \ldots, s_{n}\right)$ of weight $w$ such that $q \nmid s_{i}$ for all $i$ and $\mathcal{C S}_{N, w}$ denotes the set of CMPL's at roots of unity $\operatorname{Li}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}}$ such that $\mathfrak{s}=\left(s_{1}, \ldots, s_{n}\right) \in \mathcal{S}_{w}$ and $\boldsymbol{\epsilon}=$ $\left(\epsilon_{1}, \ldots, \epsilon_{n}\right) \in\left(\Gamma_{N}\right)^{n}$ (see §1.4.7).

1) Suppose that we have a non-trivial relation denoted by $R(N, w)$ :

$$
a+\sum_{\mathfrak{s}_{i} \in \mathcal{S}_{w}} a_{i} L\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)(\theta)=0, \quad \text { for some } a, a_{i} \in \overline{\mathbb{F}}_{q}(\theta)
$$

Then $q-1 \mid w, a \neq 0$ and $\boldsymbol{\epsilon}_{i}=(1, \ldots, 1)$ for all $i$.
2) Further, if $q-1 \mid w$, then there is a unique relation

$$
1+\sum_{\mathfrak{s}_{i} \in \mathcal{S}_{w}} a_{i} L\left(\mathfrak{s}_{i} ; 1\right)(\theta)=0, \quad \text { for } a_{i} \in K
$$

We postpone the proof of Theorem 2.6 to the next section. We derive an immediate consequence of Theorem 2.6:

Theorem 2.7. The $C M P L$ 's at roots of unity in $\mathcal{C S}_{N, w}$ are linearly independent over $K_{N}$.

## 3. CMPL's at Roots of unity and Carlitz's Period

This section is devoted to proving Theorem 2.6. We keep the notation of the previous section and recall $R:=\left[k_{N}: k\right]<N$.

### 3.1. Auxiliary lemmas.

We begin this section by recalling several lemmas in [44].
Lemma 3.1. Let $\epsilon_{i} \in \Gamma_{N}$ be different elements such that the values $\epsilon_{i}^{R}$ are pairwise distinct. We denote by $\mu_{i} \in \overline{\mathbb{F}}_{q} a\left(q^{R}-1\right)$ root of $\epsilon_{i}^{R}$. Then $\mu_{i}$ are all $k_{N}$-linearly independent.
Proof. See [44, Lemma 3.1].
Lemma 3.2. Let $\operatorname{Li}\binom{\boldsymbol{\epsilon}_{i}}{\mathfrak{s}_{i}} \in \mathcal{C S}_{N, w}$ and $a_{i} \in K_{N}$ satisfying

$$
\sum_{i} a_{i} L\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)(\theta)=0
$$

For $\epsilon \in \Gamma_{N}$ we denote by $I\left(\epsilon^{R}\right)=\left\{i: \chi\left(\epsilon_{i}\right)^{R}=\epsilon^{R}\right\}$ the set of pairs such that the $R$ th power of the corresponding character equals $\epsilon^{R}$. Then for all $\epsilon \in \Gamma_{N}$,

$$
\sum_{i \in I\left(\epsilon^{R}\right)} a_{i} L\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)(\theta)=0
$$

Proof. See [44, Lemma 3.2].
Lemma 3.3. Let $m \in \mathbb{N}, \epsilon \in \Gamma_{N}, \delta \in \bar{K}[t]$ and $F(t, \theta) \in \overline{\mathbb{F}}_{q}[t, \theta]$ (resp. $F(t, \theta) \in$ $\left.k_{N}[t, \theta]\right)$ satisfying

$$
\epsilon \delta=\delta^{(-R)} T_{m, R}+F^{(-R)}(t, \theta)
$$

Then $\delta \in \overline{\mathbb{F}}_{q}[t, \theta]$ (resp. $\delta \in k_{N}[t, \theta]$ ) and

$$
\operatorname{deg}_{\theta} \delta \leq \max \left\{\frac{q m}{q-1}, \frac{\operatorname{deg}_{\theta} F(t, \theta)}{q^{R}}\right\}
$$

Proof. This lemma is a slight generalization of [50, Theorem 2], which proved the case $N=1$ (hence $R=1$ and $T_{m, R}=(t-\theta)^{m}$ ).

By twisting $R$ times the equality $\epsilon \delta=\delta^{(-R)} T_{m, R}+F^{(-R)}(t, \theta)$ and the fact that $\epsilon^{(R)}=\epsilon$, we get

$$
\epsilon \delta^{(R)}=\delta\left(T_{m, R}\right)^{(R)}+F(t, \theta) .
$$

We put $n=\operatorname{deg}_{t} \delta$ and express $\delta=a_{n} t^{n}+\cdots+a_{1} t+a_{0} \in \bar{K}[t]$ with $a_{0}, \ldots, a_{n} \in \bar{K}$. For $i<0$ we put $a_{i}=0$.

Recall that $T_{m, R}=(t-\theta)^{m}\left((t-\theta)^{m}\right)^{(-1)} \ldots\left((t-\theta)^{m}\right)^{(-(R-1))}$, thus

$$
\begin{aligned}
T_{m, R}^{(R)} & =\left((t-\theta)^{m}\right)^{(R)}\left((t-\theta)^{m}\right)^{(R-1)} \cdots\left((t-\theta)^{m}\right)^{(1)} \\
& =\left(t-\theta^{q^{R}}\right)^{m} \ldots\left(t-\theta^{q}\right)^{m} \\
& =t^{m R}+c_{m R-1} t^{m R-1}+\cdots+c_{1} t+c_{0}
\end{aligned}
$$

where $c_{i} \in \mathbb{F}_{q}[\theta]$. We put $c_{m R}=1$ and $c_{i}=0$ for $i<0$.
Since

$$
\operatorname{deg}_{t} \delta^{(R)}=\operatorname{deg}_{t} \delta=n<\operatorname{deg}_{t}\left(\delta\left(T_{m, R}\right)^{(R)}\right)=n+m R
$$

it follows that $\operatorname{deg}_{t} F(t, \theta)=n+m R$. Thus we write $F(t, \theta)=b_{n+m R} t^{n+m R}+\cdots+$ $b_{1} t+b_{0}$ with $b_{0}, \ldots, b_{n+m R} \in \overline{\mathbb{F}}_{q}[\theta]$. Plugging into the previous equation, we obtain

$$
\begin{aligned}
& \epsilon\left(a_{n}^{q^{R}} t^{n}+\cdots+a_{0}^{q^{R}}\right) \\
& =\left(a_{n} t^{n}+\cdots+a_{0}\right)\left(T_{m, R}\right)^{(R)}+b_{n+m R} t^{n+m R}+\cdots+b_{0} \\
& =\left(a_{n} t^{n}+\cdots+a_{0}\right)\left(t^{m R}+c_{m R-1} t^{m R-1}+\cdots+c_{0}\right)+b_{n+m R} t^{n+m R}+\cdots+b_{0}
\end{aligned}
$$

Comparing the coefficients $t^{j}$ for $n+1 \leq j \leq n+m R$ yields

$$
a_{j-m R}+\sum_{i=j-m R+1}^{n} a_{i} c_{j-i}+b_{j}=0
$$

Since $b_{j} \in \overline{\mathbb{F}}_{q}[\theta]$ for all $n+1 \leq j \leq n+m R$, we can show by descending induction that $a_{j} \in \overline{\mathbb{F}}_{q}[\theta]$ for all $n+1-m R \leq j \leq n$.

If $n+1-m R \leq 0$, then we are done. Otherwise, comparing the coefficients $t^{j}$ for $m R \leq j \leq n$ yields

$$
a_{j-m R}+\sum_{i=j-m R+1}^{n} a_{i} c_{j-i}+b_{j}-\epsilon a_{j}^{q^{R}}=0
$$

Since $b_{j} \in \overline{\mathbb{F}}_{q}[\theta]$ for all $m R \leq j \leq n$ and $a_{j} \in \overline{\mathbb{F}}_{q}[\theta]$ for all $n+1-m R \leq j \leq n$, we can show by descending induction that $a_{j} \in \overline{\mathbb{F}}_{q}[\theta]$ for all $0 \leq j \leq n-m R$. We conclude that $\delta \in \overline{\mathbb{F}}_{q}[t, \theta]$.

We now show that $\operatorname{deg}_{\theta} \delta \leq \max \left\{\frac{q m}{q-1}, \frac{\operatorname{deg}_{\theta} F(t, \theta)}{q^{R}}\right\}$. Otherwise, suppose that $\operatorname{deg}_{\theta} \delta>\max \left\{\frac{q m}{q-1}, \frac{\operatorname{deg}_{\theta} F(t, \theta)}{q^{R}}\right\}$. Then $\operatorname{deg}_{\theta} \delta^{(R)}=q^{R} \operatorname{deg}_{\theta} \delta$. It implies that $\operatorname{deg}_{\theta} \delta^{(R)}>$ $\operatorname{deg}_{\theta}\left(\delta\left(T_{m, R}\right)^{(R)}\right)=\operatorname{deg}_{\theta} \delta+m \frac{q^{R+1}-q}{q-1}$ and $\operatorname{deg}_{\theta} \delta^{(R)}>\operatorname{deg}_{\theta} F(t, \theta)$. Hence we get

$$
\operatorname{deg}_{\theta}\left(\epsilon \delta^{(R)}\right)=\operatorname{deg}_{\theta} \delta^{(R)}>\operatorname{deg}_{\theta}\left(T_{m, R}\right)^{(R)}+F(t, \theta)
$$

which is a contradiction.
Lemma 3.4. Recall that the set $\mathcal{S}_{w}$ consists of positive tuples $\mathfrak{s}=\left(s_{1}, \ldots, s_{n}\right)$ of weight $w$ such that $q \nmid s_{i}$ for all $i$ as in $\S 1.4 .7$. Let $w \in \mathbb{N}$ such that $q-1 \mid w$. Then there exists a linear relation

$$
1+\sum_{\mathfrak{s}_{i} \in \mathcal{S}_{w}} a_{i} L\left(\mathfrak{s}_{i} ; 1\right)(\theta)=0, \quad \text { with } a_{i} \in K
$$

Proof. Since $q-1 \mid w$, it follows that $\zeta_{A}(w) / \widetilde{\pi}^{w}$ belongs to $K^{\times}$. Theorems 1.9 and 1.10 applied to $N=1$ imply immediately the desired assertion.

The rest of this section presents a proof of Theorem 2.6.

### 3.2. Setup.

The proof of Theorem 2.6 is by induction on $N+w$.
If $N+w=2$, then $N=w=1$. Thus we have only one tuple $\left(\mathfrak{s}_{1}, \boldsymbol{\epsilon}_{1}\right)=(1,1)$. Suppose that we have a non-trivial relation

$$
a+a_{1} L(1 ; 1)=0, \quad \text { for } a, a_{1} \in \overline{\mathbb{F}}_{q}(\theta)
$$

Then $a \neq 0$ and it follows that $q-1 \mid 1$. Hence $q=2$ and Theorem 2.6 follows as $L(1 ; 1)$ belongs to $K$.

Let $M$ be a positive integer with $M>2$. Suppose that
$H(N, w)$ : Theorem 2.6 holds for all pairs $(N, w)$ such that $N+w<M$.
We claim that Theorem 2.6 holds for all pairs $(N, w)$ such that $N+w=M$. In what follows, we fix such a pair $(N, w)$. We recall $R=\left[k_{N}: k\right]<N$.

Suppose that we have a non-trivial relation

$$
\begin{equation*}
R(N, w): \quad a+\sum_{\mathfrak{s}_{i} \in \mathcal{S}_{w}} a_{i} L\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)(\theta)=0, \quad \text { for } a, a_{i} \in \overline{\mathbb{F}}_{q}(\theta) \tag{3.1}
\end{equation*}
$$

We claim that we can suppose $a, a_{i} \in K_{N}$. In fact, if $a=0$, then the claim follows from Proposition 2.4. If $q-1 \nmid w$, then by Eq. (2.6) any linear relation

$$
a+\sum_{\mathfrak{s}_{i} \in \mathcal{S}_{w}} a_{i} L\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)(\theta)=0
$$

with $a, a_{i} \in \overline{\mathbb{F}}_{q}(\theta)$ implies that $a=0$. By the previous discussion, we are done. Otherwise, we have $q-1 \mid w$ and $a \neq 0$. By Lemma 3.4, there exists a linear relation

$$
1+\sum_{\mathfrak{t}_{i} \in \mathcal{S}_{w}} b_{i} L\left(\mathfrak{t}_{i} ; 1\right)(\theta)=0
$$

with $b_{i} \in K$. Thus

$$
-a \sum_{\mathfrak{t}_{i} \in \mathcal{S}_{w}} b_{i} L\left(\mathfrak{t}_{i} ; 1\right)(\theta)+\sum_{\mathfrak{s}_{i} \in \mathcal{S}_{w}} a_{i} L\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)(\theta)=0
$$

By Proposition 2.4 again, we can suppose that $a, a_{i} \in K_{N}$.
Further, by Lemma 3.2 we can suppose further that $\epsilon_{i}^{R}$ has the same character, i.e., there exists $\epsilon \in \Gamma_{N}$ such that for all $i$,

$$
\begin{equation*}
\chi\left(\boldsymbol{\epsilon}_{i}\right)^{R}=\left(\epsilon_{i 1} \ldots \epsilon_{i \ell_{i}}\right)^{R}=\epsilon^{R} . \tag{3.2}
\end{equation*}
$$

### 3.3. Trivial characters.

We now apply Theorem 2.5 to our setting of CMPL's at roots of unity. We know that the hypotheses are verified:
(LW) By the induction hypothesis, for any weight $w^{\prime}<w$, the values $L(\mathfrak{t} ; \boldsymbol{\epsilon})(\theta)$ with $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I$ and $w(\mathfrak{t})=w^{\prime}$ are all $K_{N}$-linearly independent.
(LD) By Eq. (3.1), there exist $a \in A_{N}$ and $a_{i} \in A_{N}$ for $1 \leq i \leq n$ which are not all zero such that

$$
a+\sum_{i=1}^{n} a_{i} L\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)(\theta)=0 .
$$

Thus Theorem 2.5 implies that for all $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I, f_{\mathfrak{t}, \boldsymbol{\epsilon}}(\theta)$ belongs to $K_{N}$ where $f_{\mathbf{t}, \boldsymbol{\epsilon}}$ is given by

$$
f_{\mathfrak{t} ; \epsilon}:=\sum_{i} a_{i}(t) L\left(s_{i(k+1)}, \ldots, s_{i \ell_{i}} ; \epsilon_{i(k+1)}, \ldots, \epsilon_{i \ell_{i}}\right)
$$

Here, the sum runs through the set of $i$ such that $(\mathfrak{t} ; \boldsymbol{\epsilon})=\left(s_{i 1}, \ldots, s_{i k} ; \epsilon_{i 1}, \ldots, \epsilon_{i k}\right)$ for some $0 \leq k \leq \ell_{i}-1$.

We derive a direct consequence of this result. Let $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in I$ and $\mathfrak{t} \neq \emptyset$. Then $(\mathfrak{t} ; \boldsymbol{\epsilon})=\left(s_{i 1}, \ldots, s_{i k} ; \epsilon_{i 1}, \ldots, \epsilon_{i k}\right)$ for some $i$ and $1 \leq k \leq \ell_{i}-1$. We denote by $J(\mathfrak{t} ; \boldsymbol{\epsilon})$ the set of all such $i$. We know that there exists $b \in K_{N}$ such that

$$
b+f_{\mathbf{t} ; \boldsymbol{\epsilon}}(\theta)=0
$$

or equivalently,

$$
b+\sum_{i \in J(\mathfrak{t} ; \boldsymbol{\epsilon})} a_{i} L\left(s_{i(k+1)}, \ldots, s_{i \ell_{i}} ; \epsilon_{i(k+1)}, \ldots, \epsilon_{i \ell_{i}}\right)(\theta)=0
$$

The CMPL's at roots of unity appearing in the above equality belong to $\mathcal{C}_{N, w-w(\mathfrak{t})}$. By the induction hypothesis applied to the pair $(N, w-w(\mathfrak{t}))$, we deduce that $\epsilon_{i(k+1)}=\cdots=\epsilon_{i \ell_{i}}=1$. Further, if $q-1 \nmid w-w(\mathfrak{t})$, then $a_{i}=0$ for all $i \in$ $J(\mathfrak{t} ; \boldsymbol{\epsilon})$. Therefore, letting $\left(\mathfrak{s}_{i}, \boldsymbol{\epsilon}_{i}\right)=\left(s_{i 1}, \ldots, s_{i \ell_{i}} ; \epsilon_{i 1}, \ldots, \epsilon_{i \ell_{i}}\right)$ we can suppose that $s_{i 2}, \ldots, s_{i \ell_{i}}$ are all divisible by $q-1$ and $\epsilon_{i 2}=\cdots=\epsilon_{i \ell_{i}}=1$. In particular, for all $i$,

$$
\epsilon_{i 1}^{R}=\chi\left(\boldsymbol{\epsilon}_{i}\right)^{R}=\epsilon^{R}
$$

## 3.4. $\sigma$-linear equations of higher order.

Now we want to solve Eq. (2.12) and we can assume that $b=1$. We define

$$
J:=I \cup\left\{\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)\right\}
$$

For $(\mathfrak{t} ; \boldsymbol{\epsilon}) \in J$,

- if $(\mathfrak{t} ; \boldsymbol{\epsilon}) \neq(\emptyset, \emptyset)$, then we put

$$
m_{\mathfrak{t}}:=\frac{w-w(\mathfrak{t})}{q-1} \in \mathbb{Z}^{\geq 0}
$$

- we denote by $J_{1}(\mathfrak{t} ; \boldsymbol{\epsilon})$ consisting of $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right) \in J$ such that there exist $i$ and $0 \leq j<\ell_{i}$ so that $(\mathfrak{t} ; \boldsymbol{\epsilon})=\left(s_{i 1}, s_{i 2}, \ldots, s_{i j} ; \epsilon_{i 1}, 1, \ldots, 1\right)$ and $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)=$ $\left.\left(s_{i 1}, s_{i 2}, \ldots, s_{i(j+1)} ; \epsilon_{i 1}, 1, \ldots, 1\right)\right)$;
- we denote by $J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$ consisting of $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right) \in J$ such that there exist $i$ and $0 \leq j<k \leq \ell_{i}$ so that $(\mathfrak{t} ; \boldsymbol{\epsilon})=\left(s_{i 1}, s_{i 2}, \ldots, s_{i j} ; \epsilon_{i 1}, 1, \ldots, 1\right)$ and $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)=$ $\left(s_{i 1}, s_{i 2}, \ldots, s_{i k} ; \epsilon_{i 1}, 1, \ldots, 1\right)$.
Thus $J_{1}(\mathfrak{t} ; \boldsymbol{\epsilon}) \subset J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$. Further, for $(\mathfrak{t} ; \boldsymbol{\epsilon})=\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)$, both $J_{1}(\mathfrak{t} ; \boldsymbol{\epsilon})$ and $J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$ are the empty set.

Here letting $(\mathfrak{t} ; \boldsymbol{\epsilon})=\left(s_{i 1}, s_{i 2}, \ldots, s_{i j} ; \epsilon_{i 1}, 1, \ldots, 1\right)$ for some $i$ and $0 \leq j<\ell_{i}$ and $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)=\left(s_{i 1}, s_{i 2}, \ldots, s_{i k} ; \epsilon_{i 1}, 1, \ldots, 1\right) \in J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$ with $j<k \leq \ell_{i}$, we recall (see the proof of Theorem 2.5)

- $\Phi_{(t ; \boldsymbol{\epsilon}),(\mathrm{t} ; \boldsymbol{\epsilon})}^{\prime}=T_{w-w(\mathfrak{t}), R}$.
- If $j=0$ that means $(\mathfrak{t} ; \boldsymbol{\epsilon})=\emptyset$, then

$$
\Phi_{\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right), \emptyset}^{\prime}=\mu_{i 1} T_{w-w\left(\mathfrak{t}^{\prime}\right), R} \sum_{0<m_{i 1}<\cdots<m_{i k} \leq R} \epsilon_{i 1}^{-m_{i 1}} T_{s_{i 1}, m_{i 1}} \ldots T_{s_{i k}, m_{i k}}
$$

- If $j>0$ that means $(\mathfrak{t} ; \boldsymbol{\epsilon}) \neq \emptyset$, then

$$
\Phi_{\left(t^{\prime} ; \epsilon^{\prime}\right),(\mathbf{t} ; \in)}^{\prime}=T_{w-w\left(\mathfrak{t}^{\prime}\right), R} \sum_{0<m_{i(j+1)}<\cdots<m_{i k} \leq R} T_{s_{i(j+1)}, m_{i(j+1)}} \ldots T_{s_{i k}, m_{i k}} .
$$

It is clear that (2.12) is equivalent finding $\left(\delta_{\mathrm{t}, \epsilon}\right)_{(\mathrm{t} ; \epsilon) \in J} \in \operatorname{Mat}_{1 \times|J|}(\bar{K}[t])$ such that

$$
\begin{equation*}
\delta_{\mathfrak{t}, \epsilon}=\delta_{\mathfrak{t}, \epsilon}^{(-R)} T_{w-w(\mathfrak{t}), R}+\sum_{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right) \in J_{\infty}(\mathfrak{t}, \epsilon)} \delta_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}^{(-R)} \Phi_{\left(\mathbf{t}^{\prime} ; \epsilon^{\prime}\right),(\mathfrak{t} ; \boldsymbol{\epsilon}), \quad \text { for all }(\mathfrak{t}, \boldsymbol{\epsilon}) \in J \backslash \emptyset, ~}^{\prime}, \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{\emptyset}=\delta_{\emptyset}^{(-R)} T_{w-w(\mathfrak{t}), R}+\sum_{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right) \in J_{\infty}(\emptyset)} \delta_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}^{(-R)} \Phi_{\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right), \emptyset}^{\prime}, \quad \text { for }(\mathfrak{t}, \boldsymbol{\epsilon})=\emptyset . \tag{3.4}
\end{equation*}
$$

In fact, for $(\mathfrak{t}, \boldsymbol{\epsilon})=\left(\mathfrak{s}_{i}, \boldsymbol{\epsilon}_{i}\right)$, the corresponding equation becomes $\delta_{\mathfrak{s}_{i}, \epsilon_{i}}=\delta_{\mathfrak{s}_{i}, \epsilon_{i}}^{(-R)}$. Thus $\delta_{\mathfrak{s}_{i}, \epsilon_{i}}=a_{i}(t) \in k_{N}[t]$.

### 3.5. Solving Eqs. (3.3): statement of the result.

Letting $y$ be a variable, we denote by $v_{y}$ the valuation associated to the place $y$ of the field $\mathbb{F}_{q}(y)$. We put

$$
\begin{equation*}
T:=t-t^{q}, \quad X:=t^{q}-\theta^{q} . \tag{3.5}
\end{equation*}
$$

We are ready to solve Eqs. (3.3):
Proposition 3.5. We keep the above notation. Then 1) For all $(\mathfrak{t}, \boldsymbol{\epsilon}) \in J \backslash \emptyset$, the polynomial $\delta_{\mathbf{t}, \boldsymbol{\epsilon}}$ is of the form

$$
\delta_{\mathrm{t}, \epsilon}=f_{\mathrm{t}, \epsilon}\left(X^{m_{\mathrm{t}}}+\sum_{i=0}^{m_{\mathrm{t}}-1} P_{(\mathrm{t}, \epsilon), i}(T) X^{i}\right)
$$

where

- $f_{t, \epsilon} \in k_{N}[t]$,
- for all $0 \leq i \leq m_{\mathfrak{t}}-1, P_{(\mathrm{t}, \epsilon), i}(y)$ belongs to $\mathbb{F}_{q}(y)$ with $v_{y}\left(P_{(\mathrm{t}, \epsilon), i}\right) \geq 1$.

2) For all $(\mathfrak{t}, \boldsymbol{\epsilon}) \in J \backslash \emptyset$ and all $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\mathfrak{t}, \boldsymbol{\epsilon})$, there exists $F_{(\mathbf{t}, \boldsymbol{\epsilon}),\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right)} \in \mathbb{F}_{q}(y)$ such that

$$
f_{\mathbf{t}^{\prime}, \epsilon^{\prime}}=f_{\mathbf{t}, \epsilon} F_{(\mathbf{t}, \epsilon),\left(\mathbf{t}^{\prime}, \epsilon^{\prime}\right)}(T) .
$$

In particular, if $f_{\mathbf{t}, \boldsymbol{\epsilon}}=0$, then $f_{\mathrm{t}^{\prime}, \epsilon^{\prime}}=0$.
3) For all $(\mathfrak{t}, \boldsymbol{\epsilon}) \in J \backslash \emptyset$, if for all $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\mathfrak{t}, \boldsymbol{\epsilon})$, we set

$$
\begin{aligned}
\xi_{\mathrm{t}, \epsilon} & =X^{m_{\mathrm{t}}}+\sum_{i=0}^{m_{\mathrm{t}}-1} P_{(\mathrm{t}, \epsilon), i}(T) X^{i}, \\
\xi_{\mathrm{t}^{\prime}, \epsilon^{\prime}} & =F_{(\mathrm{t}, \epsilon),\left(\mathrm{t}^{\prime}, \epsilon^{\prime}\right)}(T)\left(X^{m_{\mathfrak{t}^{\prime}}}+\sum_{i=0}^{m_{\mathfrak{t}^{\prime}-1}} P_{\left(\mathrm{t}^{\prime}, \epsilon^{\prime}\right), i}(T) X^{i}\right) .
\end{aligned}
$$

then

$$
\xi_{\mathbf{t}, \epsilon}=\xi_{\mathbf{t}, \epsilon}^{(-1)}(t-\theta)^{w-w(\mathfrak{t})}+\sum_{\left(\mathbf{t}^{\prime}, \epsilon^{\prime}\right) \in J_{1}(\mathbf{t} ; \epsilon)} \xi_{\mathbf{t}^{\prime}, \epsilon^{\prime}}^{(-1)}(t-\theta)^{w-w(\mathbf{t})} .
$$

This proposition states that there is a unique solution $\delta_{\mathbf{t}, \boldsymbol{\epsilon}} \in k_{N}[t, \theta]$ for $(\mathfrak{t}, \boldsymbol{\epsilon}) \in$ $J \backslash \emptyset$ of Eqs. (3.3) up to a constant in $k_{N}(t)$. Further they admit a solution all belonging to $k[t, \theta]$ which satisfies $\sigma$-linear equations of order 1 .
3.6. Solving Eqs. (3.3): proof of the result.

In this section we present a proof of Proposition 3.5.
3.6.1. Induction. The proof of Proposition 3.5 is by induction on $m_{\mathfrak{t}}$. We start with $m_{\mathfrak{t}}=0$. Then $\mathfrak{t}=\mathfrak{s}_{i}$ and $\boldsymbol{\epsilon}=\boldsymbol{\epsilon}_{i}$ for some $i$. Since $\delta_{\mathfrak{s}_{i}, \boldsymbol{\epsilon}_{i}}=\delta_{\mathfrak{s}_{i}, \boldsymbol{\epsilon}_{i}}^{(-R)}$, we have observed that $\delta_{\mathfrak{s}_{i}, \boldsymbol{\epsilon}_{i}}=a_{i}(t) \in k_{N}[t]$. Thus $\xi_{\mathfrak{s}_{i}, \boldsymbol{\epsilon}_{i}}=1$ and we are done.

Suppose that Proposition 3.5 holds for all $(\mathfrak{t}, \boldsymbol{\epsilon}) \in J \backslash \emptyset$ with $m_{\mathfrak{t}}<m$ for some $m \in \mathbb{N}$. We now prove the claim for all $(\mathfrak{t}, \boldsymbol{\epsilon}) \in J \backslash \emptyset$ with $m_{\mathfrak{t}}=m$. In fact, we fix a pair $(\mathfrak{t}, \boldsymbol{\epsilon}) \in J \backslash \emptyset$ with $m_{\mathfrak{t}}=m$ and want to find $\delta_{\mathfrak{t}, \boldsymbol{\epsilon}} \in \bar{K}[t]$ such that Eq. (3.3) for $(\mathfrak{t}, \boldsymbol{\epsilon})$ is satisfied:

$$
\begin{equation*}
\delta_{\mathfrak{t}, \boldsymbol{\epsilon}}=\delta_{\mathfrak{t}, \boldsymbol{\epsilon}}^{(-R)} T_{w-w(\mathfrak{t}), R}+\sum_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}(\mathfrak{t}, \boldsymbol{\epsilon})} \delta_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{(-R)} \Phi_{\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right),(\mathfrak{t} ; \boldsymbol{\epsilon})}^{\prime} \tag{3.6}
\end{equation*}
$$

The induction hypothesis implies

1) For all $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$, we know that

$$
\delta_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}=f_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}\left(X^{m_{\mathfrak{t}^{\prime}}}+\sum_{i=0}^{m_{\mathfrak{t}^{\prime}}-1} P_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right), i}(T) X^{i}\right)
$$

where

$$
-f_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}} \in k_{N}[t]
$$

$$
- \text { for all } 0 \leq i \leq m_{\mathfrak{t}^{\prime}}-1, P_{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right), i}(y) \in \mathbb{F}_{q}(y) \text { with } v_{y}\left(P_{(\mathfrak{t}, \boldsymbol{\epsilon}), i}\right) \geq 1
$$

2) For all $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}(\mathfrak{t}, \boldsymbol{\epsilon})$ and all $\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right) \in J_{1}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)$, there exists $F_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right),\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right)} \in$ $\mathbb{F}_{q}(y)$ such that

$$
f_{\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}}=f_{\mathfrak{t}^{\prime}, \epsilon^{\prime}} F_{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right),\left(\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}\right)}(T)
$$

3) For all $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}(\mathfrak{t}, \boldsymbol{\epsilon})$ and all $\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right) \in J_{1}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)$, if we put

$$
\begin{aligned}
\xi_{\mathfrak{t}^{\prime}, \epsilon^{\prime}} & =X^{m_{\mathfrak{t}^{\prime}}}+\sum_{i=0}^{m_{\mathfrak{t}^{\prime}}-1} P_{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right), i}(T) X^{i} \\
\xi_{\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}} & =F_{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right),\left(\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}\right)}(T)\left(X^{m_{\mathfrak{t}^{\prime \prime}}}+\sum_{i=0}^{m_{\mathfrak{t}^{\prime \prime}-1}} P_{\mathfrak{t}^{\prime \prime}, i}(T) X^{i}\right)
\end{aligned}
$$

then $\delta_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}=f_{\mathfrak{t}^{\prime}, \epsilon^{\prime}} \xi_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}, \delta_{\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}}=f_{\mathfrak{t}^{\prime}, \epsilon^{\prime}} \xi_{\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}}$ and

$$
\begin{equation*}
\xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}=\xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{(-1)}(t-\theta)^{w-w\left(\mathfrak{t}^{\prime}\right)}+\sum_{\left(\mathbf{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right) \in J_{1}\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)} \xi_{\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}}^{(-1)}(t-\theta)^{w-w\left(\mathfrak{t}^{\prime}\right)} . \tag{3.7}
\end{equation*}
$$

Hence we are reduced to solve Eq. (3.6), i.e., to find $\delta_{\mathfrak{t}, \boldsymbol{\epsilon}} \in \bar{K}[t]$ with the unknown parameters $f_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}} \in k_{N}[t]$ where $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)$ runs through the set $J_{1}(\mathfrak{t}, \boldsymbol{\epsilon})$.
3.6.2. Proof of Proposition 3.5 for $(\mathfrak{t}, \boldsymbol{\epsilon})$ : first part. In this section we derive several useful formulas, in particular a simpler expression for the right-hand side of Eq. (3.6) as a consequence of the induction hypothesis.

We write

$$
(\mathfrak{t} ; \boldsymbol{\epsilon})=\left(s_{i 1}, \ldots, s_{i j} ; \epsilon_{i 1}, 1, \ldots, 1\right)
$$

for some $i$ and $1 \leq j<\ell_{i}$. If $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)=\left(s_{i 1}, \ldots, s_{i k} ; \epsilon_{i 1}, 1, \ldots, 1\right) \in J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$ with $j<k \leq \ell_{i}$, we recall

$$
\Phi_{\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right),(\mathfrak{t} ; \boldsymbol{\epsilon})}^{\prime}=T_{w-w\left(\mathfrak{t}^{\prime}\right), R} \sum_{0<m_{i(j+1)}<\cdots<m_{i k} \leq R} T_{s_{i(j+1)}, m_{i(j+1)}} \ldots T_{s_{i k}, m_{i k}} .
$$

If $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}(\mathfrak{t}, \boldsymbol{\epsilon}) \backslash J_{1}(\mathfrak{t}, \boldsymbol{\epsilon})$, then we put $\left(\mathfrak{t}_{0} ; \boldsymbol{\epsilon}_{0}\right)=\left(s_{i 1}, \ldots, s_{i(j+1)} ; \epsilon_{i 1}, 1, \ldots, 1\right)$. Thus $\left(\mathfrak{t}_{0} ; \boldsymbol{\epsilon}_{0}\right) \in J_{1}(\mathfrak{t} ; \boldsymbol{\epsilon})$ and $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)$.

Lemma 3.6. Let $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$. Then for all $n \in \mathbb{N}$, we have

$$
\begin{equation*}
\xi_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}=\xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{(-n)} T_{w-w\left(\mathfrak{t}^{\prime}\right), n}+\sum_{\left(\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}\right) \in J_{1}\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)} \sum_{\ell=1}^{n} \xi_{\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}}^{(-\ell)} T_{w-w\left(\mathfrak{t}^{\prime}\right), \ell} \tag{3.8}
\end{equation*}
$$

Proof. The proof is by induction on $n$. For $n=1$, Eq. (3.8) is exactly Eq. (3.7) and we are done. Suppose that Eq. (3.8) holds for some $n \in \mathbb{N}$. We prove that it still holds for $n+1$. Twisting Eq. (3.8) once and putting this equality into Eq. (3.7) gets

$$
\begin{aligned}
& \xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}=\xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{(-1)}(t-\theta)^{w-w\left(\mathfrak{t}^{\prime}\right)}+\sum_{\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right) \in J_{1}\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)} \xi_{\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}}^{(-1)}(t-\theta)^{w-w\left(\mathfrak{t}^{\prime}\right)} \\
& =(t-\theta)^{w-w\left(\mathfrak{t}^{\prime}\right)} \xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{(-n-1)} T_{w-w\left(\mathfrak{t}^{\prime}\right), n}^{(-1)}+(t-\theta)^{w-w\left(\mathfrak{t}^{\prime}\right)} \sum_{\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right) \in J_{1}\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)} \sum_{\ell=1}^{n} \xi_{\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}}^{(-\ell-1)} T_{w-w\left(\mathbf{t}^{\prime}\right), \ell}^{(-1)} \\
& +\sum_{\left(\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}\right) \in J_{1}\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right)} \xi_{\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}}^{(-1)}(t-\theta)^{w-w\left(\mathfrak{t}^{\prime}\right)} \\
& =T_{w-w\left(\mathfrak{t}^{\prime}\right), n+1} \xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{(-n-1)}+\sum_{\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right) \in J_{1}\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right) \ell=1} \sum_{\ell=1}^{n} \xi_{\mathbf{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}}^{(-\ell-1)} T_{w-w\left(\mathfrak{t}^{\prime}\right), \ell+1} \\
& +\sum_{\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right) \in J_{1}\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)} \xi_{\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}}^{(-1)}(t-\theta)^{w-w\left(\mathfrak{t}^{\prime}\right)} \\
& =T_{w-w\left(\mathfrak{t}^{\prime}\right), n+1} \xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{(-n-1)}+\sum_{\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right) \in J_{1}\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)} \sum_{\ell=1}^{n+1} \xi_{\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}}^{(-\ell-1)} T_{w-w\left(\mathfrak{t}^{\prime}\right), \ell+1} .
\end{aligned}
$$

The proof is complete.
Lemma 3.7. We keep the above notation. Let $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)=\left(s_{i 1}, \ldots, s_{i k} ; \epsilon_{i 1}, 1, \ldots, 1\right) \in$ $J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$ with $j<k \leq \ell_{i}$. Then for all $n \in \mathbb{N}$, we have

$$
\begin{aligned}
& \sum \xi_{\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}}^{(-n)} T_{w-w\left(\mathfrak{t}^{\prime \prime}\right), n} \sum_{0<m_{i(k+1)}<\cdots<m_{i \ell} \leq n} T_{s_{i(k+1)}, m_{i(k+1)}} \ldots T_{s_{i \ell}, m_{i \ell}} \\
& =\xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}-\xi_{\mathbf{t}^{\prime}, \epsilon^{\prime}}^{(-n)} T_{w-w\left(\mathfrak{t}^{\prime}\right), n}
\end{aligned}
$$

where the first sum runs through the set of all $\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right)=\left(s_{i 1}, \ldots, s_{i \ell} ; \epsilon_{i 1}, 1, \ldots, 1\right) \in$ $J_{\infty}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)$.

Proof. Letting $n \in \mathbb{N}$ and $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)=\left(s_{i 1}, \ldots, s_{i k} ; \epsilon_{i 1}, 1, \ldots, 1\right) \in J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$ with $j<$ $k \leq \ell_{i}$, we put

$$
\mathcal{S}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}, n\right):=\sum \xi_{\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}}^{(-n)} T_{w-w\left(\mathfrak{t}^{\prime \prime}\right), n} \sum_{0<m_{i(k+1)}<\cdots<m_{i \ell} \leq n} T_{s_{i(k+1)}, m_{i(k+1)}} \ldots T_{s_{i \ell}, m_{i \ell}}
$$

where the first sum runs through the set of all $\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right)=\left(s_{i 1}, \ldots, s_{i \ell} ; \epsilon_{i 1}, 1, \ldots, 1\right) \in$ $J_{\infty}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)$.

We want to show that for all $n \in \mathbb{N}$ and all $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$,

$$
\begin{equation*}
\mathcal{S}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}, n\right)=\xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}-\xi_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}^{(-n)} T_{w-w\left(\mathfrak{t}^{\prime}\right), n} \tag{3.9}
\end{equation*}
$$

The proof is by induction on $n \in \mathbb{N}$. For $n=1$ we are done by Eq. (3.7) applied to $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$. Let $n \in \mathbb{N}$. Suppose that for all $r<n$ and all $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$, Eq. (3.9) holds. We claim that for all $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$,

$$
\mathcal{S}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}, n\right)=\xi_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}-\xi_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}^{(-n)} T_{w-w\left(\mathfrak{t}^{\prime}\right), n}
$$

In fact, let $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right)=\left(s_{i 1}, \ldots, s_{i k} ; \epsilon_{i 1}, 1, \ldots, 1\right) \in J_{\infty}(\mathfrak{t} ; \boldsymbol{\epsilon})$ with $j<k \leq \ell_{i}$. We consider the following partition of $J_{\infty}\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right)$

$$
J_{\infty}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)=J_{1}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \cup \bigcup_{\left(\mathfrak{t}_{0}, \epsilon_{0}\right) \in J_{1}\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right)} J_{\infty}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)
$$

and express $\mathcal{S}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}, n\right)$ as a sum of terms induced by this partition:

$$
\mathcal{S}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}, n\right)=\sum_{\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) \in J_{1}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)}+\sum_{\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) \in J_{1}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)} \sum_{\left(\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}\right) \in J_{\infty}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)} .
$$

In the following we fix $\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)=\left(s_{i 1}, \ldots, s_{i(k+1)} ; \epsilon_{i 1}, 1, \ldots, 1\right) \in J_{1}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)$ and consider the sums running through the set of all $\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right)=\left(s_{i 1}, \ldots, s_{i \ell} ; \epsilon_{i 1}, 1, \ldots, 1\right) \in$ $J_{\infty}\left(\mathfrak{t}_{0}, \epsilon_{0}\right)$ :

$$
\begin{aligned}
& \sum_{\left(\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}\right) \in J_{\infty}\left(\mathfrak{t}_{0}, \epsilon_{0}\right)} \xi_{\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}}^{(-n)} T_{w-w\left(\mathfrak{t}^{\prime \prime}\right), n} \sum_{0<m_{i(k+1)}<\cdots<m_{i \ell} \leq n} T_{s_{i(k+1)}, m_{i(k+1)}} \ldots T_{s_{i \ell}, m_{i \ell}} \\
& =\sum_{\left(\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}\right) \in J_{\infty}\left(\mathfrak{t}_{0}, \epsilon_{0}\right)} \sum_{0<m_{i(k+1)}<n} \xi_{\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}}^{(-n)} T_{w-w\left(\mathfrak{t}^{\prime \prime}\right), n} T_{s_{i(k+1)}, m_{i(k+1)}} \sum_{m_{i(k+1)}<\cdots<m_{i \ell} \leq n} T_{s_{i(k+2)}, m_{i(k+2)}} \ldots T_{s_{i \ell}, m_{i \ell}} \\
& =\sum_{\left(\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}\right) \in J_{\infty}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)} \sum_{0<m_{i(k+1)}<n} \xi_{\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}}^{(-n)} T_{s_{i(k+1)}, m_{i(k+1)}}\left(T_{w-w\left(\mathfrak{t}^{\prime \prime}\right), m_{i(k+1)}}\left(T_{\left.w-w\left(\mathfrak{t}^{\prime \prime}\right), n-m_{i(k+1)}\right)}\right)^{\left(-m_{i(k+1)}\right)}\right) \\
& \times \sum_{m_{i(k+1)}<\cdots<m_{i \ell} \leq n}\left(T_{s_{i(k+2)}, m_{i(k+1)}}\left(T_{s_{i(k+2)}, m_{i(k+2)}-m_{i(k+1)}}\right)^{\left(-m_{i(k+1)}\right)}\right) \ldots\left(T_{s_{i \ell}, m_{i(k+1)}}\left(T_{s_{i \ell}, m_{i \ell}-m_{i(k+1)}}\right)^{\left(-m_{i(k+1)}\right)}\right. \\
& =\sum_{\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right) \in J_{\infty}\left(\mathfrak{t}_{0}, \epsilon_{0}\right)} \sum_{0<m_{i(k+1)}<n} \xi_{\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}}^{(-n)} T_{w-w\left(\mathfrak{t}^{\prime}\right), m_{i(k+1)}}\left(T_{\left.w-w\left(\mathfrak{t}^{\prime \prime}\right), n-m_{i(k+1)}\right)}\right)^{\left(-m_{i(k+1)}\right)} \\
& \times \sum_{0<m_{i(k+2)}^{\prime \prime}<\cdots<m_{i \ell}^{\prime \prime} \leq n-m_{i(k+1)}}\left(T_{s_{i(k+2)}, m_{i(k+2)}^{\prime \prime}}\right)^{\left(-m_{i(k+1)}\right)} \ldots\left(T_{\left.s_{i \ell}, m_{i \ell}^{\prime \prime}\right)^{\left(-m_{i(k+1)}\right)}}\right. \\
& =\sum_{\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right) \in J_{\infty}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)} \sum_{0<m_{i(k+1)}<n} T_{w-w\left(\mathfrak{t}^{\prime}\right), m_{i(k+1)}} \\
& \times\left(\xi_{\mathfrak{t}^{\prime \prime}, \epsilon^{\prime \prime}}^{\left(-\left(n-m_{i(k+1)}\right)\right)} T_{w-w\left(\mathfrak{t}^{\prime \prime}\right), n-m_{i(k+1)}} \sum_{0<m_{i(k+2)}^{\prime \prime}<\cdots<m_{i \ell}^{\prime \prime} \leq n-m_{i(k+1)}} T_{s_{i(k+2)}, m_{i(k+2)}^{\prime \prime}} \ldots T_{s_{i \ell}, m_{i \ell}^{\prime \prime}}\right)^{\left(-m_{i(k+1)}\right)} \\
& =\sum_{0<m_{i(k+1)}<n} T_{w-w\left(\mathfrak{t}^{\prime}\right), m_{i(k+1)}} \mathcal{S}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}, n-m_{i(k+1)}\right)^{\left(-m_{i(k+1)}\right)} \text {. }
\end{aligned}
$$

The induction hypothesis implies

$$
\begin{aligned}
& \quad \sum_{\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right) \in J_{\infty}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)} \xi_{\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}}^{(-n)} T_{w-w\left(\mathfrak{t}^{\prime \prime}\right), n} \sum_{0<m_{i(k+1)}<\cdots<m_{i \ell} \leq n} T_{s_{i(k+1)}, m_{i(k+1)}} \ldots T_{s_{i \ell}, m_{i \ell}} \\
& =\sum_{0<m<n} T_{w-w\left(\mathfrak{t}^{\prime}\right), m} \mathcal{S}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}, n-m\right)^{(-m)} \\
& =\sum_{0<m<n} T_{w-w\left(\mathfrak{t}^{\prime}\right), m}\left(\xi_{\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}}-\xi_{\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}}^{(-m)} T_{w-w\left(\mathfrak{t}_{0}\right), n-m}\right)^{(-m)}
\end{aligned}
$$

$$
=\sum_{0<m<n}\left(T_{w-w\left(\mathfrak{t}^{\prime}\right), m} \xi_{\mathfrak{t}_{0}, \epsilon_{0}}^{(-m)}-T_{s_{i(k+1)}, m} T_{w-w\left(\mathfrak{t}_{0}\right), n} \xi_{\mathfrak{t}_{0}, \epsilon_{0}}^{(-n)}\right)
$$

Putting altogether, we obtain

$$
\begin{aligned}
& \mathcal{S}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}, n\right) \\
&= \sum_{\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) \in J_{1}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)} \xi_{\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}}^{(-n)} T_{w-w\left(\mathfrak{t}_{0}\right), n} \sum_{0<m \leq n} T_{s_{i(k+1)}, m} \\
&+\sum_{\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) \in J_{1}\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right)} \sum_{0<m<n}\left(T_{w-w\left(\mathfrak{t}^{\prime}\right), m} \xi_{\mathfrak{t}_{0}, \epsilon_{0}}^{(-m)}-T_{s_{i(k+1)}, m} T_{w-w\left(\mathfrak{t}_{0}\right), n} \xi_{\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}}^{(-n)}\right) \\
&= \sum_{\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) \in J_{1}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)} \xi_{\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}}^{(-n)} T_{w-w\left(\mathfrak{t}_{0}\right), n} \sum_{0<m \leq n} T_{s_{i(k+1)}, m} \\
&+\sum_{\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) \in J_{1}\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right)} \sum_{0<m<n}\left(T_{w-w\left(\mathfrak{t}^{\prime}\right), m} \xi_{\mathfrak{t}_{0}, \epsilon_{0}}^{(-m)}-T_{s_{i(k+1)}, m} T_{w-w\left(\mathfrak{t}_{0}\right), n} \xi_{\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}}^{(-n)}\right) \\
&= \sum_{\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) \in J_{1}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)} \sum_{m=1}^{n} \xi_{\mathfrak{t}_{0}, \epsilon_{0}}^{(-m)} T_{w-w\left(\mathfrak{t}^{\prime}\right), m} .
\end{aligned}
$$

By Lemma 3.6 we get the desired equality

$$
\mathcal{S}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}, n\right)=\sum_{\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) \in J_{1}\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)} \sum_{m=1}^{n} \xi_{\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}}^{(-m)} T_{w-w\left(\mathfrak{t}^{\prime}\right), m}=\xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}-\xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{(-n)} T_{w-w\left(\mathfrak{t}^{\prime}\right), n}
$$

Lemma 3.8. We keep the above notation. Letting $\left(\mathfrak{t}_{0} ; \boldsymbol{\epsilon}_{0}\right) \in J_{1}(\mathfrak{t} ; \boldsymbol{\epsilon})$ we put

$$
S\left(\mathfrak{t}_{0}, \epsilon_{0}\right):=\sum_{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right) \in\left\{\left(\mathfrak{t}_{0} ; \epsilon_{0}\right)\right\} \cup J_{\infty}\left(\mathfrak{t}_{0}, \epsilon_{0}\right)} \xi_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}^{(-R)} \Phi_{\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right),(\mathfrak{t} ; \boldsymbol{\epsilon})}^{\prime}
$$

Then

$$
S\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)=\sum_{m=1}^{R} \xi_{\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}}^{(-m)} T_{w-w(\mathfrak{t}), m}
$$

Proof. We have

$$
\begin{aligned}
S\left(\mathfrak{t}_{0}, \epsilon_{0}\right) & =\sum_{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right) \in\left\{\left(\mathfrak{t}_{0} ; \epsilon_{0}\right)\right\} \cup J_{\infty}\left(\mathfrak{t}_{0}, \epsilon_{0}\right)} \xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{(-R)} \Phi_{\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right),(\mathfrak{t} ; \boldsymbol{\epsilon})}^{\prime} \\
& =\sum_{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right) \in\left\{\left(\mathfrak{t}_{0} ; \epsilon_{0}\right)\right\} \cup J_{\infty}\left(\mathfrak{t}_{0}, \epsilon_{0}\right)} \xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{(-R)} T_{w-w\left(\mathfrak{t}^{\prime}\right), R} \sum_{0<m_{i(j+1)}<\cdots<m_{i k} \leq R} T_{s_{i(j+1)}, m_{i(j+1)}} \ldots T_{s_{i k}, m_{i k}} .
\end{aligned}
$$

By direct calculations as in the proof of Lemma 3.7 we get

$$
\begin{aligned}
& S\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)=\sum_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in\left\{\left(\mathfrak{t}_{0} ; \boldsymbol{\epsilon}_{0}\right)\right\} \cup J_{\infty}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)} \sum_{0<m_{i(j+1)}<R} T_{w-w(\mathfrak{t}), m_{i(j+1)}} \\
& \quad \times\left(\xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{\left(-\left(R-m_{i(j+1)}\right)\right)} T_{w-w\left(\mathfrak{t}^{\prime}\right), R-m_{i(j+1)}}^{0<m_{i(j+2)}^{\prime}<\cdots<m_{i k}^{\prime} \leq R-m_{i(j+1)}} T_{s_{i(j+2)}, m_{i(j+2)}^{\prime}} \ldots T_{s_{i k}, m_{i k}^{\prime}}\right)^{\left(-m_{i(j+1)}\right)} .
\end{aligned}
$$

We use the decomposition

$$
\sum_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in\left\{\left(\mathfrak{t}_{0} ; \boldsymbol{\epsilon}_{0}\right)\right\} \cup J_{\infty}\left(\mathfrak{t}_{0}, \epsilon_{0}\right)}=\sum_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)=\left(\mathfrak{t}_{0}, \epsilon_{0}\right)}+\sum_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)}
$$

to express

$$
S\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)=S_{1}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)+S_{2}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)
$$

We analyze each term of the previous sum. For the first term, we get

$$
\begin{aligned}
S_{1}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) & =\xi_{\mathfrak{t}_{0}, \epsilon_{0}}^{(-R)} T_{w-w\left(\mathfrak{t}_{0}\right), R} \sum_{0<m_{i(j+1)} \leq R} T_{s_{i(j+1)}, m_{i(j+1)}} \\
& =\sum_{0<m_{i(j+1)}<R} \xi_{\mathfrak{t}_{0}, \epsilon_{0}}^{(-R)} T_{w-w\left(\mathfrak{t}_{0}\right), R} T_{s_{i(j+1)}, m_{i(j+1)}}+\xi_{\mathfrak{t}_{0}, \epsilon_{0}}^{(-R)} T_{w-w(\mathfrak{t}), R}
\end{aligned}
$$

For the second term,

$$
\begin{aligned}
& S_{2}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) \\
& =\sum_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{\infty}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)} \sum_{0<m_{i(j+1)}<R} T_{w-w(\mathfrak{t}), m_{i(j+1)}} \\
& \times\left(\xi_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}^{\left(-\left(R-m_{i(j+1)}\right)\right)} T_{w-w\left(\mathbf{t}^{\prime}\right), R-m_{i(j+1)}} \sum_{0<m_{i(j+2)}^{\prime}<\cdots<m_{i k}^{\prime} \leq R-m_{i(j+1)}} T_{s_{i(j+2)}, m_{i(j+2)}^{\prime}} \ldots T_{s_{i k}, m_{i k}}\right)^{\left(-m_{i(j+1)}\right)} \\
& =\sum_{0<m_{i(j+1)}<R} T_{w-w(\mathfrak{t}), m_{i(j+1)}} \\
& \times\left(\sum_{\substack{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right) \in J_{\infty}\left(\mathfrak{t}_{0}, \epsilon_{0}\right)}} \xi_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}^{\left(-\left(R-m_{i(j+1)}\right)\right)} T_{w-w\left(\mathfrak{t}^{\prime}\right), R-m_{i(j+1)}}^{0<m_{i(j+2)}^{\prime}} \sum_{\substack{ }} \sum_{s_{i(j+2)}, m_{i(j+2)}^{\prime}} \ldots T_{s_{i k}, m_{i k} \leq R-m_{i(j+1)}}\right)^{\left(-m_{i(j+1)}\right)}
\end{aligned}
$$

By Lemma 3.7 we get

$$
\begin{aligned}
S_{2}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) & =\sum_{0<m_{i(j+1)}<R} T_{w-w(\mathfrak{t}), m_{i(j+1)}}\left(\xi_{\mathfrak{t}_{0}, \epsilon_{0}}-\xi_{\mathfrak{t}_{0}, \epsilon_{0}}^{\left(-\left(R-m_{i(j+1)}\right)\right)} T_{\left.w-w\left(\mathfrak{t}_{0}\right), R-m_{i(j+1)}\right)}\right)^{\left(-m_{i(j+1)}\right)} \\
& =\sum_{0<m_{i(j+1)}<R}\left(T_{w-w(\mathfrak{t}), m_{i(j+1)}} \xi_{\mathfrak{t}_{0}, \epsilon_{0}}^{\left(-m_{i(j+1)}\right)}-T_{s_{i(j+1)}, m_{i(j+1)}} T_{w-w\left(\mathfrak{t}_{0}\right), R} \xi_{\mathfrak{t}_{0}, \epsilon_{0}}^{(-R)}\right)
\end{aligned}
$$

Putting altogether, we obtain the desired equality:

$$
\begin{aligned}
S\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) & =S_{1}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right)+S_{2}\left(\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}\right) \\
& =T_{w-w(\mathfrak{t}), R} \xi_{\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}}^{(-R)}+\sum_{0<m_{i(j+1)}<R} T_{w-w(\mathfrak{t}), m_{i(j+1)}} \xi_{\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}}^{\left(-m_{i(j+1)}\right)} \\
& =\sum_{m=1}^{R} T_{w-w(\mathfrak{t}), m} \xi_{\mathfrak{t}_{0}, \boldsymbol{\epsilon}_{0}}^{(-m)} .
\end{aligned}
$$

3.6.3. Proof of Proposition 3.5 for $(\mathfrak{t}, \boldsymbol{\epsilon})$ : second part. We are ready to prove the following result:
Proposition 3.9. We keep the above notation.
a) If $\delta_{\mathbf{t}, \boldsymbol{\epsilon}} \in \bar{K}[t]$ is a solution of Eq. (3.6), then

1) $\delta_{\mathfrak{t}, \boldsymbol{\epsilon}}$ is of the following form

$$
\delta_{\mathfrak{t}, \boldsymbol{\epsilon}}=f_{\mathfrak{t}, \boldsymbol{\epsilon}}\left(X^{m_{\mathfrak{t}}}+\sum_{i=0}^{m_{\mathfrak{t}}-1} P_{(\mathfrak{t}, \boldsymbol{\epsilon}), i}(T) X^{i}\right)
$$

## where

$-f_{\mathbf{t}, \boldsymbol{\epsilon}} \in k_{N}[t]$,

- for all $0 \leq i \leq m_{\mathfrak{t}}-1, P_{(\mathfrak{t}, \boldsymbol{\epsilon}), i}(y) \in \mathbb{F}_{q}(y)$ with $v_{y}\left(P_{(\mathfrak{t}, \boldsymbol{\epsilon}), i}\right) \geq 1$.

2) For all $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\mathfrak{t}, \boldsymbol{\epsilon})$, there exists $F_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right),\left(\mathfrak{t}^{\prime \prime}, \boldsymbol{\epsilon}^{\prime \prime}\right)} \in \mathbb{F}_{q}(y)$ such that

$$
f_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}=f_{\mathfrak{t}, \boldsymbol{\epsilon}} F_{(\mathbf{t}, \boldsymbol{\epsilon}),\left(\mathrm{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)}(T)
$$

b) Further, if $R=1$, then there exists a solution $\delta_{\mathbf{t}, \boldsymbol{\epsilon}} \in \bar{K}[t]$ of Eq. (3.6).

Proof. For Part a), we recall $T=t-t^{q}$ and $X=t^{q}-\theta^{q}$ given as in Eq. (3.5). For $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\mathfrak{t} ; \boldsymbol{\epsilon})$, we write $\mathfrak{t}^{\prime}=(\mathfrak{t},(m-k)(q-1))$ with $0 \leq k<m$ and $k \not \equiv m$ $(\bmod q)$, in particular $m_{\mathfrak{t}^{\prime}}=k$. We note that $\boldsymbol{\epsilon}^{\prime}$ is uniquely determined and equals $(\boldsymbol{\epsilon}, 1)$. We put $f_{k}=f_{\mathfrak{t}^{\prime}, \epsilon^{\prime}} \in k_{N}[t]$ and $P_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right), j}=P_{k, j} \in \mathbb{F}_{q}(t)$ so that

$$
\begin{equation*}
\delta_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}=f_{k}\left(X^{k}+\sum_{j=0}^{k-1} P_{k, j}(T) X^{j}\right) \in k_{N}\left[t, \theta^{q}\right] . \tag{3.10}
\end{equation*}
$$

We recall

$$
\xi_{\mathrm{t}^{\prime}, \epsilon^{\prime}}=X^{k}+\sum_{j=0}^{k-1} P_{k, j}(T) X^{j} \in \mathbb{F}_{q}\left[\theta^{q}\right](t)
$$

By Lemma 3.8 we are reduced to find $\delta_{\mathbf{t}, \boldsymbol{\epsilon}} \in \bar{K}[t]$ and $f_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}} \in k_{N}[t]$ for $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in$ $J_{1}(\mathfrak{t} ; \boldsymbol{\epsilon})$ such that

$$
\begin{equation*}
\delta_{\mathfrak{t}, \boldsymbol{\epsilon}}=\delta_{\mathfrak{t}, \boldsymbol{\epsilon}}^{(-R)} T_{w-w(\mathfrak{t}), R}+\sum_{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right) \in J_{1}(\mathbf{t} ; \boldsymbol{\epsilon})} f_{\mathfrak{t}^{\prime}, \epsilon^{\prime}} \sum_{\ell=1}^{R} \xi_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}^{(-\ell)} T_{w-w(\mathfrak{t}), \ell} \tag{3.11}
\end{equation*}
$$

By Lemma 3.3, $\delta_{\mathrm{t}, \boldsymbol{\epsilon}}$ belongs to $K_{N}[t]$, and $\operatorname{deg}_{\theta} \delta_{\mathrm{t}, \boldsymbol{\epsilon}} \leq m q$. Further, since $\delta_{\mathrm{t}, \boldsymbol{\epsilon}}$ is divisible by $(t-\theta)^{m(q-1)}$, we write $\delta_{\mathrm{t}, \boldsymbol{\epsilon}}=F(t-\theta)^{m(q-1)}$ with $F \in K_{N}[t]$ and $\operatorname{deg}_{\theta} F \leq m$. Dividing Eq. (3.11) by $(t-\theta)^{m(q-1)}$ and twisting $R$ times yields

$$
\begin{align*}
F^{(R)}= & F(t-\theta)^{m(q-1)}\left((t-\theta)^{m(q-1)}\right)^{(R-1)} \cdots\left((t-\theta)^{m(q-1)}\right)^{(1)}  \tag{3.12}\\
& +\sum_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\mathfrak{t} ; \boldsymbol{\epsilon})} f_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}} \sum_{\ell=1}^{R} \xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{(R-\ell)}\left((t-\theta)^{m(q-1)}\right)^{(R-1)} \cdots\left((t-\theta)^{m(q-1)}\right)^{(R-\ell+1)}
\end{align*}
$$

As $\xi_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}} \in k_{N}\left[\theta^{q}\right](t)$ for all $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\mathfrak{t} ; \boldsymbol{\epsilon})$, it follows that $F(t-\theta)^{m(q-1)} \in k_{N}\left[t, \theta^{q}\right]$. As $\operatorname{deg}_{\theta} F \leq m$, we get

$$
F=\sum_{0 \leq i \leq m / q} f_{m-i q}(t-\theta)^{m-i q}, \quad \text { with } f_{m-i q} \in k_{N}[t]
$$

Thus

$$
\begin{aligned}
& F(t-\theta)^{m(q-1)}=\sum_{0 \leq i \leq m / q} f_{m-i q}(t-\theta)^{m q-i q}=\sum_{0 \leq i \leq m / q} f_{m-i q} X^{m-i} \\
& F^{(R)}=\sum_{0 \leq i \leq m / q} f_{m-i q}\left(t-\theta^{q^{R}}\right)^{m-i q}=\sum_{0 \leq i \leq m / q} f_{m-i q}\left(T+T^{q}+\cdots+T^{q^{R-1}}+X^{q^{R-1}}\right)^{m-i q} .
\end{aligned}
$$

For all $j \geq 1$, we write

$$
(t-\theta)^{(j)}=t-\theta^{q^{j}}=T+T^{q}+\cdots+T^{q^{j-1}}+X^{q^{j-1}}
$$

$$
X^{(j-1)}=t^{q}-\theta^{q^{j}}=T^{q}+\cdots+T^{q^{j-1}}+X^{q^{j-1}}
$$

Putting these equalities and Eq. (3.10) into Eq. (3.12) gets

$$
\begin{align*}
& \sum_{0 \leq i \leq m / q} f_{m-i q}\left(T+T^{q}+\cdots+T^{q^{R-1}}+X^{q^{R-1}}\right)^{m-i q}  \tag{3.13}\\
= & \sum_{0 \leq i \leq m / q} f_{m-i q} X^{m-i} \prod_{j=1}^{R-1}\left(T+T^{q}+\cdots+T^{q^{j-1}}+X^{q^{j-1}}\right)^{m(q-1)} \\
+ & \sum_{\substack{0 \leq k<m \\
k \neq m}} f_{k} \sum_{\ell=1}^{R}\left(X^{k}+\sum_{j=0}^{k-1} P_{k, j}(T) X^{j}\right)^{(R-\ell)} \prod_{j=R-\ell+1}^{R-1}\left(T+T^{q}+\cdots+T^{q^{j-1}}+X^{q^{j-1}}\right)^{m(q-1)} .
\end{align*}
$$

Reducing both sides $(\bmod T)$ yields

$$
\begin{aligned}
& \sum_{0<i \leq m / q} f_{m-i q} X^{(m-i q) q^{R-1}}=\sum_{0<i \leq m / q} f_{m-i q} X^{m-i} \prod_{j=1}^{R-1} X^{m(q-1) q^{j-1}} \\
& \quad+\sum_{\substack{0 \leq k<m \\
k \neq m \\
(\bmod q)}} f_{k} \sum_{\ell=1}^{R} X^{k q^{R-\ell}} \prod_{j=R-\ell+1}^{R-1} X^{m(q-1) q^{j-1}}(\bmod T),
\end{aligned}
$$

or equivalently

$$
\begin{aligned}
& \sum_{0<i \leq m / q} f_{m-i q} X^{(m-i q) q^{R-1}}=\sum_{0<i \leq m / q} f_{m-i q} X^{m q^{R-1}-i} \\
& \quad+\sum_{\substack{0 \leq k<m \\
k \neq m \\
(\bmod q)}} f_{k} \sum_{\ell=1}^{R} X^{k q^{R-\ell}+m q^{R-1}-m q^{R-\ell}}(\bmod T),
\end{aligned}
$$

Comparing the coefficients of powers of $X^{q^{R-1}}$ of Eq. (3.13) yields the following linear system in the variables $f_{0}, \ldots, f_{m-1}$ :

$$
B_{\mid y=T}\left(\begin{array}{c}
f_{m-1}  \tag{3.14}\\
\vdots \\
f_{0}
\end{array}\right)=f_{m}\left(\begin{array}{c}
Q_{m-1} \\
\vdots \\
Q_{0}
\end{array}\right)_{\mid y=T}
$$

Here for $0 \leq i \leq m-1, Q_{i} \in y \mathbb{F}_{q}[y]$ and $B=\left(B_{i j}\right)_{0 \leq i, j \leq m-1} \in \operatorname{Mat}_{m}\left(\mathbb{F}_{q}(y)\right)$ such that

- $v_{y}\left(B_{i j}\right) \geq 1$ if $i>j$,
- $v_{y}\left(B_{i j}\right) \geq 0$ if $i<j$,
- $v_{y}\left(B_{i i}\right)=0$ as $B_{i i}= \pm 1$.

The above properties follow from the fact that $P_{k, i} \in \mathbb{F}_{q}(y)$ and $v_{y}\left(P_{k, i}\right) \geq 1$. Thus $v_{y}(\operatorname{det} B)=0$ so that det $B \neq 0$. It follows that for all $0 \leq i \leq m-1, f_{i}=f_{m} P_{i}(T)$ with $P_{i} \in \mathbb{F}_{q}(y)$ and $v_{y}\left(P_{i}\right) \geq 1$. Thus Part a) is proved.

To conclude, we prove Part b). We want to show that if $R=1$, then there exists a solution $\delta_{\mathrm{t}, \boldsymbol{\epsilon}} \in \bar{K}[t]$ of Eq. (3.6). In fact, since $R=1$, we see that Eqs. (3.12) and (3.14) are equivalent and we are done.
3.6.4. Proof of Proposition 3.5 for $(\mathfrak{t}, \boldsymbol{\epsilon})$ : last part. We continue the proof of Proposition 3.5 for $(\mathfrak{t}, \boldsymbol{\epsilon})$. Recall that we want to solve Eq. (3.6), i.e., to find $\delta_{\mathfrak{t}, \boldsymbol{\epsilon}} \in \bar{K}[t]$ with the unknown parameters $f_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}} \in k_{N}[t]$ where $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)$ runs through the set $J_{1}(\mathfrak{t}, \boldsymbol{\epsilon})$. By Proposition 3.9 there exists at most one solution up to a scalar in $k_{N}(t)$. Further, if $R=1$, then we get a stronger statement, i.e., there exists a unique solution up to a scalar in $k(t)$.

To finish the proof of Proposition 3.5 for $(\mathfrak{t}, \boldsymbol{\epsilon})$, it suffices to exhibit a solution of Eq. (3.6), or equivalently Eq. (3.11), such that

- $\delta_{\mathfrak{t}, \boldsymbol{\epsilon}} \in K[t]$ and $f_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}} \in \mathbb{F}_{q}[t]$ where $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)$ runs through the set $J_{1}(\mathfrak{t}, \boldsymbol{\epsilon})$,
- The following $\sigma$-equation of order 1 holds

$$
\begin{equation*}
\delta_{\mathfrak{t}, \boldsymbol{\epsilon}}=\delta_{\mathbf{t}, \boldsymbol{\epsilon}}^{(-1)}(t-\theta)^{w-w(\mathfrak{t})}+\sum_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\mathfrak{t} ; \boldsymbol{\epsilon})} \delta_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}^{(-1)}(t-\theta)^{w-w(\mathfrak{t})} \tag{3.15}
\end{equation*}
$$

In fact, by Proposition 3.9, Part b), there exist $\delta_{\mathbf{t}, \boldsymbol{\epsilon}} \in K[t]$ and $f_{\mathbf{t}^{\prime}, \epsilon^{\prime}} \in \mathbb{F}_{q}[t]$ where $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)$ runs through the set $J_{1}(\mathfrak{t}, \boldsymbol{\epsilon})$ such that Eq. (3.15) holds. We claim that these elements $\delta_{\mathfrak{t}, \boldsymbol{\epsilon}} \in K[t]$ and $f_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}} \in \mathbb{F}_{q}[t]$ for $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\mathfrak{t}, \boldsymbol{\epsilon})$ verify Eq. (3.11). By similar arguments as those given in the proof of Lemma 3.6 and the fact that $f_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}^{(-1)}=f_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}}$ as $f_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}} \in \mathbb{F}_{q}[t]$ for all $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\mathfrak{t}, \boldsymbol{\epsilon})$, we show by induction on $n \in \mathbb{N}$ that

$$
\begin{equation*}
\delta_{\mathbf{t}, \boldsymbol{\epsilon}}=\delta_{\mathfrak{t}, \boldsymbol{\epsilon}}^{(-n)} T_{w-w(\mathfrak{t}), n}+\sum_{\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\mathfrak{t} ; \boldsymbol{\epsilon})} f_{\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}} \sum_{\ell=1}^{n} \xi_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}^{(-\ell)} T_{w-w(\mathfrak{t}), \ell} \tag{3.16}
\end{equation*}
$$

We conclude by applying Eq. (3.16) for $n=R$.

### 3.7. Solving Eq. (3.4).

Our last task is to solve Eq. (3.4). We have some extra work as we may have some pairs $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\emptyset)$ with the same tuple $\mathfrak{t}^{\prime}$. Further, there are a factor $\mu^{(-R)}$ and some powers of $\epsilon$ in the terms $\Phi_{\left(\mathfrak{t}^{\prime} ; \epsilon^{\prime}\right), \emptyset}^{\prime}$ on the right-hand side of Eq. (3.4).

As there exists $\epsilon \in \Gamma_{N}$ such that $\epsilon_{i 1}^{R}=\epsilon^{R}$ for all $i$, there exists $\mu \in \overline{\mathbb{F}}_{q}$ such that $\mu^{(R)}=\mu \epsilon^{R}$ and $\mu_{i 1}=\mu$ for all $i$. We use $\mu^{(-R)}=\mu / \epsilon^{R}$ and put $\delta:=\delta_{\emptyset, \emptyset} / \mu \in \bar{K}[t]$. Then we have to solve

$$
\begin{aligned}
\epsilon^{R} \delta=\delta^{(-R)} T_{w, R} & +\epsilon^{R} \sum_{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right)=\left(s_{i 1}, \ldots, s_{i k} ; \epsilon_{i 1}, 1, \ldots, 1\right) \in J_{\infty}(\emptyset)} \delta_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}^{(-R)} T_{w-w\left(\mathfrak{t}^{\prime}\right), R} \times \\
& \times \sum_{0<m_{i 1}<\cdots<m_{i k} \leq R} \epsilon_{i 1}^{-m_{i 1}} T_{s_{i 1}, m_{i 1}} \ldots T_{s_{i k}, m_{i k}}
\end{aligned}
$$

By Lemma 3.8 and using the fact that $\epsilon_{i 1}^{R}=\epsilon^{R}$ for all $i$ we are reduced to solve

$$
\begin{equation*}
\epsilon^{R} \delta=\delta^{(-R)} T_{w, R}+\sum_{\left(\mathfrak{t}^{\prime}, \epsilon^{\prime}\right)=\left(s_{i 1}, \epsilon_{i 1}\right) \in J_{1}(\emptyset)} f_{\mathfrak{t}^{\prime}, \epsilon^{\prime}} \sum_{\ell=1}^{R} \xi_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}^{(-\ell)} \epsilon_{i 1}^{R-\ell} T_{w, \ell} \tag{3.17}
\end{equation*}
$$

We distinguish two cases.
3.7.1. Case 1: $q-1 \nmid w$ and we write $w=m(q-1)+r$ with $0<r<q-1$.

We denote by $I(\epsilon, R)$ the set of $\epsilon_{i} \in \Gamma_{N}$ such that $\epsilon_{i}^{R}=\epsilon^{R}$.
We know that for all $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\emptyset)$, says $\mathfrak{t}^{\prime}=((m-k)(q-1)+r)$ with $0 \leq k \leq m$ and $k \not \equiv m-r(\bmod q)$, and $\boldsymbol{\epsilon}^{\prime}=\epsilon_{i}$ for some $\epsilon_{i} \in I(\epsilon, R)$. We write $\left(k, \epsilon_{i}\right)$ instead
of $\left(\mathfrak{t}^{\prime}, \boldsymbol{\epsilon}^{\prime}\right)=\left((m-k)(q-1)+r, \epsilon_{i}\right)$. We know

$$
\begin{equation*}
\delta_{k, \epsilon_{i}}=\delta_{\mathbf{t}^{\prime}, \epsilon^{\prime}}=f_{k, \epsilon_{i}}\left(X^{k}+\sum_{j=0}^{k-1} P_{k, j}(T) X^{j}\right) \in k_{N}\left[t, \theta^{q}\right] \tag{3.18}
\end{equation*}
$$

where

- $f_{k, \epsilon_{i}} \in k_{N}[t]$,
- for all $0 \leq j \leq k-1, P_{k, j}(y)$ belongs to $\mathbb{F}_{q}(y)$ with $v_{y}\left(P_{k, j}\right) \geq 1$.

We put

$$
\xi_{k, \epsilon_{i}}=X^{k}+\sum_{j=0}^{k-1} P_{k, j}(T) X^{j} \in \mathbb{F}_{q}\left[t, \theta^{q}\right]
$$

We mention that the coefficients $P_{k, j}(T)$ do not depend on the character $\epsilon_{i}$.
By Lemma $3.3, \delta$ belongs to $K_{N}[t]$. We claim that $\operatorname{deg}_{\theta} \delta \leq m q$. Otherwise, we have $\operatorname{deg}_{\theta} \delta_{\emptyset}>m q$. Twisting Eq. (3.17) $R$ times gets

$$
\epsilon^{R} \delta^{(R)}=\delta T_{w, R}^{(R)}+\sum_{\left(k, \epsilon_{i}\right) \in J_{1}(\emptyset)} f_{k, \epsilon_{i}} \sum_{\ell=1}^{R} \xi_{k, \epsilon_{i}}^{(R-\ell)} \epsilon_{i}^{-\ell} T_{w, \ell}^{(R)} .
$$

As $\operatorname{deg}_{\theta} \delta>m q$, we compare the degrees of $\theta$ on both sides and obtain

$$
q \operatorname{deg}_{\theta} \delta=\operatorname{deg}_{\theta} \delta+w q
$$

Thus $q-1 \mid w$, which is a contradiction. We conclude that $\operatorname{deg}_{\theta} \delta \leq m q$.
From Eq. (3.17) we see that $\delta$ is divisible by $(t-\theta)^{w}$. Thus we write $\delta=F(t-\theta)^{w}$ with $F \in K_{N}[t]$ and $\operatorname{deg}_{\theta} F \leq m q-w=m-r$. Dividing Eq. (3.17) by $(t-\theta)^{w}$ and twisting $R$ times yields

$$
\begin{align*}
\epsilon^{R} F^{(R)}= & F(t-\theta)^{w}\left((t-\theta)^{w}\right)^{(R-1)} \ldots\left((t-\theta)^{w}\right)^{(1)}  \tag{3.19}\\
& +\sum_{\left(k, \epsilon_{i}\right) \in J_{1}(\emptyset)} f_{k, \epsilon_{i}} \sum_{\ell=1}^{R} \xi_{k, \epsilon_{i}}^{(R-\ell)} \epsilon_{i}^{R-\ell}\left((t-\theta)^{w}\right)^{(R-1)} \ldots\left((t-\theta)^{w}\right)^{(R-\ell+1)} .
\end{align*}
$$

Since $\xi_{k, \epsilon_{i}} \in \mathbb{F}_{q}\left[t, \theta^{q}\right]$ for all $\left(k, \epsilon_{i}\right) \in J_{1}(\emptyset)$, it follows that $F(t-\theta)^{w} \in k_{N}\left[t, \theta^{q}\right]$. As $\operatorname{deg}_{\theta} F \leq m-r$, we write

$$
F=\sum_{0 \leq i \leq(m-r) / q} f_{m-r-i q}(t-\theta)^{m-r-i q}, \quad \text { for } f_{m-r-i q} \in k_{N}[t]
$$

It follows that

$$
\begin{aligned}
& F(t-\theta)^{w}=\sum_{0 \leq i \leq(m-r) / q} f_{m-r-i q}(t-\theta)^{m q-i q}=\sum_{0 \leq i \leq(m-r) / q} f_{m-r-i q} X^{m-i} \\
& F^{(R)}=\sum_{0 \leq i \leq(m-r) / q} f_{m-r-i q}\left(t-\theta^{q^{R}}\right)^{m-r-i q}=\sum_{0 \leq i \leq(m-r) / q} f_{m-r-i q}\left(T+T^{q}+\cdots+T^{q^{R-1}}+X^{q^{R-1}}\right)^{m-r-i q}
\end{aligned}
$$

Combining the previous equations with Eq. (3.18) into Eq. (3.19) implies

$$
\epsilon^{R} \sum_{0 \leq i \leq(m-r) / q} f_{m-r-i q}\left(T+T^{q}+\cdots+T^{q^{R-1}}+X^{q^{R-1}}\right)^{m-r-i q}
$$

$$
\begin{aligned}
= & \sum_{0 \leq i \leq(m-r) / q} f_{m-r-i q} X^{m-i} \prod_{j=1}^{R-1}\left(T+T^{q}+\cdots+T^{q^{j-1}}+X^{q^{j-1}}\right)^{m(q-1)+r} \\
& +\sum_{\substack{0 \leq k<m \\
k \neq m-r \\
(\bmod q)}} \sum_{\epsilon_{i} \in I(\epsilon, R)} f_{k, \epsilon_{i}} \sum_{\ell=1}^{R}\left(X^{k}+\sum_{j=0}^{k-1} P_{k, j}(T) X^{j}\right)^{(R-\ell)} \epsilon_{i}^{R-\ell} \times \\
& \times \prod_{j=R-\ell+1}^{R-1}\left(T+T^{q}+\cdots+T^{q^{j-1}}+X^{q^{j-1}}\right)^{m(q-1)+r}
\end{aligned}
$$

Taking $(\bmod T)$ yields

$$
\begin{align*}
& \epsilon^{R} \sum_{0 \leq i \leq(m-r) / q} f_{m-r-i q} X^{q^{R-1}(m-r-i q)}  \tag{3.20}\\
& =\sum_{0 \leq i \leq(m-r) / q} f_{m-r-i q} X^{m-i} \prod_{j=1}^{R-1} X^{q^{j-1}(m(q-1)+r)} \\
& +\sum_{\substack{0 \leq k<m \\
k \neq m-r}} \sum_{\substack{\bmod q)}} f_{k, \epsilon_{i}} \sum_{\ell=1(\epsilon, R)}^{R} X^{k q^{R-\ell}} \epsilon_{i}^{R-\ell} \prod_{j=R-\ell+1}^{R-1} X^{q^{j-1}(m(q-1)+r)} \\
& =\sum_{0 \leq i \leq(m-r) / q} f_{m-r-i q} X^{m q^{R-1}-i+r \frac{q^{R-1}-1}{q-1}} \\
& +\sum_{\substack{0 \leq k<m \\
k \neq m-r \\
(\bmod q)}} \sum_{\epsilon_{i} \in I(\epsilon, R)} f_{k, \epsilon_{i}} \sum_{\ell=1}^{R} \epsilon_{i}^{R-\ell} X^{m q^{R-1}-m q^{R-\ell}+k q^{R-\ell}+r \frac{q^{R-1}-q^{R-\ell}}{q-1}} .
\end{align*}
$$

We set $R_{0}:=|I(\epsilon, R)| \leq R$. We consider the following sets

$$
\begin{aligned}
\mathcal{S}_{1} & =\left\{X^{q^{R-1}(m-r-i q)}: 0 \leq i \leq(m-r) / q\right\} \\
\mathcal{S}_{2} & =\left\{X^{m q^{R-1}-m q^{R-\ell}+k q^{R-\ell}+r \frac{q^{R-1}-q^{R-\ell}}{q-1}}: 0 \leq k<m, k \not \equiv m-r \quad(\bmod q) ; 1 \leq \ell \leq R\right\} \\
\mathcal{S}_{2, R_{0}} & =\left\{X^{m q^{R-1}-m q^{R-\ell}+k q^{R-\ell}+r \frac{q^{R-1}-q^{R-\ell}}{q-1}}: 0 \leq k<m, k \not \equiv m-r \quad(\bmod q) ; 1 \leq \ell \leq R_{0}\right\} \\
\mathcal{S} & =\mathcal{S}_{1} \cup \mathcal{S}_{2, R_{0}} .
\end{aligned}
$$

Then the elements in $\mathcal{S}_{1} \cup \mathcal{S}_{2}$ are pairwise distinct. Thus the cardinality of the set $\mathcal{S}$ equals the number of variables

$$
\begin{aligned}
\mathcal{V}= & \left\{f_{m-r-i q}: 0 \leq i \leq(m-r) / q\right\} \\
& \cup\left\{f_{k, \epsilon_{i}}: 0 \leq k<m, k \not \equiv m-r \quad(\bmod q) ; \epsilon_{i} \in I(\epsilon, R)\right\} .
\end{aligned}
$$

Comparing the coefficients of $X^{k}$ with $X^{k} \in \mathcal{S}$ yields the following linear system in the variables $f_{*} \in \mathcal{V}$ :

$$
B_{\mid y=T}\left(f_{*}\right)_{|\mathcal{V}| \times 1}=0 .
$$

Here $B=\left(B_{i j}\right)_{0 \leq i, j \leq m} \in \operatorname{Mat}_{|\mathcal{V}|}\left(k_{N}(y)\right)$.

We claim that $B(\bmod T)$ is invertible. In fact, it suffices to prove the following statement: suppose that

$$
\begin{aligned}
& \epsilon^{R} \sum_{0 \leq i \leq(m-r) / q} f_{m-r-i q} X^{q^{R-1}(m-r-i q)}=\sum_{0 \leq i \leq(m-r) / q} f_{m-r-i q} X^{m q^{R-1}-i+r \frac{q^{R-1}-1}{q-1}} \\
&+\sum_{\substack{0 \leq k<m \\
k \neq m-r \\
(\bmod q)}} \sum_{\epsilon_{i} \in I(\epsilon, R)} f_{k, \epsilon_{i}} \sum_{\ell=1}^{R_{0}} \epsilon_{i}^{R-\ell} X^{m q^{R-1}-m q^{R-\ell}+k q^{R-\ell}+r \frac{q^{R-1}-q^{R-\ell}}{q-1}}
\end{aligned}
$$

Then we want to prove that $f_{*}=0$ for all $f_{*} \in \mathcal{V}$. In fact, since the elements in $\mathcal{S}_{1} \cup \mathcal{S}_{2}$ are pairwise distinct, by descending induction on $i$ we show that $f_{m-r-i q}=0$ for all $0 \leq i \leq(m-r) / q$. Therefore,

$$
0=\sum_{\substack{0 \leq k<m \\ k \neq m-r \\(\bmod q)}} \sum_{\epsilon_{i} \in I(\epsilon, R)} f_{k, \epsilon_{i}} \sum_{\ell=1}^{R_{0}} \epsilon_{i}^{R-\ell} X^{m q^{R-1}-m q^{R-\ell}+k q^{R-\ell}+r \frac{q^{R-1}-q^{R-\ell}}{q-1}}
$$

Again, by the fact that the elements in $\mathcal{S}_{2}$ are pairwise distinct and using a variant of Vandermonde's matrix, we conclude that $f_{k, \epsilon_{i}}=0$ for all pairs $\left(k, \epsilon_{i}\right)$.

As $B(\bmod T)$ is invertible, $B$ is invertible and $f_{*}=0$ for all $f_{*} \in \mathcal{V}$. It follows that $\delta_{\emptyset ; \emptyset}=0$ and $\delta_{\mathfrak{t}^{\prime}, \epsilon^{\prime}}=0$ for all $\left(\mathfrak{t}^{\prime} ; \boldsymbol{\epsilon}^{\prime}\right) \in J_{1}(\emptyset)$. We conclude that $\delta_{\mathbf{t}, \boldsymbol{\epsilon}}=0$ for all $(\mathfrak{t}, \boldsymbol{\epsilon}) \in J$. In particular, for all $i, a_{i}(t)=\delta_{\mathfrak{s}_{i}, \boldsymbol{\epsilon}_{i}}=0$, which is a contradiction. Thus this case can never happen.
3.7.2. Case 2: $q-1 \mid w$, says $w=m(q-1)$.

By similar arguments as above, we show that $\delta=F(t-\theta)^{m(q-1)}$ with $F \in K_{N}[t]$ of the form

$$
F=\sum_{0 \leq i \leq m / q} f_{m-i q}(t-\theta)^{m-i q}, \quad \text { for } f_{m-i q} \in k_{N}[t] .
$$

Thus
$F(t-\theta)^{m(q-1)}=\sum_{0 \leq i \leq m / q} f_{m-i q}(t-\theta)^{m q-i q}=\sum_{0 \leq i \leq m / q} f_{m-i q} X^{m-i}$,
$F^{(R)}=\sum_{0 \leq i \leq m / q} f_{m-i q}\left(t-\theta^{q^{R}}\right)^{m-i q}=\sum_{0 \leq i \leq m / q} f_{m-i q}\left(T+T^{q}+\cdots+T^{q^{R-1}}+X^{q^{R-1}}\right)^{m-i q}$.
Putting these and Eq. (3.10) into Eq. (3.17) gets

$$
\begin{align*}
& \epsilon^{R} \sum_{0 \leq i \leq m / q} f_{m-i q}\left(T+T^{q}+\cdots+T^{q^{R-1}}+X^{q^{R-1}}\right)^{m-i q}  \tag{3.21}\\
& =\sum_{0 \leq i \leq m / q} f_{m-i q} X^{m-i} \prod_{j=1}^{R-1}\left(T+T^{q}+\cdots+T^{q^{j-1}}+X^{q^{j-1}}\right)^{m(q-1)} \\
& \quad+\sum_{\substack{0 \leq k<m \\
k \neq m \\
\bmod q)}} \sum_{\epsilon_{i} \in I(\epsilon, R)} f_{k, \epsilon_{i}} \sum_{\ell=1}^{R}\left(X^{k}+\sum_{j=0}^{k-1} P_{k, j}(T) X^{j}\right)^{(R-\ell)} \epsilon_{i}^{R-\ell} \\
& \quad \times \prod_{j=R-\ell+1}^{R-1}\left(T+T^{q}+\cdots+T^{q^{j-1}}+X^{q^{j-1}}\right)^{m(q-1)} .
\end{align*}
$$

Taking $(\bmod T)$ yields

$$
\begin{aligned}
\left(\epsilon^{R}-1\right) f_{m} X^{m} & +\sum_{0<i \leq m / q} f_{m-i q} X^{(m-i q) q^{R-1}}=\sum_{0<i \leq m / q} f_{m-i q} X^{m-i} \prod_{j=1}^{R-1} X^{m(q-1) q^{j-1}} \\
& +\sum_{\substack{0 \leq k<m \\
k \neq m \\
(\bmod q)}} \sum_{\epsilon_{i} \in I(\epsilon, R)} f_{k, \epsilon_{i}} \sum_{\ell=1}^{R} X^{k q^{R-\ell}} \epsilon_{i}^{R-\ell} \prod_{j=R-\ell+1}^{R-1} X^{m(q-1) q^{j-1}} \quad(\bmod T)
\end{aligned}
$$

or equivalently

$$
\begin{aligned}
& \left(\epsilon^{R}-1\right) f_{m} X^{m}+\sum_{0<i \leq m / q} f_{m-i q} X^{(m-i q) q^{R-1}}=\sum_{0<i \leq m / q} f_{m-i q} X^{m q^{R-1}-i} \\
& \quad+\sum_{\substack{0 \leq k<m \\
k \neq m \\
(\bmod q)}} \sum_{\epsilon_{i} \in I(\epsilon, R)} f_{k, \epsilon_{i}} \sum_{\ell=1}^{R} \epsilon_{i}^{R-\ell} X^{k q^{R-\ell}+m q^{R-1}-m q^{R-\ell}}(\bmod T) .
\end{aligned}
$$

We set

$$
\mathcal{V}=\left\{f_{m-i q}: 0<i \leq m / q\right\} \cup\left\{f_{k, \epsilon_{i}}: 0 \leq k<m, k \not \equiv m \quad(\bmod q) ; \epsilon_{i} \in I(\epsilon, R)\right\}
$$

By similar arguments as in the case $q-1 \nmid w$, comparing the coefficients of powers of $X$ in Eq. (3.21) yields

$$
\epsilon^{R} f_{m}=f_{m}
$$

and the following linear system in the variables in $\mathcal{V}$ :

$$
B_{\mid y=T}\left(f_{*}\right)_{|\mathcal{V}| \times 1}=f_{m}\left(\left(Q_{*}\right)_{|\mathcal{V}| \times 1}\right)_{\left.\right|_{y=T}}
$$

Here all $Q_{*} \in y \mathbb{F}_{q}[y]$ and $B=\left(B_{i j}\right) \in \operatorname{Mat}_{|\mathcal{V}|}\left(k_{N}(y)\right)$. We can show that $B(\bmod T)$ is invertible, hence $B$ is invertible.

We distinguish two subcases.

## Subcase 1: $\epsilon^{R} \neq 1$.

It follows that $f_{m}=0$. Then $f_{*}=0$ for all $f_{*} \in \mathcal{V}$. Thus $\delta_{\mathbf{t}, \boldsymbol{\epsilon}}=0$ for all $(\mathfrak{t}, \boldsymbol{\epsilon}) \in J$. In particular, for all $i, a_{i}(t)=\delta_{\mathfrak{s}_{i}, \epsilon_{i}}=0$. This is a contradiction and we conclude that this case can never happen.
Subcase 2: $\epsilon^{R}=1$.
From the induction hypothesis for $(R, w)$ with $R+w<N+w$, it follows that $f_{k, \epsilon_{i}}=0$ whenever $\epsilon_{i} \neq 1$. We are reduced to solve a linear system in the variables

$$
\mathcal{V}^{\prime}=\left\{f_{m-i q}: 0<i \leq m / q\right\} \cup\left\{f_{k, 1}: 0 \leq k<m, k \not \equiv m \quad(\bmod q)\right\}
$$

given by

$$
B_{\mid y=T}\left(f_{*}\right)_{\left|\mathcal{V}^{\prime}\right| \times 1}=f_{m}\left(\left(Q_{*}\right)_{\left|\mathcal{V}^{\prime}\right| \times 1}\right)_{\mid y=T}
$$

Here $f_{m} \in k_{N}[t]$, all $Q_{*} \in y \mathbb{F}_{q}[y]$ and $B=\left(B_{i j}\right) \in \operatorname{Mat}_{\left|\mathcal{V}^{\prime}\right|}\left(\mathbb{F}_{q}(y)\right)$. We note that the coefficients of $B$ belong to $\mathbb{F}_{q}(y)$ since the characters are all trivial. We have already know that $B$ is invertible. Hence we have shown that there exists at most one solution of Eqs. (3.3) and (3.4) up to a factor in $k_{N}(t)$. Recall that for all $i$, $a_{i}(t)=\delta_{\mathfrak{s}_{i}, \epsilon_{i}}$. Therefore, up to a scalar in $K_{N}^{\times}$, there exists at most one non-trivial relation

$$
a \widetilde{\pi}^{w}+\sum_{i} a_{i} L\left(\mathfrak{s}_{i} ; \boldsymbol{\epsilon}_{i}\right)(\theta)=0
$$

with $a, a_{i} \in K_{N}$ and $\operatorname{Li}\binom{\boldsymbol{\epsilon}}{\mathfrak{s}} \in \mathcal{C S}_{N, w}$. Further, we must have $\boldsymbol{\epsilon}_{i}=(1, \ldots, 1)$ for all $i$. Hence we have proved Theorem 2.6, Part 1.

By Lemma 3.4, there exists such a linear relation with $a \neq 0$. Combining this with Theorem 2.6, Part 1, we obtain Theorem 2.6, Part 2. Hence the proof of Theorem 2.6 is finished.

## 4. Proof of the main theorems

We now prove Theorems A and B.
Proof of Theorem A. By Theorem 2.7 the CMPL's at roots of unity in $\mathcal{C S}_{N, w}$ are all linearly independent over $K_{N}$. Then by Theorem 1.11 we deduce that the set $\mathcal{C} \mathcal{S}_{N, w}$ form a basis for $\mathcal{C} \mathcal{L}_{N, w}$.

Proof of Theorem B. We recall

$$
d_{N}(w)= \begin{cases}1 & \text { if } w=0 \\ \gamma_{N}\left(\gamma_{N}+1\right)^{w-1} & \text { if } 1 \leq w<q \\ \gamma_{N}\left(\left(\gamma_{N}+1\right)^{w-1}-1\right) & \text { if } w=q\end{cases}
$$

and for $w>q, d_{N}(w)=\gamma_{N} \sum_{i=1}^{q-1} d_{N}(w-i)+d_{N}(w-q)$. Then we want to show that

$$
\operatorname{dim}_{K_{N}} \mathcal{C} z_{N, w}=d_{N}(w)
$$

We note that if we set $d_{N}(w)=0$ for $w<0$, then the equality $d_{N}(w)=$ $\gamma_{N} \sum_{i=1}^{q-1} d_{N}(w-i)+d_{N}(w-q)$ holds for every integer $w \neq 0, q$.

For $w \in \mathbb{N}$ we put $d_{N}^{\prime}(w)=\left|\mathcal{C S} S_{N, w}\right|$. We also set $d_{N}^{\prime}(w)=1$ for $w=0$ and $d_{N}^{\prime}(w)=0$ for $w<0$. Then the equality $d_{N}^{\prime}(w)=\gamma_{N} \sum_{i=1}^{q-1} d_{N}^{\prime}(w-i)+d_{N}^{\prime}(w-q)$ holds for all $w \in \mathbb{N}$ and $w \neq q$. Furthermore, for $w=q$ we have $d_{N}^{\prime}(q)=\gamma_{N} \sum_{i=1}^{q-1} d_{N}^{\prime}(q-i)$. Hence it follows that for all $w \in \mathbb{N}, d_{N}^{\prime}(w)=d_{N}(w)$. We combine this equality with Theorem A to obtain Theorem B.

## References

[1] G. Anderson. t-motives. Duke Math. J., 53(2):457-502, 1986.
[2] G. Anderson, W. D. Brownawell, and M. Papanikolas. Determination of the algebraic relations among special $\Gamma$-values in positive characteristic. Ann. of Math. (2), 160(1):237-313, 2004.
[3] G. Anderson and D. Thakur. Tensor powers of the Carlitz module and zeta values. Ann. of Math. (2), 132(1):159-191, 1990.
[4] G. Anderson and D. Thakur. Multizeta values for $\mathbb{F}_{q}[t]$, their period interpretation, and relations between them. Int. Math. Res. Not. IMRN, (11):2038-2055, 2009.
[5] T. Arakawa and M. Kaneko. Multiple zeta values, poly-Bernoulli numbers, and related zeta functions. Nagoya Math. J., 153:189-209, 1999.
[6] T. Arakawa and M. Kaneko. On multiple L-values. J. Math. Soc. Japan, 56(4):967-991, 2004.
[7] P. Banks, E. Panzer, and B. Pym. Multiple zeta values in deformation quantization. Invent. Math., 222(1):79-159, 2020.
[8] F. Beukers. A refined version of the Siegel-Shidlovskii theorem. Ann. of Math. (2), 163(1):369379, 2006.
[9] J. Blümlein, D. Broadhurst, and J. Vermaseren. The multiple zeta value data mine. Comput. Phys. Comm., 181(3):582-625, 2010.
[10] D. J. Broadhurst. On the enumeration of irreducible $k$-fold Euler sums and their roles in knot theory and field theory. arxiv.org/abs/hep-th/9604128, 1996
[11] D. J. Broadhurst. Multiple Deligne Values: a data mine with empirically tamed denominators. arXiv:1409.7204v1, 2014.
[12] D. Broadhurst. and D. Kreimer. Association of multiple zeta values with positive knots via Feynman diagrams up to 9 loops. Phys. Lett. B, 393(3-4):403-412, 1997.
[13] F. Brown. Multiple zeta values and periods of moduli spaces $\overline{\mathcal{M}}_{0, n}$. Ann. Sci. Éc. Norm. Supér. (4), 42(3):371-489, 2009.
[14] F. Brown. Mixed Tate motives over $\mathbb{Z}$. Ann. of Math. (2), 175:949-976, 2012.
[15] F. Brown. On the decomposition of motivic multiple zeta values. In Galois-Teichmüller theory and arithmetic geometry, volume 63 of Adv. Stud. Pure Math., pages 31-58. Math. Soc. Japan, Tokyo, 2012.
[16] F. Brown. Motivic periods and $\mathbb{P}^{1} \backslash\{0,1, \infty\}$. In Proceedings of the International Congress of Mathematicians—Seoul 2014. Vol. II, pages 295-318. Kyung Moon Sa, Seoul, 2014.
[17] J. Burgos Gil and J. Fresan. Multiple zeta values: from numbers to motives. To appear, Clay Mathematics Proceedings.
[18] D. Calaque, C. Dupont, E. Panzer, and B. Pym. Deformation quantization with branes and MZV's. Work in progress, 2024.
[19] L. Carlitz. On certain functions connected with polynomials in Galois field. Duke Math. J., $1(2): 137-168,1935$.
[20] C.-Y. Chang. Linear independence of monomials of multizeta values in positive characteristic. Compos. Math., 150(11):1789-1808, 2014.
[21] C.-Y. Chang, Y.-T Chen, and Y. Mishiba. On Thakur's basis conjecture for multiple zeta values in positive characteristic. arXiv:2205.09929, 2022. To appear, Forum Math. Pi.
[22] C.-Y. Chang, M. Papanikolas, and J. Yu. An effective criterion for Eulerian multizeta values in positive characteristic. J. Eur. Math. Soc. (JEMS), 21(2):405-440, 2019.
[23] H.-J. Chen. On shuffle of double zeta values over $\mathbb{F}_{q}[t]$. J. Number Theory, 148:153-163, 2015.
[24] P. Deligne. Le groupe fondamental unipotent motivique de $G_{m}-\mu_{N}$, pour $N=2,3,4,6$ ou 8. Publ. Math. Inst. Hautes Études Sci., 112:101-141, 2010.
[25] P. Deligne. Multizêtas, d'après Francis Brown. Number 352, pages Exp. No. 1048, viii, 161185, 2013. Séminaire Bourbaki. Vol. 2011/2012. Exposés 1043-1058.
[26] P. Deligne and A. Goncharov. Groupes fondamentaux motiviques de Tate mixte. Ann. Sci. École Norm. Sup. (4), 38(1):1-56, 2005.
[27] V. Drinfeld. On quasitriangular quasi-Hopf algebras and on a group that is closely connected with $\operatorname{Gal}(\overline{\mathbf{Q}} / \mathbf{Q})$. Algebra i Analiz, 2(4):149-181, 1990.
[28] L. Euler. Meditationes circa singulare serierum genus. Novi commentarii academiae scientiarum Petropolitanae, 140-186, 1776.
[29] H. Gangl, M. Kaneko, and D. Zagier. Double zeta values and modular forms. In Automorphic forms and zeta functions, pages 71-106. World Sci. Publ., Hackensack, NJ, 2006.
[30] C. Glanois. Motivic unipotent fundamental groupoid of $\mathbb{G}_{m}-\mu_{N}$ for $N=2,3,4,6,8$ and Galois descents. J. Number Theory, 160:334-384, 2016.
[31] A. Goncharov. Polylogarithms in arithmetic and geometry. In Proceedings of the International Congress of Mathematicians, Vol. 1, 2 (Zürich, 1994), pages 374-387. Birkhäuser, Basel, 1995.
[32] A. Goncharov. The dihedral Lie algebras and Galois symmetries of $\pi_{1}^{(l)}\left(\mathbb{P}^{1}-\left(\{0, \infty\} \cup \mu_{N}\right)\right)$. Duke Math. J., 110(3):397-487, 2001.
[33] A. Goncharov. Multiple polylogarithms and mixed Tate motives. arXiv:math/0103059v4, 2001.
[34] A. Goncharov. Galois symmetries of fundamental groupoids and noncommutative geometry. Duke Math. J., 128(2):209-284, 2005.
[35] D. Goss. Basic Structures of function field arithmetic, volume 35 of Ergebnisse der Mathematik und ihrer Grenzgebiete (3). Springer-Verlag, Berlin, 1996.
[36] R. Harada. Alternating multizeta values in positive characteristic. Math. Z., 298(3-4):12631291, 2021.
[37] R. Harada. Colored multizeta values in positive characteristic. arXiv:2306.05019, 2023.
[38] U. Hartl and A. K. Juschka. Pink's theory of Hodge structures and the Hodge conjectures over function fields. In G. Böckle, D. Goss, U. Hartl, and M. Papanikolas, editors, t-motives: Hodge
structures, transcendence and other motivic aspects", EMS Series of Congress Reports, pages 31-182. European Mathematical Society, 2020.
[39] M. Hoffman. The algebra of multiple harmonic series. J. Algebra, 194:477-495, 1997.
[40] M. Hoffman. An odd variant of multiple zeta values. Commun. Number Theory Phys., 13(3):529-567, 2019.
[41] K. Ihara, M. Kaneko, and D. Zagier. Derivation and double shuffle relations for multiple zeta values. Compos. Math., 142(2):307-338, 2006.
[42] Y. Ihara. The Galois representation arising from $\mathbf{P}^{1}-\{0,1, \infty\}$ and Tate twists of even degree. In Galois groups over $\mathbf{Q}$ (Berkeley, CA, 1987), volume 16 of Math. Sci. Res. Inst. Publ., pages 299-313. Springer, New York, 1989.
[43] Y. Ihara. Braids, Galois groups, and some arithmetic functions. In Proceedings of the International Congress of Mathematicians, Vol. I, II (Kyoto, 1990), pages 99-120. Math. Soc. Japan, Tokyo, 1991.
[44] B.-H. Im, H. Kim, K. N. Le, T. Ngo Dac, and L. H. Pham. Zagier-Hoffman's conjectures in positive characteristic. available at https://hal.archives-ouvertes.fr/hal-03667755, 2022.
[45] B.-H. Im, H. Kim, K. N. Le, T. Ngo Dac, and L. H. Pham. Hopf algebras and multiple zeta values in positive characteristic. available at https://hal.archives-ouvertes.fr/hal-03937702, 2023.
[46] K. Iwasawa. Analogies between number fields and function fields. In Some Recent Advances in the Basic Sciences, Vol. 2 (Proc. Annual Sci. Conf., Belfer Grad. School Sci., Yeshiva Univ., New York, 1965-1966), pages 203-208. Yeshiva Univ., Belfer Graduate School of Science, New York, 1969.
[47] M. Kaneko, K. Tasaka. Double zeta values, double Eisenstein series, and modular forms of level. Math. Ann., 357(3): 1091--1118, 2013.
[48] M. Kontsevich. Operads and motives in deformation quantization. Lett. Math. Phys., 48(1):35-72, 1999. Moshé Flato (1937-1998).
[49] M. Kontsevich. Deformation quantization of Poisson manifolds. Lett. Math. Phys., 66(3):157216, 2003.
[50] Y.-L. Kuan and Y.-H. Lin. Criterion for deciding zeta-like multizeta values in positive characteristic. Exp. Math., 25(3):246-256, 2016.
[51] T. T. Q. Le and J. Murakami. Kontsevich's integral for the Kauffman polynomial. Nagoya Math. J., 142:39-65, 1996.
[52] J. Li. Unit cyclotomic multiple zeta values for $\mu_{2}, \mu_{3}$ and $\mu_{4}$. Adv. Math., 438:109466, 2024.
[53] B. Mazur and A. Wiles. Analogies between function fields and number fields. Amer. J. Math., 105(2):507-521, 1983.
[54] T. Murakami. On Hoffman's $t$-values of maximal height and generators of multiple zeta values. Math. Ann., 382(1-2):421-458, 2022.
[55] T. Ngo Dac. On Zagier-Hoffman's conjectures in positive characteristic. Ann. of Math. (2), 194(1):361-392, 2021.
[56] M. Papanikolas. Tannakian duality for Anderson-Drinfeld motives and algebraic independence of Carlitz logarithms. Invent. Math., 171(1):123-174, 2008.
[57] G. Racinet. Doubles mélanges des polylogarithmes multiples aux racines de l'unité. Publ. Math. Inst. Hautes Études Sci., (95):185-231, 2002.
[58] F. Pellarin. Values of certain $L$-series in positive characteristic. Ann. of Math. (2), 176(3):2055-2093, 2012.
[59] T. Terasoma. Mixed Tate motives and multiple zeta values. Invent. Math., 149(2):339-369, 2002.
[60] T. Terasoma. Geometry of multiple zeta values. In International Congress of Mathematicians. Vol. II, pages 627-635. Eur. Math. Soc., Zürich, 2006.
[61] D. Thakur. Function field arithmetic. World Scientific Publishing Co., Inc., River Edge, NJ, 2004.
[62] D. Thakur. Relations between multizeta values for $\mathbb{F}_{q}[t]$. Int. Math. Res. Not., (12):2318-2346, 2009.
[63] D. Thakur. Shuffle relations for function field multizeta values. Int. Math. Res. Not. IMRN, (11):1973-1980, 2010.
[64] D. Thakur. Multizeta values for function fields: a survey. J. Théor. Nombres Bordeaux, 29(3):997-1023, 2017.
[65] G. Todd. A conjectural characterization for $\mathbb{F}_{q}(t)$-linear relations between multizeta values. J. Number Theory, 187:264-28, 2018.
[66] A. Weil. Sur l'analogie entre les corps de nombres algébrique et les corps de fonctions algébrique. Revue Scient., 77:104-106, 1939.
[67] J. Yu. Transcendence and special zeta values in characteristic p. Ann. of Math. (2), 134(1):123, 1991.
[68] D. Zagier. Values of zeta functions and their applications. In First European Congress of Mathematics, Vol. II Paris, 1992), volume 120 of Progr. Math., pages 497-512. Birkhäuser, Basel, 1994.
[69] D. Zagier. Evaluation of the multiple zeta values $\zeta(2, \ldots, 2,3,2, \ldots, 2)$. Ann. of Math. (2), 175(2):977-1000, 2012.
[70] J. Zhao. Multiple zeta functions, multiple polylogarithms and their special values, volume 12 of Series on Number Theory and its Applications. World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2016.

Dept. of Mathematical Sciences, KAISt, 291 Daehak-ro, Yuseong-gu, Daejeon 34141, South Korea

Email address: bhim@kaist.ac.kr
Dept. of Mathematical Sciences, KAIST, 291 Daehak-ro, Yuseong-gu, Daejeon 34141, South Korea

Email address: hojinkim@kaist.ac.kr
Normandie Université, Université de Caen Normandie - CNRS, Laboratoire de Mathématiques Nicolas Oresme (LMNO), UMR 6139, 14000 Caen, France.

Email address: khac-nhuan.le@unicaen.fr
Normandie Université, Université de Caen Normandie - CNRS, Laboratoire de Mathématiques Nicolas Oresme (LMNO), UMR 6139, 14000 Caen, France.

Email address: tuan.ngodac@unicaen.fr
Institute of Mathematics, Vietnam Academy of Science and Technology, 18 Hoang Quoc Viet, 10307 Hanoi, Viet Nam

Email address: plhuong@math.ac.vn


[^0]:    Date: February 18, 2024.
    2010 Mathematics Subject Classification. Primary 11M32; Secondary 11G09, 11J93, 11M38, 11R58.

    Key words and phrases. Anderson $t$-motives, Anderson-Brownawell-Papanikolas criterion, cyclotomic multiple zeta values, multiple polylogarithms at roots of unity.

