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MULTI-PATCH EPIDEMIC MODELS WITH GENERAL EXPOSED
AND INFECTIOUS PERIODS

GUODONG PANG*® AND ETIENNE PARDOUX?

Abstract. We study multi-patch epidemic models where individuals may migrate from one patch
to another in either of the susceptible, exposed/latent, infectious and recovered states. We assume
that infections occur both locally with a rate that depends on the patch as well as “from distance”
from all the other patches. The migration processes among the patches in either of the four states are
assumed to be Markovian, and independent of the exposed and infectious periods. These periods have
general distributions, and are not affected by the possible migrations of the individuals. The infection
“from distance” aspect introduces a new formulation of the infection process, which, together with the
migration processes, brings technical challenges in proving the functional limit theorems. Generalizing
the methods in Pang and Pardoux [Ann. Appl. Probab. 32 (2022) 1615-1665], we establish a func-
tional law of large number (FLLN) and a function central limit theorem (FCLT) for the susceptible,
exposed /latent, infectious and recovered processes. In the FLLN, the limit is determined by a set of
Volterra integral equations. In the special case of deterministic exposed and infectious periods, the
limit becomes a system of ODEs with delays. In the FCLT, the limit is given by a set of stochastic
Volterra integral equations driven by a sum of independent Brownian motions and continuous Gaussian
processes with an explicit covariance structure.
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1. INTRODUCTION

Multi-patch epidemic models have been used to study various infectious diseases, for example, nosocomial
infection [24], vector-borne diseases [23], HIV/AIDS transmission [22], SARS epidemic [26], and so on. Patches
refer to different locations, for example, a densely populated city and a less populated rural area, and thus
such models capture geographic heterogeneity. It also helps to study the effect of migrations or lock-down
measures among different population groups or locations. In the Covid-19 pandemic, it has been observed that
the infectivity in different regions may vary and is impacted by various social-distance and lock-down measures
[32, 34].

Keywords and phrases: Multi-patch SIR/SEIR model, general infectious (and/or exposing, latent) periods, migration, FLLN,
FCLT, multi-dimensional (stochastic) Volterra integral equations, Poisson random measure.
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Compartment ordinary differential equation (ODE) models are often used to study the dynamics of such
multi-patch epidemic models. It is well known that the ODE dynamics arises from the Markovian assumptions
in the stochastic multi-patch epidemic model, that is, the infection process is Poisson, the infectious (and/or
exposed/latent) periods are exponentially distributed and the migration processes are also Markovian [2, 5, 10,
23, 25, 26].

In this paper, we study multi-patch SEIR models, in which each individual may experience successively Sus-
ceptible (S), Exposed (E), Infectious (I) and Recovered (R) periods, and the exposed/latent and infectious
periods have a general joint distribution (possibly correlated), while the migration processes are Marko-
vian. SEIR models are widely used to study the propagation of various epidemics in that they capture both
exposed/latent and infectious stages, see, e.g., [2, 10]. The infection in the multi-patch model is assumed to be
both local, and from distance. That is, the infection rate in a given patch depends on the susceptible population
in that patch, and on the infectious population in all the patches. Individuals may migrate from one patch to
another in each of the Susceptible, Exposed (Latent), Infected and Recovered stages. The reason for infection
at distance is twofold. First, if there were no migration among a subset of the patches (i.e., the migration
rates among them are zero), we could consider some of the patches as substructures of the population, like age
classes, which infect each other. Second, some of the movements of the population should not be considered
as migrations, but visits from one patch to another, during a week-end or holiday, with a return at home at
the end of a short period. Such movements may produce infection of a susceptible individual in patch ¢ by an
infectious individual from patch i’ # 4. Those displacements would be very complicated to model as such. We
think that infection at distance is a reasonable way to model infections due to such movements. Mathematically,
this requires a much more sophisticated model for the instantaneous infection rate, see (2.2). The formulation
is new in the literature, even in the Markovian setting. Moreover, it brings new challenges in the proofs of the
limit theorems (see Lems. 4.10-4.12 and Lems. 5.3-5.4), compared to those of the one-patch non-Markovian
models in [30].

We describe the evolution dynamics by tracking the time epochs of becoming exposed and/or infectious and
the location of an individual at these event times. Specifically, in the multi-patch SEIR model, each individual
tracks the time epochs of becoming exposed, infected and recovered, and is associated with two Markov chains
that are used to track their movement starting when the individual becomes exposed and infectious, respectively.
For the initially exposed and/or infected individuals, we also assume that their remaining exposing and/or
infectious periods have general distributions, which may be different from those of the newly exposed/infected
individuals. For these initially exposed/infectious individuals, we also track their movement among the patches
using Markov chains while being exposed/infectious. Although the idea of tracking time epochs of each individual
is analogous to the one-patch SIR/SEIR models in [30], the migrations among different patches makes the system
dynamics much more challenging to describe (see the Egs. (2.5)—(2.8)) and analyze, despite the independence of
the Markovian migration processes from the exposed/infectious durations. The formulation and proofs constitute
non-trivial generalizations of the one-patch SEIR model.

Given the representations with these time epochs and location processes, we show a functional law of large
numbers (FLLN) and a functional central limit theorem (FCLT). More precisely, we divide by N (which is
the total population size) the equations for the evolution of the numbers of individuals in each patch and
compartment, thus obtaining equations for the proportions of individuals in each patch and compartment.
Those proportions are shown to converge in probability, locally uniformly in ¢, towards the solution of a system
of integral equations. This is our FLLN. Next, if we multiply by v/N the difference between the proportions
in the N stochastic model and the limiting proportion, that renormalized difference is shown to converge in
distribution to the solution of a set of linear integral equations driven by Gaussian noise. This is the FCLT.
Needless to say, the deterministic system of equations obtained for the FLLN limit is much simpler than the N
stochastic model. It can be used for predictions of an epidemic which affects a population of reasonably large
size, at least away form the very early and very final stages, when the number of infected individuals is not of
the order of N. Note that the FCLT tells us that the error made on the proportions by using the deterministic
model is of the order of N~1/2.
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The FLLN limits are determined by a set of Volterra integral equations. When the infectious (and
exposed/latent) periods are deterministic, we can write the fluid integral equations as a set of ODEs with
delay (Rem. 3.3). The limit processes in the FCLT are determined by a set of stochastic Volterra integral equa-
tions, driven by a sum of independent Brownian motions and continuous Gaussian processes with a certain
covariance structure. When the infectious (and exposed/latent) periods are deterministic, the limits become
stochastic differential equations with linear drifts and delay (Rem. 3.7). In both FLLN and FCLT limits, the
effects of migrations are exhibited through the transition probability functions and transition rates of the migra-
tion Markov processes. We discuss how the results simplify in the SIR model as a special case, and also how
the approach and results can be extended to study multi-patch SIS and SIRS models (Sect. 3.3).

In the proofs of these results, we employ Poisson random measures (PRMs) that are constructed as the sums of
the Dirac masses at the time epochs of becoming exposed and infectious, the infectious and exposing periods and
the Markov chain starting from the location of each individual at those epochs. While to the Markov migration
process have naturally associated martingales, which are easily proved to be tight in the appropriate path space,
the non-Markovian nature of the epidemic process does not produce obvious martingales. However, as in our
previous work [30], we are able to find various martingales attached to various and non-standard filtrations,
which are constructed from our representation of the epidemic by integrals with respect to PRMs. We use the
martingale properties and convergence theorems as critical tools in the proofs. For the single-patch SIR and
SEIR models with general infectious and exposing periods, an approach using PRMs that are constructed at the
time epochs of becoming infectious (and/or exposed), was developed in [30]. The approach is further developed
in this paper for multi-patch SIR and SEIR models, to track the locations of each individual at each event epoch.
Incorporating infection from distance in addition to local infections in the model also brings in new technical
challenges in the proofs of both the FLLN and FCLT.

This paper contributes to the limited literature on stochastic epidemic models with general exposed/infectious
periods. We refer the readers to the overview in Chapter 3.4 of [10] on the common approaches to study non-
Markovian epidemic models and the limit theorems for the final sizes of the epidemic; see also the recent
method using piecewise Markov deterministic processes in [12] and [18] for the SIR model. FLLNs and FCLTs
are proved for some age and density dependent population models in [36-38], which includes the SIR model
with the infection rate depending on the number of infectious individuals, and general infectious period as a
special case. Reinert [33] proves a FLLN for the empirical measure of the SIR epidemic dynamics using Stein’s
method, while no FCLT has been proved with that approach. In [30], both FLLN and FCLT were established
for the epidemic dynamics in the classical models (SIR, SIS, SEIR, SIRS) where the PRM representations of
the dynamics plays a fundamental role in the proofs. The FCLT limit for the SIR model in [30] is similar to
that in [36-38], however, the proof approaches are completely different; in addition, the distribution function
of the infectious periods is assumed to be continuously differentiable in [36-38] while no condition is imposed
n [30]. We highlight that the distribution functions of the exposed and infectious periods in this paper are
general without requiring any conditions. The integral equations for the SEIR model in [30] are also used to
estimate the state of the Covid-19 epidemic in [17]. For SIR and SEIR models with varying infectivity, where
each individual is associated with an i.i.d. random infectivity, which is a function of the time elapsed since
infection, FLLN and FCLT have recently been established in [16, 29]. Although Volterra integral equations were
used to describe the proportion of infectious population in the SIS, SIR or SEIR model without proving an
FLLN (see [8, 9, 13, 14, 21, 35]), as far as we know no Volterra integral equations have been proposed so far
for multi-patch epidemic models with general infectious (and/or exposed) periods. Our work shows both FLLN
and FCLT for non-Markovian multi-patch models, and identify (stochastic) multidimensional Volterra integral
equations as their limits.

It is also worth mentioning the multi-type epidemic models where the population splits up into multiple groups
of individuals and each group may infect any other group in addition to itself (no migration), see Chapters 6.1
and 6.2 in [2] and [3, 4]. The special case of our model with zero migration rates covers that situation. In those
models, proportionate mixing taking into account control measures like social distance or lockdowns can also
be incorporated.
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1.1. Notation

Throughout the paper, N denotes the set of natural numbers, and Rk(Ri) denotes the space of k-dimensional
vectors with real (nonnegative) coordinates, with R(R;) for £ = 1. For z,y € R, denote z A y = min{z, y}
and z Vy = max{z,y}. Let D = D([0,T],R) denote the space of R-valued cadlag functions defined on [0, T.
Throughout the paper, convergence in D means convergence in the Skorohod J; topology, see chapter 3 of [6].
Also, D* stands for the k-fold product equipped with the product topology. Let C be the subset of D consisting of
continuous functions. Let C consist of differentiable functions whose derivative is continuous. For any function
z € D, we use the notation |lz[|r = sup,cpo 1) |2(t)]. For two functions z,y € D, we use x o y(t) = 2(y(t))
denote their composition. All random variables and processes are defined on a common complete probability
space (§2, F,P). The notation = means convergence in distribution. We use 1y for indicator function, and
occasionally we shall write 1{.} in case the first notation is not readable enough. We use small-o notation for
real-valued functions f and non-zero g: f(z) = o(g(z)) if limsup,_, . |f(z)/g(x)] = 0. We use i to denote the
unit imaginary number. We write F(t) = fg F(ds) for a cumulative distribution function (c.d.f.) F' on Ry.

For any measure p on R and f a measurable and p-integrable function, the integral f; f@)p(dt) will mean

f(a,b] f()p(dt).

2. MODEL DESCRIPTION

We consider a multi-patch epidemic model, where individuals in each patch experience the Susceptible-
Exposed (Latent)-Infectious-Recovered (SEIR) process. The patches may refer to populations in different
locations, for example, a densely populated city and a less populated rural area. As explained in the intro-
duction, susceptible individuals in each patch are infected both locally, by infectious individuals located in the
same patch, and at distance, by infectious individuals from other patches. The rate of infection is different in each
patch (because of the differences in the density of population or in the type of available public transportations),
while the law of the infectious period is the same (due to the same illness).

Let N be the total population size and L be the number of patches. The set of patches will be denoted
L£={1,...,L}. (We use indices i,7,¢,¢ for elements in £, and occasionally ", ¢"). For each patch ¢ € L, let
SN (), EN(t), IN(t), RN (t) count the numbers of individuals that are susceptible, exposed (latent), infectious
and recovered in patch ¢ at time ¢, respectively. We have the balance equation:

L
N =Y (SN +EN®)+INt) +RY(t), t>0. (2.1)
=1

Assume that SV (0) > 0, Zszl(EZN(O) +1IN(0)) > 0 and RN (0) = 0 for each i € L. Tt is straightforward to allow
RY(0) to be nonzero, however the initially recovered individuals can be removed from the population under
consideration from the beginning.

2.1. The infection process

Let \;, a positive constant, be the infection rate of patch ¢ € L. Define the following processes, for some
0<~y<1,

SN () iy waelY (1)
NS @) + BY () + 1V (0) + RY (0)

TNt = ieL, (2.2)

where k;; = 1 and Ky > 0 for i # £ represent the infectivity from distance. Let R; := Zszl Kip and R =
max;e, K;. The rate of new infections in patch i at time ¢ is \;YY (¢). Let us explain the role of the parameter

Y-



MULTI-PATCH EPIDEMIC MODELS WITH GENERAL EXPOSED AND INFECTIOUS PERIODS 349

In the homogeneous population model, where L = 1, (2.1) tells us that in the unique patch, S™(¢) + EN(t) +
IN(t) + RN (t) = N, hence TN (¢) is the same, irrespective of the value of . The rationale of this form of the
infection rate is as follows. Each infectious individual meets others at rate 5. Since we assume that the individual
who is met is chosen uniformly at random in the whole population, he/she is susceptible with probability
SN (t)/N. In that case, the encounter results in a new infection with probability p. If we let A\ = 8 x p, we find
the above formula \; TN (¢) for the rate of new infections in case L = 1. Now, consider the case L > 1. We do
not factorize A into 8 x p anymore, or equivalently do as if p = 1.

In order to make the role of the parameter v transparent, let us define B (t) = SN (t) + EN(¢) + IN(t) +
RN (t), the total population in the patch i, and rewrite

N 1=y oN L
ATV () = A (BN(t)) ZN((?) P GR
? (=1

In the case v = 1, the rate of encounters of individuals in patch ¢ by a given infectious is given as \; for an
infectious of the same patch, and equal to \;x; for an infectious from patch ¢/, whatever the total population
in patch i at time ¢ may be. This factor gets multiplied by the probability that a randomly chosen individual in
patch i be susceptible, which equals SV (¢)/BY (t). In the case v = 0, the same rate is proportional to BN (t), the
total population of patch ¢ at time ¢. In the intermediate cases, the rate lies between those two extremes. The
case 7 = 1 seems to be used in most spatial epidemics models. The values of \;’s can correct for the different
densities of population of the various patches, resulting in more or less encounters. Indeed, we believe that the
rate of encounters by any individual is very different in a densely populated area, from what it is in a desert.
However, especially in the stochastic model, the population size in each patch may fluctuate significantly, which
we believe is a good motivation for using a model with v < 1. Our model is probably new in the cases 0 < v < 1.
It is one possible way of interpolating between the two extreme cases v =1 and v = 0.

We shall prove the FLLN for any value of v € [0, 1], and the FCLT only for v € [0,1) in the general case, and
for all v € [0, 1] in the case that infections are only local, i.e., ;¢ = 0 for i # £. The reason for this restriction is
that in the case v =1 and Z#i Ki¢ > 0, we are not able to establish the estimate (5.18) in Lemma 5.3 below.

1—y
Note that TN () < (%) Zngl kieIN(t), so that in the case v < 1, TN (¢) = 0 whenever SN (t) +

IN(t) + RN (t) = 0. By convention, we shall assume that the same holds in case v =1, i.e., § = 0. ;TN (¢) is
the rate of new infections in patch ¢ at time ¢. It is of course 0 if patch i is empty.

Let AN (t) be the cumulative counting process of individuals in patch i that get infected on the time interval
(0,t]. Then we can give a representation of the process AN (t) via the standard Poisson random measure (PRM)
Q; on Ri (with mean measure dsda), the various {Q;, i € L} being mutually independent,

t [e'e]
AN (t) :/0/0 1a§>\7¢T§V(s*)Qi(d5:da)7 t>0. (2.3)

(We write dAN (s) to denote [° Locy, v (s—)Qi(ds,da) so that AN (t) = fot dAN(s)). Equivalently, we could
write

AN(t) = Pay </\i /Ot va(s)ds) , t>0, (2.4)

where P4 ; is a unit-rate Poisson process, and independent from each other for ¢ € £. But the first description
will be more useful for us. We let {’T]{\;, j > 1} denote the successive jump times of the process AV, for i € L.
(Note that all the analysis and results can be easily extended to a deterministic time-dependent rate function

Ai(t). For example, in the expression above, we have an integral fg i (8)YH (s)ds instead).
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2.2. On the exposed and infectious periods

The EN(0) initially exposed individuals experience the exposed and infectious periods before recovery. Let
{772’1- :k=1,...,EN(0)} be the remaining exposed periods of the initially exposed individuals in patch i. After
the exposed period, let {¢_x;: k= 1,..., EN(0)} be the durations of their infectious periods. The I}¥ (0) initially
infectious individuals experience a remaining infectious period before recovery, and let C,g,i, k=1,...,IN(0),

denote their remaining infectious periods. The A (¢) newly infected individuals in patch i experience the exposed
and infectious periods. Let {n;; : j € N} and {(;, : j € N} be the associated exposing and infectious periods.

Assume that {¢0 .}, {(n);,Cr.i)} and {(n;4 ¢j)} are all iid. sequences of random variables having dis-
tribution functions Fy, Ho(du,dv) and H(du, dv), respectively, and they are also mutually independent. Note
that ¢;; is defined for j € Z and i € L (those with j < 0 code the infectious periods of the initially exposed
individuals, while those with j > 0 code the infectious periods of the newly exposed individuals). Let Gy and F'
be the marginals of Hy for 772,2. and (_y ;, and G and F be the marginals of H for 1, ; and (j ;, respectively. (It is
reasonable to assume that the marginal distributions of (_ ; and (i ; are the same). Also let Fy(-|u) and F(-|u)
be the conditional c.d.f.’s of (_;; and (j,;, given that 7721' = v and 7;; = u, respectively. Let G§j = 1 — Gy,
Ge=1-G,F§=1—Fyand F¢ =1—F. ’

2.3. The migration processes

Individuals may migrate from patch ¢ to ¢ in any of the four epidemic stages, with rates vse e, Vg o0,
vree and vg e o for the susceptible, exposed, infectious and recovered ones, respectively, for ¢, ¢' € L. For each
individual, the times between migrations in each of the stages are exponentially distributed.

In order to track the locatlon/patch of the j—th individual who got exposed in patch ¢ at time T £7 we first
use the Markov process X7, taking values in L, associated to the rates vg ... It takes effect from the time 7'1\2 of
becoming exposed, until the time ’7' "¢ +nj,¢ when this individual becomes mfectlous Given that this individual
has migrated to patch ¢ at the end of the exposed period (she/he may have done several mlgratlons to other
patches during the exposed period), that is XJ (nj.e) = ¢, we then use another Markov process YEJ,’ to track
the location/patch of the individual during the 1nfect10us period (j, starting from ¢ and associated to the

rates vy,... This process Yj,"é only takes effect from the time of becoming infectious Tj{\z + 1j,¢, until the time
of recovery 7']{\2 + 1, + ;0. Suppose that the individual has migrated to patch ¢’ at the end of the infectious
period, that is, Yej,"z((j,g) = ¢". The individual will then belong to the compartment of recovered individuals,
and will migrate among patches according to the rates vg... Similarly we use X ? * and YZ,_]M for the initially
exposed individuals k=1, ... ,Etfv (0) that have been exposed at time 0 in patch £. Xg’k takes effect from time
0 to 772,[ They are again associated with the rates vg .. and vy . ., respectively. In addition, we also use Yeo’k for
the initially infectious individuals k = 1,...,I}¥(0) that have been infectious at time 0 in patch ¢. It is again
associated with the rates vy . .. Yéo’k takes effect from time 0 to (Y ,. We assume that for each j, XZ and YZ],"K
are independent for £, ¢ € £, and for each k, X?’k and Ye,_k’e are independent for ¢, ¢ € L. We also assume that
all these Markov processes {Xg, Yéj,.’e}jﬁz’g/, {X?‘k, Y’é,ik’z}kyg,[/ and {Ygo’k}k,g are mutually independent.

Let poo(t) = P(X](t) = ¢') and qp g (t) = IP(YZ’Z(t) =/{")for (,¢',¢" € L, j > 1 and ¢t > 0. For each ¢, the
processes {Xg’k}k have the same transition function (pe (-))eee as {X}};, and the process {v,7"*1; has the
same transition function (ge ¢/ (-))e ever as {Yj,"é}j, and the process {Yzo’k}k also has the transition function
(g0 (-))eeec

2.4. Epidemic evolution dynamics

The multi-patch SEIR epidemic evolution dynamics can be described as follows:
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L

t t
S50 = SN0 - a¥ @+ Y (o (e [ 8565) = Pase (vsse [ 87 0009)) . @)
(=105 0 0
L EN(0) L A ()
N
EN(t) = D> > Teanp Ixormi t D0 D Ledpnstlioetyi - (2:6)
=1 k=1 =1 j=1
L 17(0) L E}(0)
IiN(t) = Z 1t<C ke YOkt) z+z Z 1 (St <Z 1X0k o f’lnszrC k1/>t1Y P (t—nQ =i )
(=1 k=1 (=1 k=1 =1
L AY () L
+Z 1Tgy€+77j,2§t (Z 1X'ej(77j.£) 5/1"' NRENANSS €>t1 - TN —g,0)= Z) ’ (27
=1 j=1 r=1
17 (0)

L BY(O) /L
Lgp,<elyoneo poi T ) (Z 1x2vk<n2,@)—e'1n2,z+<k,eStln,’“‘(ck,a—i)

(=1 k=1 (=1 k=1 =1
L AY ()
+Z <Z 1X7 (nj,0)= ol +771,/3+ij2StlYZ}’l(Cj,e)_i>
=1 j=1 \&'=1
L t
+ Z (PRZz (VRygyl/ R[ > _PR,Z',Z <I/R,i’g‘/0 Rfv(s)ds) ), (2.8)
=1, 441

where Pg; ¢, Pri , %, ¢ € L, are mutually independent unit-rate Poisson processes, which are globally indepen-
dent of the @;’s. The dynamics of SN (t) is straightforward since it is simply equal to the number of initially
susceptible individuals minus the number of exposed ones in patch ¢ and then take into account the migrations.
For the dynamics of EN(t), the first term represents the number of initially exposed individuals from patch ¢
that remain exposed and are in patch ¢ at time ¢, and the second term represents the number of newly exposed
individuals from patch ¢ that remain exposed and are in patch i at time ¢. In the expression for I}V (t), the first
term counts the number of initially infectious individuals from all the patches that remain infectious and are in
patch ¢ at time ¢, and the second term counts the numbers of initially exposed individuals from all the patches
that have become infectious and are in patch i at time ¢ (for tracking purposes, the location at the epochs of
becoming infectious is recorded). Also note that we use the Markov process Ygo’k to indicate that these are for
the initially exposed individuals. The third term counts the number of newly exposed individuals at all patches
that have become infectious and are in patch i at time ¢, and we also track the patch in which each individual
has become infectious. In the expression for R (), the first term represents the number of initially infectious
individuals from patch ¢ that have recovered by time t and were in patch ¢ at the time of recovery, the second
term represents the number of initially exposed individuals from patch ¢ that have recovered by time ¢, and
were in patch 7 at the time of recovery, while becoming infectious in patch ¢, the third term represents the
number of newly exposed individuals from patch ¢ that have recovered by time ¢, and were in patch ¢ at the
time of recovery while becoming infectious in patch ¢'.

It is not easy to take the limit as N — oo in the formulas of E¥ and I}V above. We now derive the following
representations, which will be very helpful in the proofs of our results.

Lemma 2.1. We have

L B0 LAY
N N N
E(t) = E; (O)_Z 17] <t1XOk(7] e +A Z Z ]'T Netnie<t XJ(UJ 0)=
=1 k=1 =1 j=1
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3 Poss (vmas [ B 685) = 3 Praa (veas [ BV (505 (29)

£ 01
L I;(0)
N N
LYt = INO) =20 Y g <ilyor =i
=1 k=1 '
L E;(0) L E;0) /L
+Z Z 1nw<t1X“<n2_e>:Fz Z (Z lxz”k(ng_e)—wlni,ﬁck,eétlY,;k*Z(cw)—z‘)
(=1 k=1 ) (=1 k=1 \&'=1 :
L A () L A} ()
+Z 1Tﬁe+ﬁj,z§t1XZ(77j,£) Z Z <Z 1XJ(77J 0)= 2 ,2+’73*‘3+<j*"’<tlyéil(CM)_Z)
=1 j=1 =1 j=1 \¢=1
t t
+ Y Pr; (VI,M/ If(s)ds) —ZPIM (V“g/ IZ-N(s)ds) . (2.10)
O£ 0 0#i 0

where Pg ;¢ and Pr; 4, 1,0 € L, are all unit-rate Poisson processes, mutually independent, and also independent
of Pa, Psy and P .

Before turning to the proof, let us comment on these formulas. In the expression of E}¥(t), the first and
third term count the number of initially exposed individuals in patch 7, and the number of those whose became
exposed in patch 7 on the time interval [0, ¢]. The second and fourth terms subtract the numbers of initially and
newly exposed individuals in any patch who have become infectious before time ¢ in patch 7. Finally the last
two term count the numbers of migrations of exposed individuals to and from patch 4. The expression of I (¢)
is similar, except that the second term subtracts the number of initially infectious individuals in any patch who
have recovered before time ¢ in patch ¢, and the fourth and sixth terms subtract the numbers of initially and
newly exposed individuals in any patch who have recovered before time ¢ in patch i, where the patch in which
they became infectious is also tracked.

Proof. In the representation of EXN (t), we observe that

E}Y (0) E}Y(0)
N N,0
D e Lxorms = BN O) = D Lp clong oy = D Vie°(8)
k=1 k=1 ' 0#i
and for £ # 1,
E{(0) E;(0)
N,0
Z Licng Axormy= = Veim (8) = Z Lig o<t X0k g )=
k=1 k=1 '
N
where Vif\é’o(t) = kEil(O) 1X19,k(m7727i):1Z is the number of initially exposed individuals from patch ¢ that are in

patch £ at the time ¢ A ng,i for k=1,..., EN(0). We also observe that

AN (1) vt

N
Z Lo ostlxi- )= i = A5 Z wtng <t Lxd () =i Z

Jj=1 0#£1i



MULTI-PATCH EPIDEMIC MODELS WITH GENERAL EXPOSED AND INFECTIOUS PERIODS 353
and for ¢ # 1,

A (1) AT
Z ]“r +nye>t1X’(t kF No)=i Vfi Z 1T etngest XJ(WJZ) i

AN (1)
where Vif}f(t) = Zj:l( 1X§(( N)AN=

(0,t) in patch i, and are in patch ¢ at time (t — 7; N) Amyafor j=1,...,AN(t).
It is clear that

, denotes the number of individuals who became exposed at time T €

SVEG =D VRO +D VI e -> viite

223 £ 122 £
—ZPE€1<VEEZ/EZ ) ZPE1€<VE1€/ EN )
0#i 01

Thus, using the above identities, we obtain the expression in (2.9). A similar argument gives the expression in
(2.10). O

2.5. Using PRMs in order to represent some terms of the model

We end this section of presentation of our model with the description of the representations of some of the
key components in the dynamics of the above model via PRMs. Those will play an important role in the proofs
below. The infection process A}’ has the representation (2.3), which makes use of the PRM @Q,. Define a PRM
Qo(ds,da,du,df) on R x £, which is the sum of the Dirac masses at the points (75, L,,Ql?fbnj’g, XZ(T]jyg)) with
mean meabure ds x da x G(du) X ¢ (u, d), where for each u > 0, ;< (u, {¢'}) = pe.¢ (u), and an infection occurs
at time 7' ¢ if and only if Ql <M YN(7 T N). We can then write for ¢,¢' € L,

A7 (1)

Z 1 N+T,Je<t X](mz / / / /{e, a</\p'I'N(s )Qg(ds da du d&) (211)

Jj=1

We denote the corresponding compensated PRM Q,(ds, da, du,df) = Q,(ds, da, du,dd) — ds x da x G(du) x
X (u,do) for £,0' € L.

Define another PRM Qg(ds, da, du,df, dv, d¥) on Ri x £2, which is the sum of the Dirac masses at the points
(TJ%,Q[?’IZ,’I]L[,Cj’g,Xg(nj’g),YZ(ijg)) with mean measure ds x da x H(du,dv) x p (u,dd) x p} (v,dd), where
for each u >0, i (u, {€'}) = pre(u), and for each v > 0, pY (v, {€'}) = g (v), and again an infection occurs
at time 7' v if and only if QlN < /\/YN(( ')7). We can then write for £,i € L,

AN (t) L
Z 17’ o tn,e<t <Z 1X7 (nj,e)= f’ +"77 1’+C7/<t1Yj£(<j 0)= )

=1

/ / /t q/t - “/ /z a<A TN (- )Ql(ds da, du, dv,dd, dv) . (2.12)

We denote the corresponding compensated PRM @g(ds, da, du, dv,dd, dd) = Qg(ds, da, du, dv,
df,dd) — ds x da x H(du,dv) x p;< (u,df) x p} (v,dd) for £ € L.
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3. FUNCTIONAL LIMIT THEOREMS
3.1. FLLN
For any process ZV, let ZN .= N~12ZN.
1,0 < E;(0) < 1,0 < L;(0) < 1 with 325 | [E;(0) 4+ L(0)] >
N(0), IN(0), i € £) — (Si(0), E;(0), [;(0), i € £) in

Assumption 3.1. There exist constants 0 < S;(0) < <
0 such that 3%, (5:(0) + E;(0) + I;(0)) = 1 and (SN(0), E
probability in R3* as N — oo.

The following FLLN is proved in Section 4.
Theorem 3.2. Under Assumption 3.1, and assume that Fy and Gg are continuous,
N — o0,

RlN, 1€ ﬁ) — (Si, Ei,I_i,Ri, 1€ £) mn DAE as

(3.1)

(S, BN, IV,
in probability, locally uniformly on [0, T], where (S;(t), E;(t), I;(t), Ri(t), i € L) € C*L is the unique solution of
the following system of deterministic integral equations:
Sl(t) = 51(0) — /\z/ Tl(s)d8+ Z / (VSJJ'S[(S) — V57i7gSi(S))dS, (32)
0 0=1,02:"0

/=1
_ _ L t L t
L) = 10 - 2 L0 / qe,z-<s>dFo<s>+f§_‘;Ee<o>( / pz,im)dc:o(u)@zi(t))
L t pt—s t
+3N [ pestwactiss - [ @ o9tis)
L t
+L1Z£:¢i/0 (vreile(s) = viieli(s))ds, (3.4)
and
L t L L ;
Ri(t) = > I,(0) / qe.i(s)dFo(s) + Y E(0)29,(t) + > Ao / By i(t — 5)To(s)ds
=1 0 =1 =1 0
+ 2212’1;#/0 (VrReiRe(s) — vrioRi(s))ds, (3.5)
with
. Si(t) ZJL L ki Ly (t)
Li(t) + Ri(t))"’
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t—u
/ ZP[ 1 / qei(v)Ho(du, dv),
0 0

and
t—u
Dy i( / Z Deer( / qe i(v)H (du,dv) .
0 p=1
Note that if the exposed and infectious periods are independent for each individual, we have
t—u
(I)Z i = / Z De, g/ / qe/’i(U)F(d’U) Go(du) s

=1

and

Dpi(t) = / (ZPMI /_uQe',i(U)F(dv)> G(du).

=1

355

(3.7)

(3.9)

(3.10)

Remark 3.3. Suppose the exposed and infectious periods are deterministic, taking values of ¢, > 0 and ¢, > 0.
Also, assume that the remaining exposed and infectious periods of the initially exposed and infectious are
uniformly distributed over (0,t.) and (0,¢,), respectively. These are the corresponding equilibrium distributions

of the deterministic ones. Recall that for any c.d.f. F' on R4, the equilibrium distribution F¢(
t))dt/ fo (t))dt for # > 0. Then the FLLN equations of E;, I;, R; become

L tAt, t
Ez(t) = 71(0)*2 7[(0)l/0 p&i(u)dqu)\i/O Ti(s)ds

=1 te
L t—te L t B _
_Z)\Zpé,i(te)/ To(s)ds+ > /(VE,Z,Z’EK(S)_VE,i,EEi(S))dtS,
=1 0 ¢=1,6+£i 70
_ _ Lo 1 [thte L 1 tAL, (t—to)Ate L
L) = 2(0)7214(0)?/ qg,z(s)derZEg(O)t(/ pes )duf/
=1 ©J0 =1 € 0 =1
L t—te L t—to—to
+) N Pe,z(te)/ To(s)ds — Zp@,é’(te)QZ’z(to)/ Te(S)d8>
=1 =1
L t
+ > /(Vfufe(s)—Vuﬂz(S))dS,
0=1,0#£i70
and
B L 1 [thto L 1 (t—to)Ate L
Ri(t) = Y 4(0)*/ Qe,i(s)dS‘FZEe(O)*/ > prer(s)ge i(to)ds
=1 to Jo =1 te Jo r=1
L t—te—to L t _ _
+) A Zpuf )aeri( )/ To(s)ds + /(VR,Z,iRZ(S)_VR,i,éRi(S))dS-
=1 =1 0=1,0#i"0

fo (1-

Z p“’(s)%',i(to)ds)
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It is easy to see that we obtain a set of ODEs with delay after taking derivative.

3.2. FCLT

_ For a process ZN = SN EN N RN TN let ZN .= /N(ZN — Z) be the diffusion-scaled process where
ZN := N71ZN and Z is its limit in probability, see Theorem 3.2.

Assumption 3.4. There exist constants 0 < 5;(0) < 1,0 < £;(0) < 1,0 < I;(0) < 1 with >2% | [E;(0) 4+ L,(0)] >
0 such that Zle(gi(O) + E;(0) + I;(0)) = 1, and random variables S;(0), £;(0) and I;(0), i € £, such that
(SN(0), EN(0),IN(0), i € £) = (S8i(0), E;(0), 1;(0), i € £) in R3" as N — co. In addition, supy E[(ZV(0))?] <
oo for ZN(0) = SN(0), EN(0), IN(0), RN(0), i € L.

Theorem 3.5. Under Assumption 3.4, if Fy and Go are continuous, in the two cases (i) v € [0,1) or (ii)
v€[0,1] and 37, kij =0,

(SN ENIN RN ie L) — (Si(t), Ei, Ii(t),Ri(t), i € L) in D* as N — oo, (3.11)

A

where the limit is the unique solution of the following system of stochastic Volterra integral equations driven by
continuous Gaussian processes:

Si(t) = $,(0) — /\/ 5)ds + Z / (vs.0.550(s) — vs.1.05:(s))ds

0=1,0i

L
— Mai(t)+ Y (Msui(t) — Ms,u(t)) (3.12)

/=1 £=1
L t R R L
+ Z / (Z/I,g7zEg(8) — l/[,i7gEi(S))dS — Z (E?Z(t) + E, 1(15))
0=1,0#£i70 =1
A L A~ ~
+ Ma;(t) + Z (Mp,,i(t) — Mg,i(t)), (3.13)
0=1,0#i

=1 =1
L t t—s
- ; A /O < /0 pea(w)Gdu) + it — s)) Ty(s)ds
43 [ (vnnales) = vraali(s)) ds+ Y- (Vtraa®) - Nria(®)
i 0 =1
L L
(B0 + Beav) = Y (10 + 120 + a) (3.14)
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Ri(t) = > }(o)/otq“( )Fo(ds) + EN(0 Zcp

123

+§;/\e/0t </0tspe,i(U)G(du)+‘I)h(t5))T€ d5+2/ VreiRe(s) = viaeBi(s ))
L
2

(MR,Zz() Mp ot )+XL: (IE} t) + 192t )+f,§Yi(t)) . (3.15)

=1 =1

Here, with the notation I(;)(t) = Zz Lkiele(t),

1 _ _ _ _ N
%0 = GETEOT IO TR ([0 = MS:(0) + Balt) + L) + Re() T (D) Si(2)
+ [Si(#)(Si(t) + Ei(t) + Li(t) + Ri()) — vSs(8) Ly (0)) s (8) — vSs(8) Ly (1) [ (2) + Ri(t)]>
Si(t) 1 45 (1)
* (Si(t) + E;(t) + Li(t) + Ri(t))r’ (3.16)

¢ ¢
Mgie(t) = Briy <Vlz£/ Ei(s)d5> . Mrie(t) = Brige <VI,1',£/ Iz‘(S)dS> ;
0 0

t
Mpio(t) = Brs (VR,i,Z/ Ri(S)d8> , 1FEL,
0

with Ba, Bsie, B, B[M, BRM being mutually independent standard Brownian motions, and with the
deterministic functions S;, E;, I;, R; being the limits in Theorem 3.2. The processes (E?Z( ), Igf( t), (Igzl( ).

and (EM( ), Ig_’i( )) are continuous Gaussian processes, independent of the above Brownian motions, with mean
zero and covariance functions:

Ee(o)( Ot/\t/pfz( )Go(ds) — [ pe,i(s)Go(ds) fo Pei(s Go(dS))
Cov(Ef,(t), Ep (1)) = for =10, i#,

—E,(0 foph 5)Go(ds) fo pei(s)Go(ds), for =10, i#7,
0, for £#£U,

IAO)( N qua(s)Fo(ds) — [L ara(s)Folds) [ qrals Fo(d8)>

Cov(I} (1), Iy () = for 0=t i=14,
—1,(0 fo qe,i(s)Fo(ds) fo qri(s)Fo(ds), for =0 i#7,
0, for £#£1,

E(0) (90, (tAE) = @0, (0)00,(t)) , for £=t,i=17,
Cov(Ig7(6). Ip5 (8) = § —Bu(0)8Y,()D0,(t), for £=10,i#7,
0, for £#£Y,
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)\ ft/\t tAL — pz’l(u)G(dU)Te(S)dS, fOT’ e — 817 1= 7;!7

COVEit,Eli/t/ =
(Era(t), B (1)) {o, for E;«éé’,andfor (=0, i+,

e Jo i Opi(t At —5)Ty(s)ds, for L=0i=14,

Cov(Iy;(t), Iy # () =
OV( 47() e, ( )) {07 f07" e#gl’ andfor EZZ/,Z#Z/

The processes (EAgi(t)JAg’f(t)), (fZ’il(t)), and (E@7i(t),fg)i(t)) are independent from each other, and

E,(0) (f(fpe,i(U) fot,_“ i, (V) Ho(du, dv) — [ pe.i(s)Go(ds)®Y a(t ’)),

COV(E?,i(t)afg"i'(t,)) = for 623’7
0, for £#£/1,
and
A e i g“/‘sp&i(u) Ot/_s_“qiyi/(v)H(du,dv)T (s)ds
Cov(Epi(t), Lo (t)) = —Ag I (W) G(du)Be i (F — 5)To(s)ds,  for =1,
0, for L£ 1.

Remark 3.6. The continuity of Fy and Gy will be important in our proofs of the FLLN and FCLT, in
particular for the convergence of the processes associated with the initially exposed and infectious individuals
in Lemmas 4.4 and 5.2. Note that this assumption is not really restrictive, in the sense that even when F' or
G is a Dirac measure (deterministic duration), the time in the past when the initially exposed (or infectious)
individuals have been infected (or have become infectious) would most naturally be assumed to follow a uniform
distribution on some interval dictated by F' or G as discussed in Remark 3.3.

Remark 3.7. Suppose that the c.d.f.’s Fy, Go, F, G have the same conditions in Remark 3.3. Then the limits
in Theorem 3.5 become stochastic differential equations with linear drifts and delay. In particular,

L t pt—s L t—te
;AZA /0 pz,i(U)G(dU)Tl(s)dS - ; Zpéz e / Y@(S)ds,
L t—te—to
Z)\z/ Dyt — 5)To(s)ds = Z ZPM' )qeri( )/0 To(s)ds.

3.3. On the multi-patch SIR, SIS and SIRS models
3.8.1. Multi-patch SIR model

The multi-patch SEIR model includes the multi-patch SIR model as a special case, without the exposed
periods and the associated Markov chain X. The infectious process I}V (t) becomes

L I;(0) LAY (1)
Z 1Ckg>t1X0k(t) 7]"‘2 Z 1 +le>t XJ(t 7_ 2) ) (317)
=1 k=1 (=1 j=1
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which can be also expressed as

L 1}(0) L AY ()
LYty = 1Y (0) + AY (1) Z Lep <l xor(eo =i =D Ly N+t xi(¢0=i
(=1 k=1 =1 j=1
t
_ZPI,i,Z (Vf,i,e/ IN(s) )-&-ZPMZ (Vléz/ 1Y (s)ds ) , (3.18)
04i 0 04i
The process TN (¢) in (2.2) becomes
SN E ki IN(t
TN()* z()Zé:lﬂel() ’LEE,

- ONY(SN(E) + IN (1) + RN (1)

In the FLLN, we obtain

Si(t) = Si(0) — /o s)ds + Z / (vs,0,i9e(s) — vs5,6,65:(s)) ds (3.19)

0=1,0;

t L t
L(t) = L0) /OZI )ae.i(s)Fo(ds) + A /0 Ti(s)ds
14

Kz::(/t qe,i(u)F (du)) AT (s dS+Z/ (vieile(s) —vrieli(s)) ds, (3.20)

-/
Ri(t) = / f 0)qe,i(s)Fo(ds) / Z( /O " qu,i(u)F(du)) AT o(s)ds
_iji Ot (v sRe(s) — viasRi(s)) ds, (3.21)
with T; defined by
Tt = SO Ty mald®) (3.22)

Si(t) = S;(0) — )\Z/o T,(s)ds + Z / vs,0,i50(s) — vs,1,05i(s))ds

0=1,04£i
L

—Mai(t)+ Y (Msgi(t) — Ms,(t)), (3.23)
0=1,0%#1

'\h

-y id

b)
'\|>

/thz (5)Fo(ds) + A / Ty ds—éxe/ot/ot o) P(du)To(s)ds
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0=1,04i =1
L
+Mai(t)+ Y (Mrei(t) — Mria(t)), (3.24)
=101
L t—s
Ri(t) = I,(0) i(s)Fo(ds) + > A J(w)F(du)Ty(s)ds
; /Qe Z z// qe, (s
L t R R
+€:§¢Z /0 (VresRe(s) — via o Ra(s))ds
L R R L R R
Y (@0 + L)+ > (Maei(t) — Mpi(t)) - (3.25)
=1 0=10%#i

Here, with the notation I(;(t) = Ze L kiele(t),

10 = i sy (0 SO0+ RO 050
SO (0)+ T+ Re(1) =StV ()] L) —8:(0) Ty (0 Ru())
Si(t) Zz;ﬁi “il-ff(t)
TGO L0 T RO (3:26)

¢ ¢
Ma;(t) = Ba, (/ AiTi(s)d5> ) Ms,i,e(t) = Bgis <VS,i,Z/ Sz‘(s)d8> )
0 0
~ t7 ~ t —
M;p;e(t) = Briye <VI,i,Z/ L‘(S)d8> . Mpg;i(t) = Bris (VR,z‘,e/ Ri(s)d$> R
0 0

with By, Bs,i e, Br,ie, Br,ie being mutually independent standard Brownian motions, and with the determin-

istic functions S;, I;, R; given above. The processes I? , and I, ; are continuous Gaussian processes with mean
;
zero and covariance functions:

( B3 i) Fo(ds) = [y aui(9)Fo(ds) fy ari(s)Fo(ds)), i €=0i=i,
Cov(I;(t), Ip (1)) = 0(0) fo qe.i(s F0 (ds) [1 qus(s)Fo(ds), if (=007,
0, it O£

AL ptAL —s

e Jo o qei(W)F(du)Y,(s)ds, if ¢=0,i=1,
0, otherwise.

Cov(lea(t). I (') = {

In addition, IA?J- and IAM are independent, and also independent of the Brownian terms.

3.8.2. Multi-patch SIS model

The analysis of the multi-patch SIR model can be easily extended to the multi-patch SIS model, where the
population in each patch has susceptible and infectious groups, and when infectious individuals recover, they
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become susceptible immediately. The epidemic evolution dynamics is described as

L 170 L AN@®)
SN = STO) = AT+ > Lo celxoriy pmi+ 20 D2 Idrceselxgicn
(=1 k=1 =1 j=1
L t L t
> Psie (us,i,e ng(s)ds>+ > Psui (us,g,i Sév(s)ds>, (3.27)
0=1,0 0 0=1,0i 0
L I}(0) L AY(t)
D DD IR LR STIRIED D) Wi SIS P (3.28)
(=1 k=1 =1 j=1

where AN is given as in (2.3) with TN (t) = SA;S])V%)%};(%Z:(”, for ¢ € £. Thus, in the FLLN, we obtain the

same limit I; in (3.20) as in the multi-patch SIR model, and the limit S;(¢):

Si(t) = / ds/ quz )Fo(ds) + / Z (/ qe.i(u)F (du)) AeTe(s)ds

+ Z / (v8,0,i8;5(s) — vs,:,65:(s)) ds ,

0=1,0#4"0

where T;(t) := W Similarly in the FCLT, we obtain the same limit /; as in (3.24) for the multi-

patch SIR model, and the limit S;(¢):

Si(t) = /T ds+Z)\e// éqzz F(du)T(s) ds+z Ih —&-Ih())
=1

3.8.8. Multi-patch SIRS model

The analysis for the multi-patch SEIR model can be easily extended to multi-patch SIRS model, where in
each patch, the population is grouped into susceptible, infectious, and recovered individuals and individuals
become susceptible after experiencing a recovery period. In this model, the infectious and recovered processes
IN,RY correspond to the exposed and infectious processes EV, IV in the SEIR model. In the description of the
epidemic dynamics, we need to change the dynamics of S in (2. 5) by adding the individuals that have become
susceptible after recovery, i.e., the first three terms in RZN in (2.8). This is similar to the susceptible process
SN in (3.27) for the SIS model. Then it is straightforward to write down the limit processes in the FLLN and
FCLT for the processes (SN, IN, RN i € L) (corresponding to (S, EN,IN i € £) in the SEIR model).

(2R A AR )
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4. PROOF OF THE FLLN

In this section we prove Theorem 3.2. Here we extend the approach in [30]. Specifically, we first establish
that the process {(AY,...,AY): N > 1} is tight and then along its convergent subsequence with a given
limit, we prove the convergence of {(S¥,..., SN}, {(EN,...,EM}, {(IV,...,IN)} and {(RY,...,RY)}. We
then identify the limit of {(AY,..., AN)}, which allows us to show that the above limits satisfy the system
of equations (3.2)—(3.6). Finally we show that this system of equations (3.2)—(3.6) has at most one solution,
which implies that the whole sequence converges. Due to the complications from the migration processes, the
proofs of tightness for some key component processes become much more involved, see Lemmas 4.4 and 4.8,
and in addition, the formula of T (¢) for the infection also brings some new challenges, see Lemma 4.11. Since
convergence on [0, 00) is equivalent to convergence on [0, 7] for any T > 0, it is sufficient to prove convergence
on [0,T], with T arbitrary. Hence we fix an arbitrary 7' > 0, and study the convergence on [0, 7] throughout
the section.

Let us first rewrite the representation (2.3) of the processes AN (t) which uses the PRM Q;(ds,da). Let
Qi(ds,da) = Q;(ds,da) — dsda be the compensated PRM. Then for each i € L,

t
AN(@) = )\i/ TV (s)ds + MY,;(t), t>0, (4.1)
0
where

t [ee]
MY (t) 12/0/0 Loca,rv(s)Qilds, da). (4.2)

The process {M},(t) : t > 0} is a square-integrable martingale with respect to the filtration {F},(t) : t > 0},
defined by

Fait) == o{SN(0),IN0),ic L}Vo{AN(s):0<s<t}, t>0.

It has the predictable quadratic variation:
t
(MY)(@) = )\i/ TN(s)ds, t>0.
0

Lemma 4.1. The sequence {([l{v, e ,Ag) : N > 1} is tight in DY. FEach convergent subsequence of
{(A{V, ey A]LV)} converges in distribution to a limit, denoted as (1211, ey AL) , which satisfies

A; = lim AY = lim N*lAi/ TN (s)ds,

N—o0 N—o0 0
and
0 < Ai(t) — Ai(s) < NRi(t—3s), for 0<s<t, wp.l.

Proof. First, since

0 <

Ao [
N/ YN (u)du < NRi(t—s), wpl. t>s5>0, (4.3)
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and

_ Ao 1
00 = 3 [ T (44)
it follows readily from Doob’s inequality that, as N — oo,
M 1]4\[’ , — 0 in probability, locally uniformly in ¢. (4.5)

Tightness of {(AY,..., AY)} in D¥ then follows from the representation in (4.1) and the two properties in (4.3)
and (4.5). O

In the following we consider a convergent subsequence of {(AY, ..., ANV)}. Before we establish the convergence
of the SN’s, let us establish a simple technical Lemma, which will be useful below.

Lemma 4.2. Let A be a d x d matriz. For any F € D(R,;R%), the equation
t
0

has a unique solution U € D(Ry;RY), and the mapping A defined by U := A(F) is continuous from D(R;R?)
equipped with the Skorohod Jy topology, into itself.

Proof. Let V; := U, — Fy. Tt is easy to verify that U solves (4.6) iff V' solves the linear ODE

d
d—‘f:AVt—FAFt, t>0; Vp=0.

This ODE has a unique solution, which is given by a well-known explicit formula, from which we deduce that
t
A(F), = F, +/ e AR ds.
0

The continuity of the mapping A is now clear. O

Lemma 4.3. With the limat ([11, cee flL) of the convergent subsequence of {([1]1\’, cee flg) }, under Assump-
tion 3.1,

(SN,...,SN) = (51,...,58.) in D¥ as N —= o0

where the limit (Si,...,S) is the unique solution to the ODEs: for each i € L,

St = 5:0) - 4w+ / (v5.0050(5) — vs.0.08i(s)) ds, £ 0. (@7)
047 V0

Proof. Starting from (2.5), we can rewrite the processes SV as

SN(t) = SNO) AN () +) / (V5,050 (5) = 5,668} (5)) ds + Y (ME, ;(t) = ME, 4(t))
ei 70 i
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where

— 1
Mgl i(t) = N (PSh(VSh/ SP (s ) Vsez/ SN (s )

The processes M év 0. are square integrable martingales with respect to the filtration {J N(t) : t > 0}, defined by

FE(t \/]:Al \/U{PS(7,<VS€z/ S (u du) 0<s<tlick, E;«éz}, t>0.

i=1

They have the predictable quadratic variation:
_ 1 t_
(NI, = gvses [ S50 as N oo,
0

Thus, as N — oo,
(Mé\fm(t), (i€ L,0#1i)— 0 locally uniformly in ¢,

and under Assumption 3.1, for 1 < i < L, the processes S{¥ (0) — AN jointly converge in distribution to S;(0) — A;
in D. Now we exploit the result of Lemma 4.2 with d = L and A is given by A;; = vg;; for j # i and

Aii = =2 ;4 Vs,ij- With the notations of Lemma 4.2, the vector SN = A((S“zN( ) — AN + Do (Mg, -

Mévzf)) . L), while S = A((S}(O) - Ai)i:h.,L)' Hence it follows from the continuous mapping theorem
that

(5’{\77,511LV)Z> (gl,...,S’L) il’l DL,

where (S1,...,5L) is the unique solution of the system of equations (4.7). O
For £,i € L, let

EYN(0)
N, 0
E@Z Z 1 <t1XOk( gz):i,
A?(t)
EN(t) = 1 1, ,
i\t - TN N0 SR X (nj,0)=i
j=1
1;(0)
NOLpy .
L) =y Lo ,<lyokco )y (4.8)
k=1 ’

E}(0)
N,0,2 ._
Ie,i (t) = Z 1 no <t (Z ].Xok 2 Z’]'leﬂ“C k/<t1Y B ee)= > ,

k=1 =1
A (1) L

I7:(t) Z Lo st (Z L ng.ey=e L z+me+<1e<t1w;~‘<cj,g>i> :
=1

We first treat the components associated with the initial quantities.
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Lemma 4.4. If Assumption 3.1 holds and Fy and Gy are continuous, then
=N,0 FN,0,1 7N,0,2 , . 0 70,1 70,2 , . . 312
(EM , I&i , Ié,i NS E) — (E“7 Ié,i , IM , 0 i€ E) m D as N — oo,
in probability, uniformly in t, where for £,i € L and t > 0,

Ep(t) = Ee(O)/O pei(s)Go(ds), I (t) = _4(0)/0 qe.i(s)Fo(ds), (4.9)

and

IRt = E0)®9,(1), (4.10)

with @2,i(t) defined in (3.7).

Proof. We define Eévzo, IN %1 and IN %2 similarly as Eévlo, IN %! and IN %2 but with £ (0) and I (0) replaced
by [N E(0)] and [N1I;(0 )] respectlvely. As a consequence of Abbumptlon 3.1, the differences E‘gi’o(t) - E%’O(t),
I_gi’o’l(t) - fgi’o’l(t) and I_gi’O’Q(t) - f%’o’z(t) are easily shown to tend to 0 in probability, locally uniformly in ¢,
as N — oo.

The convergence of {E 9 follows the same argument as that of {I 011 50 we establish the convergence

of { N 0, l}'
Note that, since Cge and YZO”C are independent,

t t
. [142,591%"”“(:%,4):1‘} =E [/0 1Ye0’k(5)—idF0(s):| :/0 qe,i(s)Fo(ds),

where the expectation is taken under the condition that Yzo’k(O) = (. Note that the pairs (nge,Yf’k(-)) are
independent over k, and have the same distributions. Thus, by the LLN of i.i.d. random variables, we obtain
that for each ¢ > 0, as N — oo,

fx’o’l(t) — fg’il(t) in probability.

In order to establish locally uniform convergence in ¢, is suffices to establish tightness in D, which (see the
Corollary of Theorem 7.4 in [6]) will follow from the fact that

1 -
limsup sup —P ( sup |IN0 Yt 4 u) — Iévi’o’l(tﬂ > 5) —0, asd — 0. (4.11)
N—oo 0<t<T 0<u<sé ’

By the independence of the pairs {(¢f ,, }ffv’“(cg’é)), k>1},

NI, (0)
=N,0, 1 _ FN,0,1 _ -1
P <t<il<1£)+6 |I (s) — 1, )| > e) =P|N kgl 1t<<27£§t+51n0,k(<2‘1):i > €
NI, (0) t+5
<P N1 Z [1t<c,2_g§t+513@°*k(c2 =i / qgvi(u)Fo(du) > 6/2
k=1 ' t

+ 1{ /t " () Eo(du) > /21, (0)} .
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The first term is bounded by

4 NI(0) t46 ?
?E N_l ; |‘1t<C212<t+§1Yeo,k(Cgl)_i — /t qg’z(u)Fo(du)

4f 0 t+9 t+06
_ 4100 / ge1(s)Fo(ds) |1 — / gei(s)Fo(ds)| — 0

eN J, f

as N — oo, so the right hand side converges as N — oo to 1{ ftt+6 qe,i(u)Fo(du) > €/21;(0)} which vanishes for
4 > 0 small enough, uniformly w.r.t. ¢t € [0,7]. Hence, (4.11) follows.
We next sketch the proof for the convergence of [, évi’O’Q since it follows similar steps as that of {I, lZNi’O’l}. We

have

= (I)g,i (t) )

L
Log <t (Z Loy )=t 1n2,e+<k,eétlsf(?k*e(ck,z)—i)

=1
which implies by the LLN of i.i.d. variables that for each ¢t > 0, 1:22’0’2 (t) = I‘?f(t) as N — oo. The convergence

of finite dimensional distribution is a straightforward extension. For tightness we use the same approach as
above. We start with

NE@(O) L
N02 ~N,02 .
|I — 1y Z Licng <t+s (Z Loy pmer Lo o+eonestrsly oty = )
=1

1 NE({(O) L
* N — 1"2,eét (;:l 1Xg’k(ngﬁe)—€’1t<ng,g+<k,lﬁt"rleE,k’é((k’g)—i) :

We next note that each of the two terms on the right hand side is increasing in s, so that

]P’( sup ’INO2 (t+s)— IZOZ(M >e>

0<s<s
NE,(0)
< Z Licny ,<t+s ( Z 1yo. k(02 )= o Lo £+Ck,e<t+5]‘Y£/k’e(Ck‘£)_i) > 6/2>
NE[(O -
( Z Lo ,<t (Wz:l 1X° k gﬁg)—é’1t<7721@+<k,e§t+61YZ,k’[‘(<k,Z)—i> > 6/2)
) NE@(O)
<P<N g_:l {1t<n2,e<t+é(;_lle*kmg,g)—e'lnz.ﬁck,z<t+61n,’“‘*<<_k,e>—i)
B t+3 7L t4+d—u
—/t Z/Z:lpé,e/(u)/o Qel,i(U)Ho(du’dU)] > 6/4)

+ 1{ /t " f: pee(w) /0 Y (o) Ho(du, dv) > 6/4E4(0)}

=1
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NE,(0)

1
+]P<N Z l: <t(zlxok o E’1t<’7k4+c k1/<t+51Y A )= )
k=1 =1
t+5—u
/ Zpe o / qgl)i(U)HQ(du,dU)] > 6/4>
0 [l 1 u

t+0—u

{/O Z,le“’ /w qer i (v)Ho(du, dv) > 6/4Eg(0)},

The two probability terms on the right hand side are bounded by
16E,(0 t+5 L t+5—u t+5 L t+6—u
275\,() / > pew (U)/ qei(v)Ho(du, dv) (1 - / > e (U)/ qe,i(v) Ho(du, d’U)>
€ t 1 0 t - 0
and
16E¢ t+5—u t L t+5—u
—an / Z peer( / qei(v)Ho(du, dv) <1 - Z peer () / qei(v)Ho(du, dv)> )
0 p—q t—u 0 p—1 t—u

respectively. Thus, as N — oo, the right hand side converges to the sum of the two indicator terms. And the
two terms in the limit both vanish for small enough 4. Thus, for any € > 0,

T ~ -
lim limsup — sup P < sup |Iévi’0’2(5) - Iévi’o’2(t)| > e) — 0.
§=0 Nooo 0 tefo,1] \t<s<t+s = :

Therefore, we can conclude that I, NO R 1,7 "% in probability, uniformly in ¢, as N — oo. Then, since Gy is
continuous, we can verify the Contlnulty of the covarlance function, and thus the continuity of the limit processes
I, IY 12. This completes the proof. O

In the next proof, we will make use of the following result, which is Lemma 4.4 in [16]. In the next statement,
D4+ (R4) (resp. C4(R4)) denotes the set of real-valued nondecreasing function on R, which belong to D(R)
(resp. C(R4)).

Lemma 4.5. Let f € D(Ry) and {gn}n>1 be a sequence of elements of Dy(Ry) which is such that gn — ¢
locally uniformly as N — oo, where g € C+(Ry). Then, for anyt >0, as N — oo,

f(s)gn(ds) — f(s)g(ds).

[0,t] [0,t]
We next prove the convergence of Eé\fi and I, 271- for ¢,71 € L. Define the auxiliary processes: for ¢,i € L,

EN(t) =E[EN,)|FY, )], IN@) =E[I®)FY,@®)], t=>o0.

We first prove these processes converge to the desired limits in the following lemma, and then show that these
processes are asymptotically equivalent to Eé\fi and 7, 271-, liie L.
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Lemma 4.6. With the limit (/_11, ceey flL) of the convergent subsequence of {(/_X{V, cen ,flg) }, under Assump-
tion 3.1,

ENIN tiel) = (Beylpitiic L) in D’ as N — oo, 4.12
0,00 400 5 >

in probability, where for £;i € L and t > 0,

t t—s
Ey;(t) == / (/ pe,i(U)G(du)> dA(s), (4.13)
0 \Jo
and
— t —
Lo () :/ Dyi(t — s)dAe(s), (4.14)
0
with @y ,; defined in (3.8).
Proof. Observe that for £,i € L,
| AT
EN(t) =E [ENOIFY, (0] = 5 Y E [L;yﬁnj,@lxg(W:iwz]
j=1
1 A (1) t—N, AP (1)
=¥ z:l E /0 1Xz(u)=iF(du ‘ ] = Z / Pe,i(u) F(du)
=
t t—s B
- [ ([ “nstoran) aaxe). (1.15)
0 \Jo
and
AN (t) L
2N —1 N
10(t) Z E [ TN 4 o<t (Z Li ny.or= Vet v e lyit ¢ = z) TM]
=1
Aév(t) ¢ B
=NT1 D @t -7 :/ Dyi(t — 5)dA (s). (4.16)
j=1 0
Then the convergence follows by applying Lemma 4.5. O

Lemma 4.7. Under the assumptions of Lemma 4.6, for £, € L, and for any € > 0,

P sup ’E“ E’évi(t)‘>e =0 as N — oo, (4.17)
te[0,T) ’

and

P( sup |févi(t) ,fé\’i(t” > e) —0 as N — oo (4.18)
te[o, 7] ’
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Proof. We first consider Eé\'z We have

_ 9 1
EN® - BN = 5 3 1),

where
t=Tj
i) = Ly i — [ Pa)G(du),
Let
t
Goi(t) ::/ pei(w)G(du), for £,ie L. (4.19)
0
Then it is clear that for each j, E[x,;(t)|7),] = 0, and E[x}, ;(t)*|7)] = Gri(t — 7)) (1 = Gea(t — 7). And
by the independence of the pairs (njyg,XZ(J) and (T]j/7g,XZ/(')), we have E[Xj,é,i(t)Xj’,E i |}—A€ (t)] =0, for
j # 4’. Thus, we obtain
AN (#)
- 2
BB ~ B0 1700] = 5 L (0?1
AP (t)
= N/ Goi(t —u)(1 — Gei(t —u)dAY (u) < ZN :

= 2
E[(Ef(t) — EL ()] < N/\ewt
which, together with the upper bound in (4.3) for E[A}" (t)], implies that for any ¢ > 0 and € > 0,

_ y 1
P (‘Eévi(t) fEN,(t)‘ > e) < gaMhet =0, as N — oo
? €

Next, for t,u > 0,

1 AY (t4u) 1 AY (1)
_ N N
= v Z Xjoe,i(t+u) — N Xjoe,i(t)
Jj=1 Jj=1
1 AY (1) A} (t+u)
=¥ (X;'\,Ié,i(t'i_u) _Xé'\,ff,i(t)) + N Z Xé'\,ff,i(t—’_u)
j=1 J=AN(t)+1
1 Aév(t) t4+u—s _
<= Z 1t<7’ Nyt e<t+u XJ(n )=i / / pe,i(v (d”)dAéV(S)
t

|AY (t+u) — AY (1)) (4.20)
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Observe that the three terms on the right hand side are nondecreasing in u. Thus we obtain

IP’( sup (B (t + u) — Efi(¢ +u)) — (BN (1) — EN(1))] > 6)
u€(0,4]

1 A7 (1)
<P N Z Lor s o <trs L xd (g, =i > €/3

+P (/ /t+5 Spw G(dv)dAY (s) > e/3> +P(|AY(t+6) — A (t)] > €/3). (4.21)

Using the PRM Q,(ds, da, du, d) and its compensated PRM Q,(ds, da, du, df), we have
A¥ @) ?

1t<r_;§+nj,e§t+61xg(n_7~,4):i

==

=1

1 t+d—s . 2
(Aﬁ/u/ [ /élﬁMTwﬁQdmﬂmA%d@)
t+0—s o 2
( [ /}law(s)ws,da,du7d9>>
t i
t+d—s B 2
+2E (// pei(u du))\gTéV(s)ds>
t
9 t t+d—s t+0—s B 2
-2k / / pri()G(du)\TY (s)ds| + 2B ( / / pri(u du)AﬂéV(s)ds>
0 Jt—s t
t+d6—s t+0—s 2
—)\mg// pe,i(u)G(du)ds + 2 )\mg// pe,i(w)G(du)ds | .
N t t

The first term converges to zero as N — 0o, and the second term satisfies

()\me/ /tt+6 éph du)ds)2 < % <)\sz /Ot(G(t+ §—s)—G(t— s))ds)2
< jou* ([ e [ )

<6(\Re)® =0 as §—0. (4.22)

<.

E

\ /\

The second term on the right hand side of (4.21) can be treated similarly as the second term right above.
Now for the third term, using (4.1),

E (|41 (¢ 40) — AN ()] < 28 [|M(t +0) — M 0)|°] + 28

t+96
‘AZN*1 / TV (5)ds
t

21 . (4.23)
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By (4.5), the first term converges to zero as N — oco. The second term is bounded by 2()\4/?;[5)2 by (4.3)
Thus, combining the above, we obtain

T o _ o
lim lim sup [ } sup P | sup |( E“ (t+u) — BN (t+u)) — (B (t) — EN(t))’ >e| =
0=0 Nooo [0 teor]  \uelo,0] ’ )
Therefore, we have proved (4.17)

We next show (4.18), which follows from similar steps as above. We highlight the main differences below
For each ¢ > 0, we have

Ae (t)
Iéltl;(t) Il 7 Z X],Z A

where

L
N — ) N
Xei(t) = 1on oy <o (Z 1xg(nj,[)_w1TJ?§’[+nj,e+<j,zgtl‘/j,f(cj,z)—i) — Qpi(t —7;%).

=1
It is clear that E[X;Yz ;)T Z] =0and E[X] 0t )2|TJNZ] Dy (t— )( — Dy (t— N)) where @, Z( ) is defined

in (3.8). Moreover E[Xj,é,i( XN 0 (OF N4 (t)] = 0 due to the 1ndependence of the pairs (nj.¢, G, X7 (), Y1)
and (7’]j/7g,<j/’[/7Xg,('),}/é];/(')). Thus, we obtain

AP (1)

B0 O 170 = 57 3 B

£

=5 /O Byt —u)(1— Bpi(t —u))dAN (u) < ARt

N )
which implies that for any € > 0,
1 L
P (|L§Vi(t) — )| > e) <+ (Ag 3 mg,) t—0, as N — oo.
: , E
o=1
Next, for ¢,s > 0, we have
(It + 8) = It + ) = (I5(8) = I3 0) |
1 A (1) . AN (t45)
=N (he,i(t+8) = X3 (1)) + N > Xttt
Jj=1 J=AN(t)+1
AL (8) L
1
SN . Licr tnje<ts (ZZ: L ()=t 1Tj§+nj,e+<j,z§t+s1y;’;’5(gj,,z)—i)
i= =1
1 AL ()
TN

L
lrﬁﬁm,ét Z lxg(nj,g):e'1t<¢jﬂ+m,z+<j,e§t+sly;;=‘(gj,[):i
j=1 =1
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A (t)

N
t+s— 7' t+s—‘rj[—u

L B
;p“’ (U)/o qe i (v)H (du, dv)

N
t+sf7'j U

Z Peer( / g i(v)H(du, dv)
t N

1 =1 TTieTY

+ ]AZ (t+s) — AY (1))

1
let
A

T

4

_J,
t—7X

~z

()

R4

L1
N

<.
Il

Observe that each of the five terms on the right hand side is increasing in s. Thus, we have

s€[0,6]

P( sup | (I(t+s) = Ii(t + ) = (I75(8) = I25(D)| > )

LAY
Z 1t<"' ey, e S0 <Z lXJ (nj,¢) —ol Z+77j,2+<j‘€St"r(s]'Y(J;J(Cj,Z):i) > €/5
=1

=1

t+o—s L t+6—s—u
—HP’(/ /+ pu'( )/+ qe (V) H (du, dv)dAY (s) >€/5>

1 AP (1) L

t s L t+0—s—u B
4+ P pg o(u )/7 ) qe i(v)H (du, dv)dAY (s) > e/5>
+1P>(\ t+5 AY(t)| > €/5). (4.24)

The last term is treated in the same way as the last term in (4.20) using the bound in (4.23). For the first two
terms, we use the PRM representation in (2.12). We have

1 AN (#) L ?
El~ z; Licr: e+w<t+aézle (ng.0)= LNt ok G e<ers Lyt ¢ =i
= =1

t46—s pt4+d—s—u _ 9
=% / / / / // 1a<>\er(s)Qi(dS,da, du, dv,dd, dv)
t 0 C i} =72
t t+d—s t+d—s—u L ) 2
2k / / / Zpé,ﬁ’(“)‘]ﬂ,i(v)H(du,dv) ATV (s)ds
0 \Jt=s 0 =1

The first term is equal to

t+<5 s t+(§—s—u L -
l ( 2 peewaes(H (du,dw) mws)ds]

2/\511 t+d—s pt+d—s—u L
/ / / pM/( )qer i(v)H(du,dv) |ds -0 as N — oo.
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The second term is bounded by

t t+6—s pt4+6—s—u L
2| MRy / / / Z
0 t—s 0

=1

2
peer(w)qe i (v)H(du, dv)) ds) )

Without the constant 2(\g&,)?, it satisfies

(L S
< % (L /Ot /:HF(H 55— uu)G(du)ds>2

g(1S(L/Ot(G(t—&-é—s)—G(t—s))ds)2—>0 as 60,

where the last step follows from the same argument as in (4.22).
Similarly, for the second term on the right hand side of (4.24), we have

1 AN (t) L
Ellw D Lt 2 Iy omeLicrd im et resirs Ly i
j=1 =1

< D ( / o / BN pf’e,(u)qui(v)H(dwdU)) ds
2 ()\mg/ (/t 6)/ttM Uy pg’g/(u)qg/’i(v)H(du,dv)) ds>2.

Here it is clear that the first term converges to zero as N — oo, and the second term without the constant
2(\eFig)? satisfies

=1
2

< % (/Ot /OtS(F(tJrésu|u) Ft — s — ulu)G(du)d )

_ % (/Ot (/:Hu ( u)ds—/tu (s]u) )G(du)>2

< % (/0 /t:ié ' F(s|lu)dsG(du) / / (s|u) dsG(du))

<§—0, as §—0. (4.25)
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Now for the third and fourth terms on the right hand side of (4.24), by decomposing the integral terms

with respect to A (s) using AY (s) = MA o(8) + e fo Y/ (s)ds and using the martingale property of MA , and
(4.3)—(4.4), we have

t+d—s pt+d—s—u L ) 2
(/ (/t /0 EPM’ (U)QZ’,i(’U)H(dU7d’U)> dAéV(s)>
/ (/:M S/OM_S_U ipf,f’(“)‘]ui(v)H(du,dv)>2ds

14

=1
t+0—s t+6—s—u L 2
2 <)\gﬁg/ </ / Zm,e' (w)qer,i(v)H (du, dv)) dS) .
t 0 b

and

( A ( [ Tty pz,uu)qw,i(v)H(du,dv)) dAéV<s>>2
/\me/ (/ /Hé o L pu/( )qe i(v)H (duadv)>2d5
o (w / t ( / ) tj:“Wz:pe,m)qe.xv)ﬂ(du,dv)) ds) i

The first terms on the right hand sides of both converge to zero as N — oo, while the second terms are bounded
by a constant times 62. Thus we have shown that

lim lim sup [T} sup P [ sup |(IN(t+s)— IN.(t+s)) — (IN(t) — févl(t)ﬂ >e]| =0.
=0 Nosoo tefo, ] \s€l0,8] ’ ’ ’

Therefore, we have shown that (4.18) holds. O

By the above two lemmas we have shown the following result.
Lemma 4.8. With the limit (fll, e ,AL) of the convergent subsequence of {([l{v, . ,AJLV) }, under Assump-
tion 3.1,
(ENLIN, tiie L) = (Boi loitic £) in D**° as N — oo, (4.26)

where Ey¢; and Ip; are given in (4.13) and (4.14), respectively.
We are now ready to prove the convergence of (EN IN RN )

AR

Lemma 4.9. With the limit (A1,...,AL) of the convergent subsequence of {(AY,..., AY)}, under Assump-
tion 3.1,

(EzN,IZN,RN ZEE) (Ei,E,Ri,iEE) in D3 as N — oo,
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where the limits are the unique solution to the systems of ODEs: fori € L,

L L t
Ez(t) = EZ(O) + Al(t) — Z (E/ z(t) + E[ z(t)) + Z / (I/E Y lEg(S) — VE gEl(S))dS, (4 27)
=1 0=1,0#i 70

=1 =1
L t
+ Z (vre,ile(s) — viaeli(s))ds, (4.28)
0=1,0+£i70
t
Ri(t) = Z (I?,’il(t) + I?’}Q(t) + Ie,i(t)) + Z/o (vR,,iRi(s) — vr,ieRi(s)) ds, (4.29)
=1 £

with E?,w I_?”il and I_gf being given in (4.9) and (4.10), and with Ey; and Iy, being defined in (4.13) and (4.14),
respectively.

Proof. The proof for the process EX (t) is similar to that of IV (t), so we focus on I}V (). By the representations
of IN(t) in (2.10), we have

L L
IV (1) = TF0) + Y2 (BN ) + B 1) = Y2 (B9 0+ 150 + I8
=1 =1
¢
+ ) (M7l () — M7 (1) +Z (il (s) = vried) (s)) ds, (4.30)
040 04470
where for £ # i,
_ 1 t t
M}Y&i(t) = N (P],gﬂ' (VI,Z,i/ Iév(s)ds) — 1/1/71'/ Iév(s)ds> . (431)
0 0

As in the proof of Lemma 4.3 for the convergence of (Mé’\,[&i’ lie L+ i), we obtain that for any ¢,i € L, ¢ # i,
as N — oo,

M }V“(t) — 0 in probability, locally uniformly in ¢. (4.32)

From Assumption 3.1 and Lemmas 4.4 and 4.8, we obtain

in probability, locally uniformly in ¢. Hence, it follows from (4.30), Lemma 4.8, Lemma 4.2 again with d = L and
A satisfying A; j = vy, for j #iand A;; = — Z#i v1,i,; and the continuous mapping theorem that, along any
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subsequence along which (AY,...  AY) = (A4;,...,Ar) in D%, (I_fv, e ,I_iv) = (I_l, .. ,I_L), where the limit is
the unique solution of the limiting system of equations.

We next prove the convergence of (RY,..., RY). Similar to (2.10), we obtain the following representations
for the process RY (t):

L I} (0) L E}(0)
Z ]'Ck z<t1Y0k CR.o)= 1+Z Z 1 Rt (Z ]'Xok(mC =t nk,tﬁLCk‘€<t1Y[,k'e(Ck,e)—i>

(=1 k=1 =1 k=1 =1
L A () L

+Z Z 1T +7774<t (Z 1X](77] 0)= leT] (AR RASE) 14<t1Y]ﬁ(C )= l)
=1 j=1 =1

+ZPR,M <VR,e,i / ) ZPRZZ(VRZZ / RN (s ) (4.33)
0A£i 0F£i

Thus, we can represent the processes R (t) by

L
RY@) =Y (IO 0 + N2 (0 + I50) + D7 (MR (1) = MY, (1)

(=1 123
+Z/ vReiR) (8) — vRioRY (s)) ds, (4.34)

0#1

where for £ # i,

B 1 t t
Mlg,@,i(t) = N (PR,E,i (VRLZ-/O Rév(s)ds) — VR’LZ-/O Rév(s)ds) . (435)

Arguments very similar to those in the above proof allow us to conclude. O

From the above arguments, since we have the joint convergence in Lemmas 4.4 and 4.8, we can conclude the
joint convergence of (S N EN I; N RN ieLl). However, we have not yet quite explicited the limiting equations,

since we have not expressed A ( ) in terms of (S;(t), E;(t), I;(t), Ri(t),
Ip(t), ¢ # 7). It seems easy to do that since we know that

TN SN () iy med ) (1)
(S¥(t) + EN(8) + IV (t) + RN (1))

However, there is a difficulty in the case where both v = 1 and ZZ# ki 7 0. Define the function ¥ (s, e,i,r,u) =
% on [0,1]* x [0, &]. If either 0 < v < 1 or sup; >0z Kie = 0, 1 is continuous. However, if both v =1
and sup; Zj# Ki; > 0, then ¢ is not continuous at any point of the form (0,0,0,0,u), with u > 0. He_nce, if
we want to include that case in our model, we need to prove that for any ¢ € £ and T > 0, info<;<7(S;(t) +
E;(t) + I;(t) + R;(t)) > 0. Fortunately, we can prove such an estimate, although we do not have yet established

the exact system of equations of the (S;(t), E;(t), I;(t), Ri(t)), i € L.

Lemma 4.10. Let (Si(t),Ei(t), I;(t),Ri(t),i € £), 0 < ¢t < T, be any weak limit as N — oo of
(SN(@#), EN(#),IN(t),RN(t),i € L). For any i € L and T > 0, there exists a constant C; 7 > 0 which is such
that for 0 <t <T,

Si(t) + Ei(t) + Li(t) + Ri(t) > Cir . (4.36)



MULTI-PATCH EPIDEMIC MODELS WITH GENERAL EXPOSED AND INFECTIOUS PERIODS 377

Proof. Let U;(t) := S;(t) + E;(t) + I;(t) + R;(t) for i € L and 0 <t < T. For any i,/ € L, let

5 Vst VVEieVVIieNV VR, ifis#E,
il = o
0, ifi=14¢.

We know that (S;(t), E;(t), I;(t), R;(t)) is a solution of (4.7), (4.27), (4.28) and (4.29). Then we have
Ui(t) = U,(0) — /0 (ézzlyi,g)Ui(s)ds—&- [ Vilsds, (4.37)

where

Vi(t) = Z (vs,0,iSe(t) + vE i Ee(t) + vieile(t) + vreiRe(t))
i

+ Z ([Zie — vs,0,0) Si(t) + Wi — v ) Ei(t) + [Pie — viiolLi(t) + 050 — vRa g Ri(t)) -
i

Differentiating equation (4.37) and exploiting the inequality V;(t) > 0 for all t > 0, we deduce that

Ui(t) > Ty(0)e™ i 70t > i0)e i )T = Gy,
forany 0 <t <T. O

We can now explicit the processes A;(t).

Lemma 4.11. Let (A;(t), Si(t), Ei(t), Ii(t), Ri(t), i € £), 0 <t < T be any weak limit as N — oo of
(AN(@#),SN(@t), EN(t), IN(t), RN(t), i € L). Then for anyi € L and 0 <t < T,

t
0
where

o Si(t) Soiy miele(t)
T = G+ B 1 L)+ ROy

Proof. Let D* denote the set of cadlag functions from R into [0,1]* x [0,%]. For any v € [0,1], the function
U(s, e i,7,u) = % is continuous for the Skorohod topology, on the subset of D* which is such that for
any T > 0, info<;<p{s(t) + e(t) +i(t) + r(t)} > 0. Thus, we deduce from the joint convergence

(AN SN EN IN RN 1€ ,C) (Ai,gi,Ei,ji,Ri, i€ ﬁ)

A Rt A

and Lemma 4.10 that
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Consequently, given Lemma 4.1,

(A{V,...,Ag)é(Al,...,flL):()\1/Tl(s)ds,...,/\L/TL(s)ds) in DI as N — .
0 0

Therefore, any limit satisfies the system of integral equations given in Theorem 3.2. O

The uniqueness of solutions to the set of integral equations in Theorem 3.2 follows from the next Lemma,
from which we deduce that the whole sequence converges, and since the limit is deterministic, the convergence
is in probability. This completes the proof of Theorem 3.2.

Lemma 4.12. The system of equations (3.2)—(3.6) has at most one solution.

Proof. In view of Lemma 4.10, if we take the difference between two solutions, any convex combination of those
two solutions satisfies the lower bound (4.36). Since

1300 = 0 (800 Eio). 10 R0, 3 rali(0)

and at each time ¢ € [0, 7], the derivatives of ¢ with respect to each of its variables is bounded in absolute value
by the supremum of 1 and 7;U; " (t) < &;C; !, we can now apply a standard argument based upon Gronwall’s
Lemma in order to deduce uniqueness. O

5. PrRoor oF THE FCLT

In this section, we prove Theorem 3.5. We thus generalize the approach in [30] to the multi-patch model, by
employing the standard technique of convergence of finite dimensional distributions and tightness as exposed
in [6]. The migration processes require subtle care in proving the finite dimensional distribution convergence
as shown in Lemmas 5.2 and 5.6 for the key components. The tightness proofs require a moment estimate for
the supremum of the processes, which is challenging due to the formula YT () for infection, see Lemmas 5.3
and 5.4.

We first give the following representations of the diffusion-scaled processes. The process /lfv (t) can be
decomposed as:

t
AN(@t) = )\i/ TN (s)ds + MY, (t), t>0, (5.1)
0

where
TN (1) = VN(TN () - Ta(t), (5.2)

and
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where

R 1 t t
Mé\j&i(t) = ﬁ (P&g’i <Z/S7g7i/0 Sf(s)ds) — Z/S7g,i/0 Sf(s)ds) .

For the process EN (t), by the representation in (2.9), using the definitions of Eﬁ’o(t) and E;(t) in (4.8), we
obtain

L t t t—s
B = BY0) =2 B0 [ peiGu@) +x [ 180 =3x [ [ b
L t R R L )
+ Z / (Ve BN (s) —vEi BN (s))ds — Z (Eév)l’o(t) + Eévﬂ(t))
0=1,6#i"0 =1
+ ij4v,l(t) + Z (M]E\/,E,z(t) Mﬁz,é@)) ’ (5 5)
0=1,0£i

E}(0) t
. 1 <
N0/, .
E[,i (t) = 7]\]’ ];1 (1,,]2 Z<t1X?,k(ngl):i _A p[,i(S)GO(dS)> B (56)
R 1 Aé\r(t) t t—s B
EN(t) = ~ Lo, o<t L ()i N/\g/o (/O pgyi(u)G(du)) TN (s)ds | , (5.7)
Jj=1

and for £ # 1,

R 1 t t
Mgz’i(t) = ﬁ <PE7M (VELZ-/O Ef(s)ds) — VEygyi\/O Ef(s)ds) .

For the process IN(t), we obtain
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where EAZ’O(t) and E‘%(t) are defined in (5.6) and (5.7), respectively, and

R 1 t
N0y . _ ,
Ié,i (t) = ~ kz::l <1fg,e§tlyeo'k(42¢)=i /0 Qg,Z(S)Fo(dS)> , (5.9)
1 EN(0) / L
FNL0,24y L 0
1% (t) = i (Z Ly el +coestly ity omi — <I>¢)i(t)> , (5.10)
k= =1

t
N
1Xg(77j,é):el17—_;714"""7j,l+<j,2§t1YZJ;[(<J',2):7J - N)‘Z/O Dyt — )Yy (5)d3> , (5.11)

R 1 t t
MI]\.,[Z,i(t) = ﬁ <P[74,i (VMJ-/O If(s)ds) - 1/1,“/0 If(s)ds) . (5.12)

=1 =1
L t t R )
+ Z)\g/ Dy i(t — )Yy (s)ds + Z/ (VR,MRZ (s) —vR,ieR; (s)) ds
(=1 0 0770
L L
+y (J\Zrﬁ“(t) - Mﬁ{il(t)) +y (I}ffgo’l(t) + 1IN0 4 fjj@(t)) , (5.13)
=1 =1

where for £,i € L, and ¢ # 1,

R 1 t t
Mﬁé,i(t) = ﬁ (PR,gﬂ' (1/37571'/0 Rf(s)ds) — Z/R7g,i/() Rf(s)ds) . (5.14)

We establish the convergence of some key components in these representations in Lemmas 5.1, 5.2 and 5.6.
Lemma 5.1. Under Assumption 3.4,
TN N N N N . -
(M3, ME i, Mgy, M7y i, ME 5, £ € L0 F# 1)
= (Ma;, Mg, Ms,p3, Mri Mgy, 0,0 € L,0#4) in DEHEED s N — o0,

where the limits are as given in Theorem 3.5.

Proof. This follows from a standard martingale convergence argument, see, e.g., Theorem 1.4 in Chapter 7 of
[15]. The main step consists in proving that the quadratic variations converge (involving the convergence of
fluid-scaled processes). We omit the details for brevity. O

Lemma 5.2. Under Assumption 3.4,

AN,O #N,0,1 #N,0,2 , - A0 70,1 70,2 5 - , 312
(Ee,i N PF RN PP R A E) = (EM’ L7, 17 b e E) in D as N — oo,
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where the limits are as given in Theorem 3.5.

Proof. Since the proofs for the convergence of ( 0. 0¢ic E) and ( N0t i e E) follow from the same
argument, we only prove the convergence of (févio Y eie E) (Igyil,f,z € E) in DL°. Define fgi’o’l(t) by
replacing I}¥ (0) with N1y(0) in (5.9) for ¢,i € L.

Let us consider the convergence of INO ', Observe that the pairs ({k 1,Y0 k( )) and (Ck/ 1,Y0 ok ()) are
independent and have the same law. Thus its proof follows in a similar approach for empirical processes, see,
e.g., Theorem 14.3 in [6]. There are some differences due to the Markov process Y ok , which we highlight below.
So, we apply Theorem 13.5 in [6].

For each ¢t > 0 and « € R, we have

E [exp (zaffvlo 1(t))} =E Nﬁ exp ( W <1<k <tlyo k(g =1 /Ot qu(S)FO(dS)))

NI1(0)

II E [exp (Za\/lﬁ <1cg‘1§t1Yf*"‘(<2,1)=1 - /Ot q“(S)FO(dS))H

k=1
o2 . NI;(0)
(1 TN [ <162,1§t1y{"’°(<2,1)—1 _/0 Q1,1(5)F0(d5)) + O(N_1)>

NI (0)

- <1 — % /Ot q1.1(s)Fo(ds) <1 — /Ot q1,1(8)Fo(d8)> + O(N_l)>

N (‘fhm) / () Fo(ds) (- t 1) Fo(a)) ) = [exp (10221 0)]

2

Similarly, it can be also shown that for any 0 < s <t < r and a1, as € R,

Jim B [exp (iaq (107 () = IV (s)) + 02 (B0 0) - 1 ®)) )]
= E [exp (i1 (101(1) = 1771()) + 102 (101 () = 171 0)) )]
— exp <_ %%1_1(0) /: g1 (u) Fo(du) (1 - /St qu(u)FO(du))

_ %%fl(O) /tT q1,1(u)Fy(du) (1 — /tr qm(u)Fo(du))

~ anashy (0) / g1.1 (u) Fo(du) /t ' q171(u)Fo(du)>.

Thus, for the convergence of finite dimensional distributions, with ¢; < t5 < --- <t and oy, £ =1,...,k, we
can write 25:1 iagff\’fl’o’l(tg) using the increments INO (ty) — INO 1(t,_1), and carry out the calculations as
shown above.

Next, to prove tightness, we employ Theorem 13.5 and verify condition (13.14) in [6]. We show that for
r<s<tandfor N >1,

E (|1 (5) = B3 )| (0 = I (9)]] < C(6(s) = 0 (6(1) = 6(s) < C6(8) = 0(r))”
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for some constant C' and ¢(t) = fot ¢1,1(u) Fy(du) which is a nonnegative, nondecreasing and continuous function.
Recall that Fp is assumed to be continuous. This will enforce condition (13.14) in [6], which according to Theorem
13.5 implies tightness in D. Let

AL{C’S = 1,,,<<’(C),1§81Y10,k(<271):1 7\/7, qu(U)Fo(d’UJ),
and
t
k
Al&t = 13<<2~,1§t1Y10'k(4311):1 —/ ql,l(u)Fo(du).

Note that E[AIF ] = 0, E[AI¥,] =0,

BlALL ) = [ " 1.0 (w) Fo(du) (1 -/ S Q1,1(U)F0(du)> ,

and

BAL = [ R (-] t ()]

By direct calculations, following similar steps in the proof of (14.9) in [6], we obtain

_ 2, - 2
NI (0 NI (0

) )
E|| Y AL | D ALYl | = NLOE[AL)*(AL,)’]
k=1 k=1

+NL(0)(NL(0) - DE[(AL,)*|E[(AL ,)’]
+2NL(0)(N11(0) — 1)(E[AL AL,

NE(0) ? |NL(0) : . t
NZE || Y ArF| | Y Ak | <cC / q1.1(u) Fo(du) / q1.1(u) Fo(du) .
k=1 k=1 s s

Thus we have shown the convergence I fv 1’0’1 = f?ll in D.
For the joint convergence (f évj’o’l, li=1,... L)7 since the variables and processes associated with patch ¢
and patch ¢ are independent, it suffices to show the joint convergences (f évi’o’l, 1€ E) for different ¢’s separately.

For the joint convergence (1: é\;’o’l, 1€ E), we obtain tightness from that of each process as established above,
so it suffices to show the joint convergence of their finite dimensional distributions. Take £ = 1,4 = 1,2 as an
example. For 0 < t; < to and a1, a3 € R,

E [eXp <ia1]~1]\771’0’1(t1) + iagfféo’l(tg))}
NI, (0)

o1 h
= E{ kl;ll exp <Za1ﬁ(lcg.lqlli’f""(éﬁ,l)—l —/0 qlﬁl(s)Fo(ds)>

o1 "
+Zagﬁ(1C2Y1St2]_y10,k(42&):2 —/0 ql,g(S)Fo(dS))>:|
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1 b
_ (1 _ E[(al (e <n Lyooiey o —/ 01.1(5)Fo(ds))
, 1 0
NI,(0)

2N
to 2
+042(1<21§t211q“<<2 )=2 _/ ‘M(S)FO(dS))) ] +0(N_1)>
, 1 0

_ (1 _od " q1.1(s)Fo(ds) (1 —/Otl QI,I(S)FO(dS))

2N J,
a% 12 ta
_ ﬁ q1’2(S)FO(dS) (1 — / qug(S)Fo(dS)>
0 0
Qg t1 to . NI.(0)
+ qu(S)Fo(dS)/O q1,2(8)Fo(ds) + o(N ))

Faashi0) [ aaR@s) [ 12 Fo(d))

=K {exp (ialf?”ll(tl) + iazf?:;(t2)):| .
ffio’l,fﬁéo’l), and

This calculation can be extended to the computation of finite dimensional distributions of (
then that of (fé\]i’o’l, 1€ E). Therefore, we can conclude the joint convergence of (févi’o’l, 1€ E).
Next, to prove the convergence of fﬁ’o’l, it suffices to show that févi’o’l — févi’o’l = 0 in D for each ¢,i € L.

We consider the convergence fﬁ/ Rl INfY %! = 0in D. We have
sign(I17 (0) = NL(O) (1" (1) = I ()
1 I (0)VNI1(0) ¢
- > <1<211§t1ylo,k @t /O ql,l(s)FO(ds)>
k=IN (0)ANI, (0)
1 1N (0)VNT,(0) R ¢
1 eilyonig o~ O [ 0 Fo(as).

>

VN k=IN (0)ANT, (0)

(5.15)

It is clear that by Assumption 3.4,
t

E{(ff\fio’l(t) —ff\,[io’l(t)ﬂ :/O q1,1(s)Fo(ds) (1 -

as N — oo. To show that {f{ﬁo’l — f{\ﬁo’l}N is tight, by Assumption 3.4 and (5.15), it suffices to prove the
tightness of the first term on the right hand side of (5.15), which we denote as Ai\j’lo’l(t). By the Corollary of

/ Q1,1(8)F0(d5)> E[7Y(0) ~ L(0)]] 0

Theorem 7.4 in [6], it suffices to show that for all € > 0,

1
limsup sup ]P’( sup ’Aiv’lo’l(t +u) — Af[’lo’l(t)’ > e) —0, as J—0. (5.16)
N o<t<T 0 \o<u<s ’
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. N,0,1 .. . . .
Since A} (t + u) is increasing in u, we only need to consider

t+3
E[|AY (¢ +0) — A{Yiovl(t)|2} = E[|I}(0) — I, (0)[] /t q1,1(s)Fo(ds) < E[|IY(0) — 11 (0)[]6

whose lim sup  is equal to zero under Assumption 3.4, and thus we conclude that (5.16) holds. Therefore we have
shown valo ! I{Y{O’l — 0in D in probability, and conclude the joint convergence (Iévi’o’l7 Lie E) = (I,?’il7 INNS
E) in DL*. To prove that the limit processes (f g ’il,ﬁ,z' € £) are continuous when Fj is continuous, since they
are Gaussian, it suffices to show continuity in the quadratic mean [19], that is, for all ¢ > 0, lim,_,, E[’f?,’il (t) —
f?’il(s)}2] = 0. This is easily checked from the continuity of the covariance functions.

We next focus on the processes (fgi’o’Q,K,i € L). Define jzgi’o’z(t) by replacing E}Y (0) with NE,(0) in the

~ ~ ~ 2

expression of I%’O’Q(t) in (5.10). We first prove the joint convergence (I%’O’Q,E,i € ﬁ) = (Igf,ﬂ,i € E) in DY
as N — oo. We again apply Theorem 13.5 in [6]. By direct calculations, we obtain for ¢ > 0,

2

E [exp (1007°%(1)) | 222 E [exp (iaff2 ()] = exp ( - S E0)2),()(1 - <1>5?,i<t>>)

and for t/ <t <’ and a1, as € R,
E [exp (ial (fﬁ.’o’?(t) A )) + i (I%O 2(¢") — fgﬁ:“(t)))]
Noo g [exp (ial (igf(t) - fgf(t’)) + iy (12;2(75'/) - fz’f(t))ﬂ

= exp ( = SLE0)(@, () — @0,(¢)) [1 - (@0,(8) - 89,(#)]

a3 -
sz(O)(@?,i(t”) — @), (1)) [1 = (D7,(t") — ®F,;(t))]
— a1z B (0)(®Y (") — @7 ;(1))(97,(1') — @g,i(t’))> :

Hence, we can establish the convergence of finite dimensional distributions of %’0’2 similarly as that of I 1N iO’l (t)
above. For tightness, we obtain for ¢’ <t < ¢ and for N > 1,

B[R0 — 5020 P[00 - 502 0] < Co) — o) (6() - 6(1)) < Cole") — (1))’

where ¢(t) fo Ze, 1pee( fo qe ; (V) F(dv|u)Go(du). Note that since Gy is continuous, this function ¢(¢)

N02:>102

is a nonnegative, nondecreasing and contlnuous function. This proves the convergence of 1, in D as

N — oo.
. . FN.,0,2 FN.0,2 .. o s
For the joint convergence of I, i’O’ and I, ’19’ , we can follow a similar argument as the joint convergence

( INOY =1, ) above. Thus we have shown the joint convergence ( IN92 ¢ e E) (f?’f,é,i € E) in

DL To conclude ( 02 NS E) (IO 2 li€ E) in D* , it remains to show that Iﬁ.OQ — fgi,o,z —0in D
in probability for each £,i € L. We have

E[(15°2() = I ®)°] = 90,01 - @0 (0)E[|EY (0) = Ee(0)]] 50 as N — o0,
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under Assumption 3.4. To prove tightness of {fﬁ’o’2 — févi’o’Z

} v Observing that
sign( B (0) — NE¢(0)) (1, "%(t) = I,7"%(t))
1 EN(O)VNE(0) L

_ N 0
- UN > > Lo ymerLng prenesely ey =i = |E2(0)]@7,(1)
k=EN (0)AN E¢(0) £=1

it suffices, applying the Corollary of Theorem 7.4 in [6] to the first term, denoted by Aé\;?og(t), to show that

1
limsup sup ]P’( sup |Aévl-’0’2(t +u) — Aévl?072(t)’ > e) —0, as J—0. (5.17)
N = 0<t<T 0 0<u<sé ’ ’

Since it is increasing in ¢, we consider for ¢ > 0,
E[| A2 (4 6) — AN (0] = E[|BY (0) — B 0)[](9),(t + 6) — 9,(1)).

The limsupy of the above is equal to zero by Assumption 3.4, so it is clear that (5.17) holds. Thus we have
shown (7" 0,i € £) = (I)7¢,i € £) in D",

For the joint convergence of (Eﬁ’o, fétfi’o’l, I}Z’OQ, lie E), by the independence of the variables associated
with I (0) and E}(0), it suffices to show the joint convergence of (Eé\;’o, IAQ;’OQ, (,i € L). We define EN’gi’O(t)
by replacing EV(0) with NE(0) in the expression of Egi’o(t) in (5.6). Similar to the proof above, we have
EAZ’O — Eé?’i’o — 0 in D in probability. It then suffices to show the joint convergence of (Egi’o, jgi,o,z, li € E)
and moreover, since they are tight individually, it suffices to show the convergence of their joint finite dimensional
distributions. Note that Eﬁ’o(t) and fév,”zog(t’) are independent for ¢ # ¢'. We calculate that for o, o’ € R and
t,t' >0,

N—o00

lim E [exp (iaEéﬁ’O(t) + ialfx’,og(t’))] =E [exp (iaEgi(t) + ia'fz’f,(t'))}
2

a2 _ t t o 2
~ exp ( SE0) [ pri(160(s) (1= [ ps91aGal)) - DL E002 ()0 - 2,0)

~aaEi(0)( | peaw) / T g () Hodu dv) - / t pe,xs)Go(ds)@%,i/(t'))) |

This can be extended easily to finite dimensional distributions of (Eévi’o (t1), s B0 (), I 02 (1),
...,févi’,o’Q (ty), £,i € E) for t1 < t9 < --- <tg, k > 1. This requires calculations of the covariances of the cross

terms for the increments of Eévi’o(t) and févi,/o,z (t). For instance, we have for o,/ € R and 1 < ta,

A}i_{noo E [exp (ial (Eﬁ’o(tg) - Egi’o(tl)) + (fﬁ-’,o’z (t2) — fa’,O’Q(tl)))}

—F [exp (ial (E9,(t2) — E9,(t1)) +daz (102 (ts) - igﬁ(m))]

= exp ( %%Ee(o) /tz pei(5)dGo(s) <1 - /t2 Pe,i(s)dGo(S))

t1 t1

— S E(0)(90 51 (t2) — 295 (t1)) [1 = (@7 1 (t2) — ©F ;1 (11))]
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— a1a2E4(0)</t2 pe,i(u) /tz—u qi,i (v)Ho(du, dv) — /152 pe,i(u)Go(du) (@22-/ (t2) — @271-, (tl)))>

t1 tl —u tl

Therefore we have shown the joint convergence of (EA’%’O, I %’0’2, li € E). Finally for the continuity of the limit
processes, it suffices to show the continuity in the quadratic mean [19], which follows from the continuity of the
covariance functions. This completes the proof of the lemma. O

For the next lemma on the moment estimates, we shall need the following technical result.

Lemma 5.3. In the two casesy € [0,1) and Ze# kie = 0, there exists a constant C such that for any0 <t < T,
1<i<L,

T < 0 (187 @1+ Y @)1+ 1701+ 1RY @) + 3 mal i 1) (518)
£

Proof. We consider again the map v : [0,1]* x [0, ] — Ry:

) B s(i +u)
Vs ednu) =
We have
0<1//(sez’ru):((1_7)s+e+i+r)(i+u)< Ll
S ¥l 6nT, (s+etitr)tr T (stetitr)’
, s(i 4 u) 1+&
0> (s, e,0,mu) = — . Z- - ’
_’(/)6(8617’“) Py(s_i_e_’_l_’_?a)l-‘r’y_ (3_|_e—|—7,—|—’r)7
, , s(s+e+i+r)—ys(i+u) / , 1+&
Y;i(s,e, 1,1, u) GGtetitrit o i(s e iyru)| < (s+e+i+r)’
0>l (s,e,i,ru) =— s(z—!—u) > — 1+<ﬁ )
(s+e+itr)ty (stetitr)
ng;(&e?iurau):;Sl'

(s+e+i+r)y

Moreover, if we define for 0 < a <1, g(a) = YP(s+a(s’' —s),e+ale' —e),i+a(i’ —i),r+alr’' —r),u+a(v' —u)),
we have

1
Ul )~ b, = [ g'(ada
0
1
( Pl(s+a(s — s), e—i—a(e’—e),z’—l—a(i'—i),r—l—a(r'—r),u—&—a(u’—u))da) [s" — 3]
+

P(s+a(s —s),et+ale —e)i+a(i’ —i),r+alr —r),u+alu —u))da> [ — €]

1

+

I~~~ o—
o— — >—

Pi(s+a(s —s),e+ale' —e),i+a(i’ —i),r+alr —r),u+alu — u))da> [i —1]

Pl(s+a(s —s),et+ale —e)i+ali’ —i),r+alr —r),u+alu — u))da) [r" — 7]
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1
# ([ v+ als = shet ale’ = it aly ~ )r+ ale’ =), ut alu’ = w)da) ' ]
0
We have

T (1) = ¢(§fv(t)aEfv(t)jfv(t%}_zfv(t),Zfﬁiefév(t)>’ Ti(t) = lb(Si(t),Ei(t)ji(t),Ri(t),wafe(t)) :

Suppose first that v < 1. Clearly, the result will follow from the last formulas, if we prove that there exists
C > 0 such that for all t € [0,T], N > 1,

/1((1 —a)S;(t) +aSN(t) + (1 —a)Ei(t) + aEN(t) + (1 —a)L;(t) + alN (t) + (1 — a)R;(t) + aRN (t))da < C.
0

We have

i(t) +aBY (1) + (1 - ) [;(t) + al (t)

i(t) +aSN (1) + (1 - a)

s—
iR
—~
—
i
|
S
S~—
I

< (50 + i)+ 1) + Ra() ™ [ 22
o a
(i) + B + L) + R() " _ O
1—7 ~1-7’

for any 0 <t < T, where we have used Lemma 4.10 for the last inequality.
It is easy to check that in the case where the variable u disappear from the above formulas, the derivatives
of 1 are bounded on [0, 1]3, and the result holds in the case v = 1 as well. O

We will now prove the following estimate.

Lemma 5.4. For eachi € L,

supE[ sup ’va(t)ﬂ < 0. (5.19)
N Ltefo,1]

Proof. We first show that for each i € L,

sup sup E [|T{V(t)|2} < 0. (5.20)
N t€[0,T]

We shall use (5.18). In the representations of SN (t), EN(t), IN(t) and RN (t) in (5.4), (5.5), (5.8) and (5.13),
respectively, the following hold: there exists a constant C' > 0 such that for each i,¢ € L,

supE[|Z|°] < €, for Zy = 8N(0), EN(0), 1N (0), RN (0),
N

T
sup sup E[(Mivz(t))z] < )\i/ sup YV (s)ds < \i&; T,
N tefo,T) ’ 0o N
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sup s[up]E[(Z(t»?] < CugT, for Z(t) = MY, ,(t), ME, ,(t), MP; ,(t), MR, ,(t), (5.21)
telo, T

with the corresponding vz = vs; ¢, VE,i0, VI,i¢, VR,i,¢- Moreover, it is easy to check that

sup sup E[(Z())*] <C, for Z(t) = B (1), 1N (t), 12 (1),

N tel0,T]
sup sup E[(Eh( ))2] < MR¢T sup sup E[(I“( ))2] < MR(T .
N t€[0,T] N te€[0,T]

Thus, by taking squares of the processes SN (t), EN(t), IN(t) and RN (t) in (5.4), (5.5), (5.8) and (5.13), we
can apply Cauchy-Schwartz inequality and Gronwall’s inequality to conclude that

sup sup E [yz ) } <oo, for Z(t)=8N@), EN@),IN(#), RN (1), i€ L, (5.22)
N t€[0,T]

and thus (5.20) follows from (5.18).
We next prove (5.19). By (5.21) and Doob’s inequality, we obtain the martingale terms satisfy

Sup]E|: sup (Z(t))2:| < 00, for Z(t) = Mz{iv,z(t)a Mgi,é(t)v Mgi,é(t)a MIN,i,Z(t)v Ml]%\ii,é(t)a Z',Z €L (523)
N t€[0,T]

Then, by the expression of SN (t) in (5.4), the bounds in (5.18) and (5.22), we easily obtain that the property
in (5.19) holds for SN (¢). Indeed, we note in particular that

2

E| sup Ai/ (s dS+Z/{VseZSe()—VSMS (s)}ds

t€(0,T) 0 P

T

T
< T [ BTN (P + AL T [ 08 BOSY (6P + v BOSY (5) s,

0£i 0

hence (5. 22) and (5.20), which we have already established, allow us to bound this expectation.

For EN(t), given the bounds in (5.18), (5.22) and (5.23), it suffices to show that the property in (5.19) holds
for Eﬁo( ) and EA'éVZ(t) Similarly, for IN(t), it suffices to show that the property in (5.19) holds for fﬁfi’o’l(t),
fgi’o’z (t) and feNl (t). We will first treat the processes associated with the initial quantities EZ’O(t), fﬁ’o’l(t) and
fN’O’2( t). The processes E‘N’O( t), fgi’o’l(t) can be treated in the same way, so we will only prove fgi’o’l(t).

Recall the expression of IN %1(t) in (5.9). Also recall the process IN %1(t) by defined in the proof of Lemma 5.2,
that is, replacing I¥ (0) in (5.9) with NT,(0), so that IN 01ty = IJ?ZO L) + (fé?;’o’l(t) - fé’v’i’o’l(t)). The process
fN % 1( t) is driven by the sequence of two dimensional r.v.’s (Ck o YO k(gk 2)), k> 1. We add a sequence of i.i.d.
r.v. ’s, globally independent of the above sequence Ug, k> 1, Wthh all have the uniform distribution on the

interval [T, T + 1]. We define a sequence of r.v.’s Ck 0+ k> 1, as follows (noting that Ck ¢ depends on ¢, which we
omit for brevity)

. k .
52@ _ CIS,Z? if Yég k(@?,e) =1
Clo+ Uk if Y, (CIS,@) Fi.
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We have that for all ¢ € [0, 77,

Lo <elyoro i =15 <t

and
t
E[lfgylgt] :/0 qei(s)Fo(ds).
By writing
1 NI (0)
— AR . |
w0 \/W ,; 1<~ Ellg <))

we apply the Dvoretsky-Kiefer-Wolfowitz inequality (with Massart’s optimal constant [27]) and obtain

——E| sup (fﬁ’o’l(t))z} §2/ e *dy = 1.
L(0)  Lo<tzr " © 0

On the other hand,

NI, (0)vIN (0)

N - 1
L) = I () = N > (Lo < —E[1z, <)),

k= NIg(O)AIN( )+1
sup 15! () = I (0] < VNIT(O) ~ I O = I¥ 0)]

hence from Assumption 3.4,

supE | sup (INO L) — févi’o’l(t))Q < 00.
N >0 " ’

Combining the above, we have shown that the property in (5.19) holds for fﬁfi’o’l(t).

For the process fN’O’Q(t) we can extend the approach above as follows. Define fN’O’Q( t) by replacing E2¥ (0)
with NE,(0) in the definition of ;"% (t) in (5.10). Write I,;"%(t) = i;V;O»?( )+ 1, o0 2(t) — I,7"(t). For fixed
¢,¢', we have a sequence of i.i.d. random vectors (1], X} k(nk )5Skt Yor (- 0)) >, - We also add a sequence
of i.i.d. r.v.’s globally independent of the previous sequence, Uy, k > 1, uniformly distributed on [T, T'+ 1]. Define

o M+ Cne it XM, = and Y (Cke) =1,
k0 — . — .
” Mt e+ Us, i XPF0R ) A, or Y M pe) £

(Note that C}?, ¢ depends on 4, which we omit for brevity). Then we have

1Xg’k(772,£):€’1772,4+C—k,2StlYZTk’z((_kl):i = 1@,2112,957
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and

Elly o] - /O e () /0 T g (0) Ho(du, ).

k[@’

Note that ® ;(¢) is the sum of the right hand side of the above equation over ¢’ € L, as given in (3.7). Then we
can write

NE,(0)

L
N02 N02
Ié,z = Z (1§21L2,§t - [ ckzz, }) ZIE 0

1
VN k=1 &= =1

—

where

COTISE S SRR )

We can apply the Dvoretsky-Kiefer-Wolfowitz inequality to obtain the desired estimate for Ié\i,,o ,2( t) for each

fixed ¢, ¢, that is,

Hence,

IE[ sup (17 (t ))2} < 2LE,(0).
0<t<T

The difference févi’O’Z(t) - f%’og(t) is again easy to treat. So we obtain the estimate for févi’o’Z(t).
We next consider the processes associated with the newly infected individuals EAéVZ(t) and 1 (). Recall the
expression of Eévz(t) and févl(t) in (5.7) and (5.11), respectively. Recall the expressions in (2.11) using the

PRM Q¢(ds, du, dy,df) and (2.12) using the PRM C?g(ds, du, dy, dz, dd, d). Also recall that @, and Q are the
corresponding compensated PRMs. Thus we can write

BN(t) = % /O t /0 h /0 o /{ | Tosncry Qs o, d0), (5.24)
and
t—s t—s—u
IZZ \F/ / / / // Lo, v (s )Qg(ds da, du, dv, dd, dv). (5.25)
Define

~ 1 t [e%e] t—s o
Bo-—= [ [ ] Lecar o @i(ds. da s d0), (5.26)
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and

B 1 i o] t—s t—s—u .
Igﬁ(t):ﬁ/o/o /0 /O /E/i}1a§,\[NTZ(S)QZ(ds,da,du,dv,d&,dﬂ), (5.27)

where T,(t) is given in (3.22) and is deterministic. It is not hard to check that Eé\fi(t) (resp. I}Nl(t)) is a martingale

w.r.t. the filtration 7 (resp. F}), where FF is generated by the restriction of @ to the set of (s, a,u,#) which
are such that s +u < t, and F/ is generated by the restriction of @) to the set of (s,a,u,v,0,9) which are such
that s + u + v < t. Those martingales have the quadratic variations

(EN)(t) = X /0 /0 B qei (W) F(du)Ye(s)ds, (IP)(t) = A /0 Dy i(t — 5)Ty(s)ds. (5.28)

Then by Doob’s inequality, we obtain

T T—s
sup]E{ sup (Eévl(t))z} < sup4E[(EéYi(T))2] = 4/\g/ / qe.i(u)F(du)Yy(s)ds < oo,
N lo<t<T N o Jo

T

supE[ sup (I}NZ(t))Q] < s%pzlE[(féYi(T))Q] :4/\5/ Dy i(T — 8)Ty(s)ds < o0.

N 0<t<T 0

We next show that

R . 2 R N 2
supE [ sup ‘Eévl(t) — Eévl(t)’ ] < oo, supE [ sup ’Iéﬁ(t) — IéNZ(t)‘ } < 00. (5.29)
N lo<e<T N lo<i<r

Let us establish the first estimate in (5.29). The second can be obtained by the exact same argument. We will
use below the identity

1a§)\ng{V(s*) - 10S)\[NT[(S) da = Ae’TéV(S_)‘ °

V /Oo
N 0
VV\/e ha\/e

and

T
Loca,r¥ (s-) = La<a,NTo(s)| Qelds, da, du,d9)+/0 A X7 ()|t

T
1a§)\é—ré\l(s—) - ]'USAZNTZ(S) Qz(ds,da, du,d@) + QA )\E|Tév(t)|dt

T T
E[ sup ‘Eﬁ(t)—égi(t)ﬂ <2n BTV - Tl sn [ BTN 0P at
0<t<T 0 0
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hence the first part of (5.29), thanks to (5.20). Plugging the above estimates in (5.4), (5.5), (5.8) and (5.13),
using (5.18) and Gronwall’s Lemma we finally establish (5.19). O

In the next Lemma, we shall need the following well-known result on integrals with respect to a PRM, which
follows rather easily from Theorem VI.2.9 in [11].

Lemma 5.5. Let QQ be a PRM on some measurable space (E,E), with mean measure v, and @ the associated
compensated measure. Let f : E + C be measurable and such that el — 1 — f is v integrable. Then

E {exp ( /E f(x)@(dx))] — exp ( /E [ — 1~ j()] V(dx)) .

We are now ready to prove the convergence of the components associated with the newly exposed individuals.

Lemma 5.6. Under Assumption 3.4,
(ENLIN, tie L) = (Bugds i€ L) in D as N — oo, (5.30)

where the limits are as given in Theorem 3.5.

Proof. Recall the processes Eé\’l and fé\’z defined in (5.26) and (5.27) using the compensated PRMs @, and @g,
respectively. Each of these processes being a martingale, they are easily shown to be tight. We now establish their
joint final dimensional convergence. By their definitions of the two PRMs, we can regard Q (resp. Q,) as the
image of Q; (resp. Q) by the projection II from R% x £ onto R x £, defined by II(s, a,u, v,0,9) = (s,a,u, ).
In other words, we can write, together with (5.26),

~ 1 t o t—s e} .
BN(1) = 7/ / / / / /1 2 0,(ds, da, du, dv, 46, dv).
24 (t) Vol o J e a< N, () @e( )

Consequently, for any ag, ay, oy, o € R, and for each £,i,i' € £ and ¢,¢' > 0,

aEEez( +a1[€l()+aEE€Z( )+a11“( )

/M/ /M_S/ //fNSﬂuv9§)+f1v(sauv@ﬁ)]Qz(dsdadudvdedﬁ)

where
1
In(s,a,u,0,0,9) = ﬁlugxﬂvn(s)l[o,t](S)l[o,t—s} (u) (aplo=i + ol s—s—y(v)1o=ir) ,
1
fan(s a,u,0,0,9) = ﬁlagwmwl[mt/](8)1[o,t'—s] (u) (aplo=i + af1jo,pr—s—u)(v)Lo=ir) -

By Lemma 5.5, we have

E {exp {iaEEéYi(t) + iajfgi,(t) + ia};EéYi(t’) + ia}fé}’i,(t')”

tvt' oo ptVt' —s  poo . ,
cen ([ LT et ) oo
0 0 0 0 L£LJL

dsdaH (du, dv)u* (u, d0)ug (v, d19)>
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—exp</tw/ // [ (=3t + 25+ v ) (5.0.0.0,0)

dsdaH (du, dv)u* (u, d0)ug (v, dz9)>

A% exp ( /0 /\eTe(S){a% / }5“( )G(du) + Py (t — 5)

t—s—u
+2aEa1/ / pei(w)g (V) H (du,dv)}ds

—*/ AVt { w)° /o pe,z( )G(du) + (o)) * @y i (' — 5)

+ 2O‘EOZI / / Pe, z Qz i ( ) (du7 d’U) }ds

At AL —s
_/ VAVIE ){an/E/ pe.i(w)G(du) + ara;®p o (E AL — )
0
tAt — ' —s—u
+aEa1/ / pe,i(u)gs,i (v)H(du, dv)

AL — ¢ t—s—u
+a1aE/ / pei(w)go (v)H (du,dv)}ds)

=K [exp {iaEEA'gyi(t) + ioqu’i/ (t) + ia’EEA’g’i(t’) + ia}f&i’ (t/)}] :

Would we consider more distinct times, we would clearly deduce that the whole vector converges to a Gaussian
random vector. The only point which requests a detailed computation is the determination of the covariances,
which can be deduced from the above formula, and obvious similar formulas. In particular, it is easily seen
for ¢ # ¢, that the covariance of E@)i(t) and (E@zﬂv (", f[')iﬂ (t")) is zero. Similarly, for ¢’ # 4, the covariances
of Eyi(t) and Ey i (t'), of Ip;(t) and Iy (') are zero. (This is a difference with the covariances of E?yi(t) and
Egi, (t'), of fgv’il (t) and fz’il/ (), of fg’f(t) and fz’f,(t’) for ¢’ # i, see the calculations in Lemma 5.2 and the
formulas in the statement of Theorem 3.5. The zero covariance of Ey;(t) and Ey i (t'), of Ip;(t) and Ipq (1),
follows from the Poisson random measure construction of E%(t) and I, éYi(t), while the processes Egi’o ), 1 2;’0’1 (t)
and T g;o’z(t) have a different structure). The formulas for the covariances of the pair (£, I) in the statement of
Theorem 3.5 are easy to deduce from the above computation.

It then remains to show that, for each £,i € £, as N — oo, EA‘QZVZ(t) — Eévz(t) — 0 and f%(t) - févl(t) —0in
probability, locally uniformly in ¢.

We focus on the process Ejvl - E,fvl It is clear that

(Eévl(t) - Egi(t))Q] = /\gE/ /0 B qg,i(u)F(du)ﬂév(s) - Tg(s)’ds =0 as N — oo,
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where the convergence holds by Lemma 4.11 and the dominated convergence theorem. We next show that the
sequence {Eévl - EéVI}N is tight. Observe that

. )\gN(TN S)VT@(S _ .
EN(t) - BNt // / /swwy ) — T4(5))Qu(ds, da, du, d6)
' ’ \/» AeN(TV (s)AT 1 (s)) {i}

*Az/ /tsth F(du) Y (s)ds.

We can decompose sign(T7 (s) — To(s)) = 138 (5)=Ty(s)>0 — 11 (5) =T, (s)<0> and write TV (s) = (TN (s) v 0) -
(=TN(s)) V0, hence each of the terms on the right of the last identity can be expressed as a difference of two
functions which are nondecreasing in ¢. It is also clear that tightness of these processes will be implied by the
tightness of the following processes:

¥ / /Azzv(w(s)m(s)) / )
= Q¢(ds,da,du, dd),
VN AN(TY (5)ATe(s)) Jo J{i}

—Ae/ /t SQu F(du)| T} (s)]ds.

Since these two processes are nondecreasing in ¢, by the Corollary on page 83 in [6], it suffices to show that for
any € > 0, and ¢t = 1,2,

lim sup E]P’ (2Nt +6)—EN(t)>€) =0 as §—0. (5.31)
N —oc0 0
For the process =V (t), we have
E[[2N(+0) =N 0[]

AeN(TY (s)VTe(s)) pt+o—s )
[( / / / Q(ds, da, du, df)
)\ZN(TN S)ATz(S)) 0 {7,}
1 A NIV (5)VTe(s)) ptt+é—s ) )
* 7/ / / Q(ds, da, du,d9)> }
VN Jo Y(AT(s) Ji—s {i}
XeN(TY (s)VYe(s)) pt+d—s } 9
=% [ / / / Qe(ds, da, du,d&)) }
(S)ATe(é)) (i}
1/ (S)\/Tf S)) t+d—s 2
+2E{< / / / Qe (ds,da,du d@)) }
AeN(YY ()ATe(s)) it
ANN(YY (s)VTe(s)) pto—s p )
- 4]EK / / / Q,(ds, da, du,d9)> }
ZN(TN(s)/\Te(S)) 0 {i}

t+0—s . 2
o | (3 [0 wo <du>|w<s>|ds)

1 /N(TZ (s )\/Tz(s)) t+d—s . 2
+4]E{</ / Qg(ds,da,du,dﬁ)) }
\/N 0 ﬁN(TN(S)/\T[(S)) t—s {i}

f\aw
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t t4+d—s 2
AR (A@ /O /ti qm(u)F(du)ﬁé\’(sﬂds)

t+0 pt+o—s
< 4)\2/ ' / ' qe,i(w)F(Au)E [| Y7 (s) — Te(s)]] ds + 4A76°E [ sup |Yév(s)’2]

s€[0,T)

t+o—s
—|-4>\1g/ /t (IZZ ’LL)E HT?I(S) — Tz(S)H ds

t+d—s 2
+4E (Af / /t " qe.i(u (du)|'i'év(s)|ds> : (5.32)

It is clear that E [| Y7 (s) — T¢(s)|] — 0as N — oo by the convergence T{' = T, and the dominated convergence
theorem. Thus, the first and third terms converge to zero as N — oo. Thanks to (5.19), §~! times the second
term converges to zero as § — 0, which is exactly what we wish. Thus, in order to prove (5.31) for ZV (), it
suffices to show that

2
t+d—s
glmhmsup IE (AZ// qei(u (du)|TéV(s)|ds> =0. (5.33)
¢

-0 Nooo

The expectation is bounded by

t+d6—s 2
E[ sup |Te } (z\g/ / qe,i(u (du)d)
0<s<T

Hence we obtain (5.33) by the same argument as in (4.22), and the bound in Lemma 5.4.

For the process =2 (¢), we have

) t+8 pt+6—s . 2
E[[2(t+8) -2 0] < 2E <>\e /t /O ge.i(w)F (du)| 17" (S>|d8>

t t+d—s 2
+2E </\e /0 /t, qe,i(u)F<du)|?éV(s>lds>

t t+0—s 2
<ax3s? sup E[|TY(9)]"] + 48 (Ag / / qm(u)F(du)ﬁé\’(s)‘ds)
0 t—s

s€[0,T]

The argument for these two terms follow from that for the second and fourth terms above for = ().

We next prove that as N — oo, févz (t) — I:évz (t) — 0 in probability, locally uniformly in ¢ for each ¢,i € L. It
follows a similar argument so we only highlight differences below. It is clear that

E[1)%(t) — I}:(t)] =0,

t
E[(fé,vi(t)—fé,vi(t))Q]:A / Dy i(t—8)|T)(s) = Te(s)|ds >0 as N — oo,
0



396 G. PANG AND E. PARDOUX

where the convergence holds by Theorem 3.2 and the dominated convergence theorem. To show that the sequence
{Ié}’i - Ié}’i} is tight, we write

I@z( ) Iﬁl(

t—s
\F/ / / / //{} Lo, v (s=) = La<aNTo(s) )Qz(ds da, du,dv,dd, dv),

—)\z/ @g’z(t—s)Te (s)ds,

0

and observe that it suffices to prove tightness of the following processes

)\[N S)\/T[ S))
vy / / / / / Q(ds, da, du, dv, 6, dv
! f XN (TN (s)ATe(s)) {i} ‘ )

V(1) = / Dot — )| TV ()] ds.
0
By the monotone property of these two processes in ¢, we then show that for any € > 0, and ¢ = 1,2,

lim sup %]P’ (|ZN(t+6)—ZN ()| >€) =0 as & —0. (5.34)

N —oc0

Similar to the derivation in (5.32), we obtain

) t+6 -
E [yI{V(t+5)—I{V(t)| } §4/\Z/ Ppi(t+6—s)E[[X)(s) — Tol(s)|] ds

+4X\25°E | sup |Yév(s)|2

s€[0,T]

<>\g/0t((1)g7i(t+5s) Dyt —5)) [T ( )|ds>

+ 4)\g/o (@g,i(t +6—5)— Dt — s))E HTév(s) — Tg(s)H ds

2

IR (5.35)

The first and third terms converge to zero as N — oo by the convergence E HT@V (s) — Tu(s) H — 0 and applying
the dominated convergence theorem. For the last term in (5.35), we have

E

(Az /Ot (Pei(t+0 — s) — Py i(t — 5)) |Tév(3)|d3) 21

t t+6—s L t+6—s—u R 2
<2E ()\g/o (/0 Zpg o () /t_ ) qg/i(v)H(du,dv)> ‘Tf(s)’ds)

=1

+2E (Ae/l (/Hé g/f o im e (u)qeri( (du’dv)> ’Tév(s)|d5>2

=1

<2E L:E?T] |va(5)|2} (Ae /Ot (/0”5‘5 EL: peer () /ti:s_u qw(v)H(dde)) ds) 2

=1
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+ Q]ELGSEPT] T (s ’2] ( / (/t““; @ /Ot—s—“ Zi:pz,e' (U)%(U)H(d%dﬂ)> d5>2

46— 2
gzlE{ sup [TV (s) }(A@// F(t+6 — 5 — ulu) — (t—s—u|u))G(du)ds>

s€[0,T]
2

+2]E{ sup [TV (s y] (Ag /O (G(t+6—s) — G(t—s))ds) . (5.36)

s€[0,T]

Then the first term is treated with the same argument as in (4.25) while the second as in (4.22).
We then consider

) t+5 X 2
E[yzgv(tm)—z;v(t)y ] <2E ()\g/t (bg’i(t+5—s)”fév(s)|ds>

+2E (Ag/o (‘IDM(IHL(FS)<I>g7¢(ts))|'fév(s)|ds> ]

Here the first term is bounded by

2
t+9
QE[ sup |Tév(s)ﬂ ()\g/ Opi(t+0— s)ds) < 2M\25°E
t

s€[0,T]

sup |'Afév(s)|2]

s€[0,T]
and the second term is treated as above in (5.36). This completes the proof of (5.34), and thus IAZN7 (t)— féyi(t) =0
in probability, locally uniformly in ¢. This completes the proof. O

Completing the proof of Theorem 3.5. Let SN (t), E (t),IZN t ,Rfv( ) be defined as in (5.4), (5.5), (5.8)
and (5.13) correspondingly with SN (0) = SN(0), EN(0) = ZN(O), N(0) = IN(0) and TN(t) being replaced by
YN (t) defined by

N (1) = $o(Si(t), Tit), Ralt), Y waeLe(0)ST (1) + e (Si(0), Li(t), Ri(t), Y mae Lo (£) BN (2)

£33 (#£i
+wl(52( ZKMIZ +wr(§ ( j R ZHMIE
£ 0#£1
+wu(§1( I ZHMI/ Z’izﬁ]—[
£ LF£i

and the other components remain unchanged. Then by Lemma A.1 below (with m = L), and by the convergence
results in Lemmas 5.1, 5.2 and 5.6, we obtain that (SN EN.IN RN i€L)= (S, EN,I;,R;,;i€ L) in D3 Tt

i 247

remains to show that (SZN SN EN — EN IN — [N RN — RN i€ L) = 0. We have
~ ~ t A ~
SN ()~ 5N (W) = A / (TN (s) = TV (s))ds
0

.S / (.04 () = S ()) = v, (S () = S (),

(=10
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E{V(t)—E{V(t):Ai/O(YfV( —TN(s dszAg// pei(w)G(du)(TY (s) — TN (s))ds

.S / (sl B (5) — B () = v (BN () — BN ())ds

0=1,0%i

ZAZ// pea(w)G(du) (T () - T (s))ds

040
Ny _ BNy - ! _
Y@ - R0 = [ @it — (X () - T (o)
=1 70
L t
b Y [ neBY ) - BY () - vmaa B (s) - B (s))ds
0=1,62i"0

Let

Simﬂarly for 'll)é\,]a(t)7 W}’a(t)a l/fi\fa(t) and wi\fa(t) Also write d)e,O(t)vwi,O(t)vd)r,O(t)vwu,O(t)7wu,0(t) when a =0
(noting that they no longer depend on N in this case). We then have

™ -1V
= VN (05N (0, B (0. 1 (0. BY (1), 3 mae (1) = (5,0 B0 Tit), Re(0), 3 ralo(0))) = T (1)
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We can use the bounds in the proof of Lemma 5.3 to show that limsupy suptE 0,77 fo No(t)da < oo and the
same holds for o2, (t), ¥, (t), ¥, (t) and [, (t). It is also clear that fo (t)da — wso( ) —=0as N —

i,a r,a
00, uniformly in ¢, and similarly for the others. In addition, similarly as Lemma 5.3, we can also show that

SUp v Supyefo, 7] E “gf\[ (t)ﬂ < oo and the same for EN (t), IN(t) and R (t). Then by Gronwall’s inequality, we
conclude that (glN - SN fiN — 1IN, Efv — RN,i € £) = 0. This completes the proof of the theorem. O

6. CONCLUDING REMARKS

We have extended the approach in [30] to study multi-patch SEIR models with Markov migrations among
patches. In this generalization we have introduced a new formulation for the infection process, and further
developed the methodology to tackle the challenges arising from that and the migration processes. However
we have assumed a constant infectivity rate for each individual. In [16, 29], in a model with homogeneous
population, each individual is associated with a random infectivity function, for which FLLNs and FCLTs have
been established. It would be interesting to study multi-patch models with varying infectivity. In addition, with
an infection age dependent infectivity, FLLNs and PDEs have been established for the one-patch models in
[31]. PDEs for the multi-patch models with an infection age dependent infectivity can be also derived. Control
strategies such vaccination and isolation have been developed for epidemic models [1, 7, 20, 39]. For multi-patch
models, one may also consider control strategies restricting migrations in different patches.

Acknowledgements. The authors want to thank the anonymous reviewers for their helpful comments that have led to
substantial improvements in the paper. G. Pang was supported in part by the US National Science Foundation grants
DMS-1715875 and DMS-2108683/2216765 and Army Research Office grant W911NF-17-1-0019.

APPENDIX A.

We define a 4m-dimensional integral mapping F: given a;,b;,c;,d;, @i, Vi, i, x;i € D, some constants
o, Bi, i, ki > 0 and functions Fy;, Gy, for £,i =1,...,m, let x;,y;, z;, w; be the solutions to the following
integral mapping:

zi(t) = z;(0) + ¢i(t) — /0 (ai(s)zi(s) + bi(s)yi(s) + ci(s)zi(s) + di(s)wi(s))ds

+ 5_%#/0 (agime(s) — aiexi(s))ds,
yi(t) = yi(0) + ¢i(t) + /O (ai(s)zi(s) + bi(s)yi(s) + ci(s)zi(s) + di(s)w;i(s))ds

—Z/&Nﬂmwm@MMM@HMM@MMM®W

0

m

t
+ Z /0 (Beiye(s) — Bieyi(s))ds,

0=1,0#i

zi(t) = 2:(0) + pi(t Z/ Fpi(t — s)(ae(s)we(s) + be(s)ye(s) + ce(s)ze(s) + de(s)we(s))ds

—17/0

—Z/Gmwmmmmwmmmwmwmwmmst
=170
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m

+ > /0(w,ize(s)—%,zzi(s))ds,

0=1,0#i

w;(t) = w;i(0) + x:(t) + Z/O Fpi(t — s)(ae(s)we(s) + be(s)ye(s) + ce(s)ze(s) + de(s)we(s))ds
=1

+ ;/0 Gui(t — s)(ae(s)ze(s) + be(s)ye(s) + co(s)ze(s) + de(s)we(s))ds

m t
+ Z /(/—@ng(s)fm’gw,;(s))ds.
0=1,0#"0

The existence and uniqueness of its solution and the continuity property are stated in the following lemma.

Lemma A.l1. Assume that Fy; and Go; , £,i = 1,...,m are measurable, bounded and continuous func-
tions satisfying Fy;(0) = 0 and G;(0) = 0, and let the constants o, i, Vi, ki > 0 and the functions
bi, Vi, pisxi be given. There exists a unique solution (z;,y;, zi,w;, i = 1,...,m) € D¥™ to the set of inte-

grable equations defining the mapping F. The mapping is continuous in the Skorohod Ji topology, that
is, if (a;l7 b, ity di ¢£V7 P X =1, ,m) — (aiv bis Cis dis Gy Vi Pis Xis @ = 1,...,m) in D([OvT]ngm)
as n — oo and (zI'(0),y?(0),2"(0),wr(0), ¢ = 1,...,m) — (2:(0),4:(0), 2;(0),w;(0), s = 1,...,m), then
(x?,y?, 2wl i = 1,...,m) = (24,9, 25, w5, 5 = 1,...,m) in D([0,T],R*™) as n — oo. In addition, if
bi, Vi, piy Xi are continuous, then (x;,yi, zi, w;i = 1,...,m) € C*™ and the mapping F is continuous uniformly
on compact sets in [0, T).

Proof. For the existence and uniqueness of solutions, we can apply the Schauder-Tychonoff fixed point theorem,
and modify the proofs in Theorems 1.2 and 2.3 in Chapter II of [28] (where these results are shown for Volterra
integral equations with continuous functions). The continuity can be proved similarly as Lemma 9.1 in [30]. O
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