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Objective. Inaccurate citations in scientific publications are detrimental to science and are 

difficult to detect. We present various methods to automatically evaluate citation reliability by 

measuring the correlation between citation context and the cited paper. We report the first 

results of automatically detecting mis-citations in scientific literature. 

 

Method. We hypothesized that a reliable citation context would be “semantically” close to a 

textual sequence in the cited work. We restrict our study to cited paper’s abstract considered 

either as one piece or as a set of sentences. Using language models, semantic similarity is 

measured by a cosine-based similarity or a paraphrase classifier-based method. We collect a 

dataset of mis-citation contexts to evaluate the efficiency of these methods.  

 

Results. The collection of mis-citations is divided into 2 categories: reliable citations and mis-

citations. Among the mis-citations, we identified different levels of inaccuracy and thus divided 

them into two subcategories: in-domain mis-citations and out-domain mis-citations. The latter 

when the cited paper is from a completely different topic, and nothing appears relevant to justify 

the citation. The former captures more subtle cases like overgeneralization, mis-understanding, 

errors in numbers… We annotated 64 citation contexts manually: 31 are annotated as reliable 

(thus in-domain) and 33 as mis-citation. Among these mis-citations, 21 are in-domain and 12 

are out-domain. The cosine similarity method considering the abstract as one piece correctly 

predicted 39 out of 64 citations (61%), based on segmented abstracts, it correctly predicted 43 

citations (67.1%). The paraphrase classifier method considering the abstract as one piece 

correctly predicted 39 citations. The best result comes from the paraphrase classifier method 

using segmented abstracts achieving a rate of 75% citations correctly predicted. For this 

configuration, further analysis on subcategories of mis-citations reveals an improved prediction 

of in-domain citations: 37 were correctly predicted as in-domain compared to 28 when using the 

abstract as one piece.  

 

Conclusion. We investigate automatic detection of citation accuracy. We built a dataset of 

citation context with different kinds of mis-citation. We tested two methods based on text vector 

representations and suggest that large language models are promising to address this task.  
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