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NONPARAMETRIC MOMENT METHOD FOR SCALAR MCKEAN-VLASOV
STOCHASTIC DIFFERENTIAL EQUATIONS

F. COMTE®, V. GENON-CATALOT®) C. LAREDO®

ABsTrRACT. We study the nonparametric estimation of both the potential and the interaction
terms of a scalar McKean-Vlasov stochastic differential equation (SDE) in stationary regime
from a continuous observation on a time interval [0, 7], with asymptotic framework 7' — +c0.
The problem is quite different from the case of usual diffusions with no interaction term and the
observation of only one sample path is not enough to estimate both functions. We consider the
observation of four i.7.d. sample paths. The observation of two sample paths could be enough at
the cost of much more computations. Estimators of the potential and the interaction functions
are built using a combination of a moment method and a projection method on sieves. The
potential and the interaction term do not belong to L?(R), so we define a specific risk fitted to
this estimation problem and obtain a bound for it. A nonparametric estimator of the invariant
density also is proposed. The method is implemented on simulated data for several examples of
McKean-Vlasov SDEs and a model selection procedure is experimented.

Keywords and phrases: Invariant density, interaction function, Hermite basis, McKean-Vlasov
stochastic differential equation, moment method, projection estimators, nonparametric drift es-
timation.
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1. INTRODUCTION

McKean-Vlasov processes are described by a stochastic differential equation where the co-
efficients depend on the distribution of the solution itself. They are also called nonlinear or
self-stabilizing processes. These processes have been extensively studied since their first descrip-
tion by McKean (1966), [49], and appear in various applications: for the modelling of granular
media in statistical physics (Benedetto et al. (1997), [10]), in neurosciences (see e.g. Baladron et
al. (2012), [4], Dawson (1983), [24]), for population dynamics and ecology (Carrillo et al. (2014),
[13], Molginer and Edelstein-Keshet (1999), [52]), for epidemics dynamics (Ball and Sirl ( 2020),
[5], Forien and Pardoux (2022), [29]) and in finance (see e.g. Giesecke et al. (2020), [38] and the
references therein).

A large number of contributions is devoted to probabilistic properties of these models. Existence
and uniqueness of solutions under several different sets of assumptions can be found in e.g.,

Snitzman (1991), [62], Méléard (1996), |51], Funaki (1984), [31], Gértner (1988), [32], Benachour
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2 F. COMTE, V. GENON-CATALOT AND C. LAREDO

et al. (1998a), [8], Benachour et al. (1998b), [9], Hermann et al. (2008), [39], Kolokoltsov (2010),
[46]. More references are given below.
We are interested in a one dimensional McKean-Vlasov process of the form

(1) dX (1) = ~[p(X (1) + 6 % (X (D))dE + 0dW (1), X(0) =1~ v,

where b(.), ¢(.) are deterministic functions, * denotes the convolution product, u(.) is the law of
X(t), W is a Brownian motion and 7 is a random variable independent of W. Such process can
be obtained as the limit of a system of NV interacting particles as N tends to infinity (propagation
of chaos). More precisely, consider the N-dimensional process given by the stochastic differential
system:

1 N
(2) dX[Y(t) = —b(X{(1)dt — ; O(X[ (1) = X' (1)) dt + adWit),

= —b(XN(t)dt — ¢x p (XY (1)dt + cdWi(t), XN(0) = X§,i=1,...,N,

K3
where p¥ = N1 Zjvzl (SX]N(t) is the empirical measure associated with (XJN(t),j =1,...,N),

(Wiyi=1...,N) are N independent Brownian motions, X§,i = 1,..., N are independent and
identically distributed (4.1.d.) random variables, independent of (W;,j = 1,..., N). The function
¢ describes the interaction between the N particles.

For any fixed integer p, the process (XZ-N(t),z‘ =1,...,p) converges in distribution as N tends to
infinity to p i.i.d. McKean-Vlasov processes (X9 (t)), given by

dXO () = —[B(XD (1)) + ¢ % (XD @))]dt + odW;i(t), XD(0) = Xi,i=1,...,p.

Thus, the process (X (t)), i.e. the mean-field limit, provides a good approximation of the be-
haviour of the i-th particle of the system (see e.g., Bolley et al. (2013), [11], Eberle et al. (2019),
[28], Fournier and Guillin (2015), [30], Malrieu (2003), [50], Cattiaux et al. (2008), [14]). More-
over, existence and uniqueness of invariant distributions for (1) are studied in Benachour et
al. (1998a,b), [8], [9], Malrieu (2003), [50], Butkovski (2014), [12], Cattiaux et al. (2008), [14],
Eberle et al. (2019), [28], Hermann and Tugaut (2010), [40].

Statistical inference for interacting particle systems and their mean-field limits has started
more recently. On the one hand, several papers deal with inference based on the observation
on a fixed time interval of an interacting particle system with asymptotic properties as the
number N of particles tends to infinity (see e.g. parametric inference in Kasonga, 1990, [44],
Giesecke et al. (2020), [38], Chen (2021), [15], Li et al. (2021), [47], Sharrock et al. (2023), [57],
Lu et al. (2022), [48], Amorino et al. (2023), [2]|, Della Maestra and Hoffmann (2022b), [26],
Pavliotis and Zanoni (2022), [54], semiparametric inference in Belomestny et al. (2023), 6], and
nonparametric inference in Della Maestra and Hoffmann (2022a), [25], Comte and Genon-Catalot
(2023), [18]), Amorino et al. (2024), [3|, Belomestny et al. (2024), [7].

On the other hand, several papers consider inference based on the observation of the mean-field
limit process (1) on a time interval [0, 7], that is inference for the limiting process of one typical
particle for large N. In Genon-Catalot and Larédo (2021a), [34] and (2021b), [35], estimation of
unknown parameters in the potential term b and the interaction term ¢ are studied under the
asymptotic framework ¢ — 0. More recently, statistical inference has been investigated under
the assumption of stationarity for (1) when the process is observed in the stationary regime
with asymptotic framework 7" — 4o00. In Genon-Catalot and Larédo (2023a), [36], the case of
b =0 and ¢ equal to an odd polynomial is studied and the estimation of the coefficients of the
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polynomial is treated by a pseudo-likelihood approach. In Genon-Catalot and Larédo (2023b),
[37], general functions b and ¢ depending on unknown parameters are considered and a different
pseudo-likelihood function is proposed. Pavliotis and Zanoni (2024), [55], use a moment method
to estimate the coefficients of polynomial functions b and ¢.

In here, our aim is the nonparametric estimation of the functions b(.), ¢(.) from the continu-
ous observation of a process distributed as (1) on a time interval [0,7] when the process is in
stationary regime and 7" tends to infinity. When ¢ = 0 (usual diffusion process), nonparametric
inference for the function b, based on the observation of one sample path on a time interval [0, 77,
when the process is in stationary regime and 7T is large, is an extensively developped subject.
We can quote Hoffmann (1999), [41], Comte et al. (2007), [17], see also the book Kessler et
al. (2012), [45], Dalalyan and Reiss (asymptotic equivalence for scalar diffusions, 2006, [22], for
multidimensional diffusions, 2007, [23]), Schmisser (2013), [56], Strauch (2015, 2016), [59], [60],
Nickl and Ray (2020), |53|, Comte and Genon-Catalot (2021), [16].

In the case of the McKean-Vlasov process (1) with ¢ # 0 observed in the stationary regime,
the joint nonparametric estimation of (b, ¢) with general functions (b, ¢) has never been inves-
tigated up to our knowledge. It differs completely from the case of a usual diffusion. Indeed,
although there are clear assumptions (see below) for existence and uniqueness of an invariant
distribution, this distribution is not explicitely given as a function of b and ¢. It is solution of
an implicit equation. The convolution term depending on the unknown marginal distribution of
the process introduces new difficulties for the nonparametric estimation of b and ¢ linked with
identifiability problems. For these reasons, the observation of only one sample path is not enough
to infer both b and ¢. The novelty, in what follows, is that we assume that the observation is
composed of four independent copies (X (t),t € [0,T],£ = 1,2,3,4) in stationary regime and
our asymptotic framework is T"— 4o00. Actually, only two copies are sufficient but four copies
avoids cumbersome and tedious additional computations. We stress that the use of two indepen-
dent trajectories circumvents the estimation step of the stationary distribution in our procedure.

Our estimation method is a moment method inspired by the work in parametric setting of
Pavliotis and Zanoni (2024), [55].

In Section 2, we present our set of assumptions ensuring that equation (1) admits a unique
strong solution and that the model has a unique invariant distribution p(z)dz. We give useful
properties of the density p and of the process (1) in the stationary regime. Proposition 3 states a
result on the infinitesimal generator of (1) often used in the proofs. In Section 3, the principle of
the estimation method is described. It is based on properties of the infinitesimal generator of (1),
and it combines a moment method with a projection method on finite dimensional subspaces of
L2(R,dx) := L?(dx). Nonparametric estimators of b and ¢ based on the observation of four i.4.d.
sample paths (X®)(t),t € [0,7]) distributed as (1) in the stationary regime are built. Defining
an adequate risk for the estimators is an additional difficulty since b, ¢ are not square integrable
in our framework. We propose a definition of the risk well fitted to the problem which is defined
as follows. For a couple (u,v) of functions, we set, when defined

3) (w0l i= [ (o) + 0 pl)Pp(a)da.

~

The risk of an estimator (b, ¢) is defined by

(4) E(|(b - b, 6 — )II})-
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Theorem 1 gives the risk bound of our projection estimators on a fixed space. The choice of
the loss function measured with the norm ||(u,v)||? is discussed and justified by the result of
our Theorem 1. Section 4 is devoted to the nonparametric estimation of the invariant density
by projection method . The estimator exhibits a parametric rate. In Section 5, we present
numerical simulation results on several models for the estimation of the invariant density and of
b and ¢. In the latter case, we experiment a model selection procedure. We detail the simulation
method of the sample paths. We observe that the invariant density estimator performs quite
well. Clearly, estimating b and ¢ is more difficult. We compare the estimator obtained by model
selection with an oracle and observe that most of the time the selection method performs as well
as the oracle. Section 6 contains concluding remarks and Section 7 (Supplementary material) is
devoted to proofs.

2. ASSUMPTIONS AND PRELIMINARIES.

In the sequel, the notation < means < up to a constant. Our set of assumptions is essentially
the same as the one given in Genon-Catalot and Larédo (2023b), [37]. Let us set

B(x)—/oxb(y)dy, P(z /qﬁ

The function b is the potential term, the function ¢ is the interaction function. We assume that
b # 0 and that these functions satisfy:

e [H1] The function @ is even. The functions x — B(z) and x + ®(z) are C? and convex,
one of the two being strictly convex: there exist constants K and X such that

Vz,B"(z) > K >0, ®(z) >X>0, K-+X>0.

e [H2] The functions B'(z) = b(z),®'(z) = ¢(x) are locally Lipschitz with polynomial
growth, i.e. there exist ¢ >0, £ € N* = {1,2,3,...} such that

Va,y € R, [b(z) —b(y)| + [é(x) — d(y)] <l —yl(1+ || +[y[).

e [H3] The functions b(x), ¥ (x), #(z), ¢’ (x) have £ polynomial growth: there exists a con-
stant c such that

[b(@)] + [V ()] + [¢()] + ¢ (2)] < (1 +|a]).

According to Malrieu (2003), [50], Benachour et al. (1998a), [8], Cattiaux et al. (2008), [14],
Herrmann et al. (2008), [39], under assumptions [H1]-[H3], equation (1) admits a unique
solution ((X(t), pe(z)(x)dx)),t > 0), where pui(r)dr = L(X(t)) is the marginal distribution of
X(t). Model (1) admits a unique invariant distribution p such that [ #%p(z)dz < 40co. And
if the initial variable X (0) of (1) follows the invariant distribution p, then, for all ¢, £L(X (t)) =
L(X(0)). Thus, we assume

e [H4] The initial variable X (0) follows the invariant distribution p.

Under [H1]-|H3|, the invariant distribution p has density p(z) given as the solution of the
implicit equation

5) o) = g e { =2 [ b + o pluiau}.
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where M = [, exp{—% JJb(w) 4+ ¢ * p(u)]dutdy. As (B xp) = dxp, [ ¢*p(u)du = ®xp(x)—
P * p(0),

(6) p(z) o exp [—%(B(:z:) + B p(@))].

Note that if b = 0, there is a one-parameter family of invariant distributions (see e.g. Genon-
Catalot and Larédo (2023a), [18]). The invariant distribution is not unique unless its expectation
is specified. We exclude this case here.

Contrary to classical stochastic differential equations, the invariant distribution is not explicit.
Nevertheless, we can prove:

Proposition 1. Under [H1]-[H3],

N 2
) plo) S exp - E 2 (o4 MO 20RO,
Moreover, for 0 < z < x and for x < z <0,
(8) Zgg <exp[C(x —2)] where C = —(2/5?)(b(0) + ¢ * p(0)).

Inequality (7) is proved in Genon-Catalot and Larédo (2023b), [37]. Proposition 1 has the
obvious consequence that the invariant distribution has moments of any orders and (7) implies
that, for all £k € R and all € > 0,

(9) /}Rexp (kz)(p(z))*dr < +o0.

Note that, by [H3], ¢ * p has polynomial growth as p has moments of any order.
Under [H1]-[H4], the initial variable n follows the invariant distribution p(x)dz, which implies
that the distribution £(X(t)) = u(dz) satisfies

Vit >0, p(dx) = p(x)de.
Therefore, equation (1) becomes:
(10) dX(t) = —(b(X(t)) + ¢ *p(X(t)))dt + cdW(t), X(0)=nr~ p(z)dz.

As stressed in Genon-Catalot and Larédo (2023b), the following result holds and has important
consequences:

Proposition 2. Assume [H1]-[H4] and consider the stochastic differential equation
dY (t) = —(b(Y(2)) + ¢ x p(Y(t)))dt + odW (t).

Then (Y (t)) is a positive recurrent diffusion with stationary density given by (5). If Y(0) ~
p(z)dz, it is ergodic. Moreover,

I Y (0) £ X(0), (V(1) # (X(0).

-IfY(0) = X(0) =n ~ p(x)dx, then X(t) =Y (t) for all t > 0.

The result simply derives from the uniqueness of solutions. Thus, in the stationary regime,
the process (X (¢)) given by (10) is identical to the classical SDE (Y'(¢)) in the stationary regime
and is ergodic.
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The infinitesimal generator of the SDE (10) is given by:
2 o2

(11) Lg=2g" —(b+dxp)g = —(gp).

2

The operator L acts on L?(p(x)dx) := IL?(p) and is defined on the domain D,

(12) D = {g €L?p), ¢ abs. continuous, Lg € }LQ(p),| l‘im g (x)p(x) = 0}.
T|—00

(see e.g. Genon-Catalot et al. (2000), [33]).

Below, we use that, for all function ¥ € D, [ LU (z)p(x)dz = 0. This relation obviously holds
as, by (11)-(12),

/ LU(@)p(a)dz — / 2; o / (W p) = [ ]+ = 0.

In order to apply our estimation method, we need the following lemma.

Lemma 1. Consider a function i such that Y € L2(dx), 9 is absolutely continuous and bounded
and 2" has polynomial growth. Then, fo t)dt and fo W p(t)dt both belong to D.

Note that, if a function h has exponential growth, ¢.e. there exists a constant a > 0 such that,
for all u € R |h(u)| < ae®™, then by Proposition 1 (see (7) and (9)), h € L2(p). Now, we can
state a key property for the statistical strategy.

Proposition 3. Assume [H1]-[H4] and that h has exponential growth. Set h, = h— [ h(x)p(x)dz

and define the function Ty (x) by Th(z) = [ (Tr) (y)dy where
! —Lyuuu——iﬂouuu

(13) ) = oy | oot = 2 [ oy
Then, Ty, € D, LT}, = he, and (T'},) € L2(p). Moreover, for (X (t)) satisfying (10),

T T
(14) / he(X (s))ds = J/ (Tn) (X (5))dW (s) + T (X(0)) — Th(X(T)),

0 0

T o2

1) Var(g [ (X)) < - [0 @Ppta)de + 7 [ Th@pde

Note that relation (13) holds since [ ho(z)p(x)dz = 0.
The relation (14) with the explicit function (I'y)" given by (13) is especially important and used
several times in our proofs (Propositions 5, 6, 7, 8).

3. ESTIMATION METHOD FOR THE POTENTIAL, AND THE INTERACTION FUNCTIONS.

Notation. For & a function, we set ||h]|> = [ h*(z)dz, ||h||5 = [ h*(z)p(x)dz. For x a vector in
RY, ||x||[ge denotes the Euclidean norm of the vector. For a matrix M, M L denotes its transpose.
For M a square matrix, Tr(M) is the trace of M, and ||M||op is the square-root of the largest
eigenvalue of MM=L. If M is symmetric, | M|op is simply equal to sup,;{|\;|} where the ); are
the eigenvalues of M.



MCKEAN-VLASOV STOCHASTIC DIFFERENTIAL EQUATIONS 7

3.1. Principle of the method. Let ¢ a function satisfying the assumptions of Lemma 1 and
set U(x fo dy. Then, following Pavliotis and Zanoni (2024), we notice that, from the
deﬁnltlon of p and (11 (12) fL\Il p(z)dx = 0, so that

(16) [v@p@p@ds + [ 6@ x s =5 [ @)ool

To estimate b and ¢, we must take into account that the functions b, ¢ and ¢xp do not belong to
L2(dx). By [H3], these three functions have polynomial growth and therefore, as p has moments
of any order, belong to I.2(p). So we proceed as follows.

Consider two orthonormal bases of L?(dx), (¢;);>0, (0¢)r>0 composed of functions derivable,
bounded, with derivatives having polynomial growth, thus satisfying the assumptions of Lemma
1. Note that this excludes compactly supported bases whose functions are not differentiable on
R. We denote for 7 = ¢ and 7 = 6:

q—1
(17) L.(q) = supZTlf(ac),
z€eR k=0

and assume that L, (m) < 400, Lg(p) < +oo for all fixed m > 1,p > 1. The quantity L-(q) only
depends on the space generated by (7o, ...,7,—1). Indeed,

Lr(q) = sup 1R ]12/ 1112,

hespan(7o,...,Tq—1
It is finite for classical examples of bases. Generally, for all ¢, L;(q) < ¢;q“ with ¢;, a constants

linked with the basis (see Section 3.6). As p is bounded, for all j, ¢; belongs to L2?(p). For
m > 1, the functions ¢q, ..., pm—1 are linearly independent and generate a m-dimensional space

Sm = Vect(po, ..., om—1)
which is a subspace of L2(p). Analogously, we define the p-dimensional subspace of L2(p)

Ep = Vect(@o, ey Gp,l).
Recall that, by definition (3), for a couple (u,v) of functions, we have set, when defined,
[(u, v) |}, = llu+v*pll3. Note that ||(u,v)|]3, is finite for (u,v) = (b, ¢) and for (u,v) € Sp, X Ep.
Indeed for (u,v) € Spm x 5y, [Jul? < ||pllool|ul|? and by the Young inequality, ||v*p|| < ||pll1]Jv]| =
|lv]|, so that v * p belongs to L?(dz) C LL?(p). Note also that (u,v) — ||(u,v)||y is only a semi-
norm on L2(p) x L2(p). Indeed, ||(u,v)|v = 0 is equivalent to u(z) + v * p(x) = 0 for all z € R.
But this does not always implies uw = 0,v = 0. Nevertheless, we denote ((u1,v1), (u2,v2))y the

scalar product associated to the semi-norm ||.||y.
Now, we define the V-orthogonal projection of (b, ¢) on Sy, X Xp:

18 bWoY) = Lo — ).
(18) (b &) arg(w)glsmx pH( —u, ¢ —v)[lyy
Setting by, = Y1 Brer and @Y = S0~ cofy, we obtain
(19) Vm,p(bv C)m,p = vap

using the notation

by,
(b> C)m7p = (607 LR 6m—17 Coy - 7Cp—1>L = < > S Mm+p,1(R)

Cp
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with by, = (Bo, ..., Bm-1)* and ¢, = (co, ..., cp1)*+, and where V,, , is the (m + p) x (m + p)
matrix, element of My, 4p m4p(R),

1 _ . 1,2 _
\Y —</90j§0kp>0<'k< 1 Vv —(/He*pwkp) 0 <k <mo1
S),Rsm— 0<eL<
V2’1=</9 *pw*p) V2=</9@*p9 *pp>
R ' 0<tr<p-1

0<j<m-—1

(/(b + ¢ % p)wkp) e
([o+omnens)

As the functions ¥ = g, ..., m—1, o * p,...,0,—1 % p satisfy the assumptions of Lemma 1, we
may apply formula (16) to these functions and we get, using that (6, x p) = 0} % p,

5 (/@2/))
g 0<k<m-—1

(22) Zpp=— € Mpipi1(R).

' (for
0<e<p—1

3.2. Theoretical constraints and identifiability. Below, vectors are denoted using bold let-
ters and coordinates or functions are denoted with usual letters (not bold).

(20)  Vip =

where V21 = (V1.2)L

(21) Zm,p = € Mm+p71(R).

0<e<p—1

For (0, -\ Tm—1,Y0,-- -, Yp—1) € R™P_ we denote

X
(23) (X7Y)m,p - (I’O, vy Im—1,Y0,5- - - 7yp*l)L - (y;:l>
with x,, = (o, ... 7$m,1)L,yp = (yo, - - .,yp,l)L.

The vector (b, c),, , in (19) is uniquely defined if and only if the matrix Vy;, ; is invertible.
We emphasize that the matrix V,, , is symmetric and nonnegative. Indeed,
2

m—1 p—1
(x, Y)#L7pvm,p(xa Y)mp = / Z zjpi(z) + Z yebex p(x) | p(x)dz > 0.
j=0 =0
Note that
m—1 p—1
(%) Vimp (% Y)mp = (W, 0)[[ - for  w=">"zjp5,0=">" ybl.
j= £=0
As, by (6), the support of p is R, V,, , is invertible if:
m—1 p—1
(24) Vo € R? Z 'TJQOJ(‘T) + nyaé *p(l’) =0, = (Xay)m,p = (07 O)m,p
§=0 £=0

Condition (24) is an identifiability constraint linked with the choice of the bases. In Section 3.3
hereafter, we propose a basis for ¢; and 0, satisfying Condition (24), so that (b, c),, , in (19) is
well defined for this basis.
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Nevertheless, (24) is not enough for our purpose and we need to reinforce the identifiability
constraint and set the following assumption:

e |[H5] There exists a constant fp > 0 fixed and not depending on m, p, such that
¥Yx € R™P [|x||[gmir =1, XTV,upx > fo > 0.

Assumption [H5] ensures that, for all (m, p), the eigenvalues of V,, , are all larger than fp. As
a consequence, under [H5], there exists a positive constant so independent of m, p such that

HV_}pHOP < $0.

m

Clearly sop = 1/ fy suits.

Assumption [H5] may seem difficult to check. However let us stress that, in complex statistical
problems, it often happens that identifiability assumptions are difficult or impossible to check.
It is for instance the case when the identifiability conditions concern random terms (see e.g.
parametric estimation of a diffusion coefficient from discrete data within a fixed time interval).
Pavliotis and Zannoni (2024), for interacting particle systems, have also assumptions impossible
to check. They propose, as a way to get through, to check numerically on the data whether
the method can be applied. Analogously, in our case, our method works well on simulated data
provided that (m,p) are not too large.

3.3. Example of basis satisfying the identifiability assumption (24). Our method re-
quires bases composed of functions for which Lemma 1 can be applied. This excludes compactly
supported bases whose functions are not derivable on R. This is why we propose the Hermite
basis, whose functions are R-supported and regular, both for ¢; and 6,.

The Hermite polynomial and the Hermite function of order j are given, for j > 0, by:

j

25)  Hya)= (e, bi(e) = Hy@)e ™, = (i)
The sequence (h;,j > 0) is an orthonormal basis of L?(dz). Hermite functions with odd (resp.
even) index are odd (resp. even) and hj(z) = V2midhj(z), where h} is the Fourier transform
of h;. Moreover (see Abramowitz and Stegun (1964, 22.14.17), [1], Szegé (1975), [61] p.242, In-
dritz (1961), [43]), [|hjllco < ®o, Po == 1/71/4 =~ 0.7511, so that the basis (p; = h;) is constituted
of bounded functions which satisfy the assumptions of Lemma 1.

Moreover, the following result holds.

Proposition 4. The Hermite basis satisfies the identifiability condition (24).

Lastly, it is proved in Lemma 1 of Comte and Lacour (2023), [21] that reminding of definition
(17), it holds

(26) Ly(m) < Cym,
which implies the quantity is finite.
3.4. Definition of the estimators. To define a nonparametric estimator of b, ¢, we estimate

the functions bY ¢1‘7/, i.e. we build estimators fo, ..., Bn—1 and co,...,¢p—1 of the coefficients
Bos -+ Bm—1 and ¢y, ..., cp—1 and set

p—1

m—1
(27) bn(2) = > Biwi(x), dp(z) =Y ebe(x), z€R,
j=0

(=0
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with by, = (Bo, - -+, 1) and €, = (0, ..., Ep_1)*. |
We assume that we have at our disposal four independent paths of (10), (X (t))tefo, ), for
i=1,2,3,4, ie.

dXO ) = —(b(XD (1)) + ¢ % p(XDt)))dt + adWi(t), XD(0) = n; ~ p(z)de,

where (W;) are independent Brownian motions, (7;) are independent random variables, inde-
pendent of the Brownian motions (W;). We indicate below why we could restrict us to two
trajectories.

For m,p > 0, we define an empirical version of the theoretical matrix V,, , and of the vector

vector Z,, p, denoted by Vm,p and Zm,p. The matrix \Afm,p is built using the two sample paths
(X® (t))tefo,); for i = 1,2 and the vector Zm,p is built using the two sample paths (X ) (t))eefo, 115
for ¢ = 3,4. In this way, the estimators \Afm,p and Zm,p are independent. We could use only two
sample paths to estimate both, but this independence simplifies considerably the study.

Let us now define \Afmm and Zm,p. For this, we introduce the following notation. For a function
h, let us set

() = o /OT Bz — XO@)dt, Tz) = ;/OT B — XD (2))dt.

Note that Eh(z) = Eh(z) = h * p(z) and h * p(X1(s)) can be estimated by XD (s)) =
x fOT h(X M (s)— X@)(t))dt, using two trajectories. Although h(x), h(z) are random and depend
respectively on X and X we omit this dependence in the notation for the sake of simplicity.

We set
Vo= (oo o )
with
V= (1 [ O s)s)
v = ([ e ) O

T
N 1
v = (=

(7

The matrix \Afm,p is built using the sample paths (X ® (t))tefo,r); fori = 1,2 asfor £ = 0,...,p—1,

0<j,k<m—1

0<k<m—1,0<¢<p—1

OT
/ ee<X“><s>>er<x<”<s>>ds)
0

0<t,r<p—1

_ 1 [T
0(X0(s)) = / 6,(X D (s) — X(8))dr.
0

We stress here is that we must use two independent sample paths to estimate the elements of
Vi p- This is due to the fact that p is unknown.
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Next, we set

1 r / 3
(7] )
7 7 0 0<k<m—1

m,p 2 1 T: )
(T / G’E(X(3)(s))ds>
0 0<e<p—1

which depends on the sample paths (X (t))eepo,r), for i = 3,4, as, for £=0,...,p—1,

1 T
TuX D) = 3. [ D) - XD (o)
0

Here also, two independent trajectories are required to estimate the elements of Z,, ,. We could
have used the same X, X2 ag for Vi p. But, the independence of the estimators built with
four independent trajectories simplifies considerably proofs (see the Remark at the end of the
proof of Theorem 1).

Moments strategies often bring unbiased estimators. Here, due to the use of the functions

h(z), h(x) which are unbiased estimators of h % p, it is almost the case, and we can prove:
Proposition 5. Under Assumptions [H1]-[H}], it holds thal

Ormxm 0m><p

1 )
Opxm O <T> Tpsp

where My, denote the p X p matriz with all coefficients equal to 1.

~

E(Zmp) = Zm7p> E(Vm,p) = Vm,p +

Thus im,p is unbiased and \Afm,p is asymptotically unbiaised when T' grows to infinity.

Provided that \Afm,p is invertible, using notation (23), relation (19) suggests to define the
estimator of (b,c),, , by

0.y = Vi Zony = <'%m> .
P
Although under [H5], the theoretical matrix V,,, is invertible with minimum eigenvalue away
from 0, this does not guaranteee the invertibility of Vm,p. Therefore, to get a proper definition
of our estimator, we propose the standard cutoff strategy leading to replace \Afgl}p by

(28) Vol = Volaa, o with Ay, = {[Villlop < 250}
Then we set
e~ ~ B
(29) (b, ) = Viplmyp = <E:L> '
where B B B
bm:(ﬁla"'vﬂm—l)L; Ep: (’Cvl,...,gp_l)L,

The estimator of (b, ¢) is thus given by

m—1
bn() =Y Bigj(@), dp(x) =D Eby(w).
j=0
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By construction, V;ﬁp and Zm,p are independent. The risk of the estimator (Em, q?,,) is defined
by: E([|(bm — b, dp — 9)[77), (see (3), (4)).

3.5. Study of estimator risk. In the sequel, we use the following notations.

Let (b,¢)(x) = (b(x), ¢(z)) and set (b, @)mp(z) = (bxl(x),qﬁg(x)) where bY and d)X given by
(18). Analogously, let

o~

<b7 (b)m,p(‘r) = (bm($>, ¢P(m))7
and recall that (see (3)) [|(b,®)[| = [|(b+ ¢ * pl13-
For (X,¥)myp = );m> a vector of R™ x RP, define the square norm associated with V,,
p

defined by (20), by
2

m—1 p—1
166 Y)mplZ = () Vo5, Y hmp = / S wiei@)+ 3 wbex o) | plw)de
§=0 =0

2 2

m—1 p—1
< 2plleo / S aypi(a) | do+ /(Zwef*pm) d
j=0 £=0

According to Young’s inequality, we have

p—1 p—1 p—1
1> " webexpll* < lplF1Y - webell> = 11> yebel >
{=0 {=0 (=0

Now using that the functions (¢;)o<j<m—1 and (0)o<s<p—1 are orthonormal in L2, we get

(30) 18 Y)mp 17,0, < 200 llooll (6, 3 ) p | R
Now, we can link the V-norm of a couple of functions to the |[|.|[v,, ,—norm of a vector of
R™ x RP. Indeed, consider two functions w(z) = Z;”:_Ol wjpj(x) € Sy and ((z) = f;é Cobi(z) €
¥, with coefficients respectively w,, = (w;,0 < j <m — 1)+ and Cp=1(C,0<l<p— 1)t We
have
1w, Ol = (@, Oimp Vinp(@. Omp = 1w, O ¥, ,-
Thus, using (30), we have

1w, O < 21lpllocll(w, I
m— -1
where [|(w, Q)II* = 75" wf + 32020 607 = 1w, Omopllfms-
The following theorem gives a bound for the risk of the estimator (b, ®),, ,(z) = (bm(z), ¢p(z))
with fixed m, p.

Theorem 1. Assume that Assumptions [H1]-[H5] hold and that Ly,(m) + Le(p) < T, with
L,(m) and Lg(p) defined in (17). Then
(m) + Lo(p)

—— L
_ 2\ - _ a2 ®
E (1000, G:o)}) < b b= o =)l + O

i

where C' is a constant depending on b, ¢, p, sg.
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Let us comment this result. Our loss function is non standard. Let us give some explanations
about it. If we consider the usual risk E(||b,, —b||2+ /¢, —|2), a choice that we first investigated,
then the bound we obtain involves the sum of three different bias terms:

15, = blI2 + 1|64 — oI5 + [|(#h — ¢) * ppll?

where b, (resp. ¢p) is the L?(p)-projection of b on Sy, (resp of ¢ on ¥,). We do not know if
the third term tends to 0 when p grows to infinity. This phenomenon is inherent to the problem.
Indeed, it is worth stressing that Belomestny et al. (2024), in the case b = 0, have a similar bias
term composed of two terms, one of which may not tend to zero.
This is why we proposed to choose another loss function. The choice of our specific loss function
induces a coherent result in Theorem 1: the risk of the estimator measured in norm |||y is
bounded by a variance term + a bias term measured in the same norm ||.||y. The bias term is
decreasing as m, p increase; but, analogously, it is true that we do not know if it tends to zero.
This confirms that we are facing a specific problem with this model.

The risk bound in Theorem 1 shows an usual decomposition into the bias term inf ,, ,yes,, x5, || (b—
u, ¢ —v)|? and a variance term (L,(m) + Lg(p))/T (see (17)) which increases with m,p. This
decomposition may be used to realize the square bias-variance compromise provided that the
rate of the bias term can be assessed on specific regularity spaces.

We need the following Propositions 6, 7 and Lemma 2 to prove Theorem 1. We state them to
make clear the steps of the study of the risk.

Proposition 6. Under [H1]-[H4], it holds

~ L m +L9 P
ElZnp — Znplonsy] < 22 FLo®),

T
iti v 2 Ly(m)
Proposition 7. Under [H1]-[H4], E {Tr(Vm’p Vi) } sz
Therefore, we have
G S L
E (va,p - mech)p) <E [Tr(vm,p - Vm,p)2:| < w}m).

Note that this bound does not depend on p.
Lemma 2. Under [H1]-[H5],
E (Vo = Vi l21a,,) < (40+ 1/9SE (1Vip = Vingl3,)

Consequently,
Lso(m)

E (HV;L:,lp - V;l}p”gplA'rrL,p) S

Remark 1. Following ideas in Genon-Catalot and Larédo (2023a,b), 36|, 37|, we might have
proposed T—1 fOT W*ﬁm(X(l)(s)apr*ﬁ[T](X(l)(s)ds instead of the term in \72, with pir) computed
with the path X@ as in Section 4, formula (81). It could be used in the definition of Zm,p also,
but would yield additional bias, compared to our strategy. In other words ?L(CL‘) is an unbiased

estimator of hx p(x) which is not the case of hx pir)(x).
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3.6. Risk bound when using the Hermite basis. Let us discuss the respective orders of
the bias and variance terms in the bound obtained in Theorem 1, when considering the Hermite
basis described in section 3.3.

The variance term order depends on the bases.

In the case we use Hermite functions (ho, k1, ..., hpm—1) to span Sy, and (h1, hs, ..., hop—1) to
span X, (recall that ¢ is odd), by (26), the variance term has order

L¢(m) + Lo(p) < C\/RJF VD
T - T '

Let us now discuss the square bias term. If the functions b and ¢ were square integrable on
R, we would upper bound the square bias by

ol (ing 1= ul+ ing o= ol ) = Iolle 30000 + 310,602
u m v P

jzm {>p

For b and ¢ in Sobolev-Hermite spaces with regularity s; and sy (see e.g. Comte and Genon-
Catalot (2020), section 3.4, [19]), the resulting order would be m™*! + p~52 and the resulting
bias rate would be T-25+/(2++1) \where s, = min(sy, s2). This is the optimal rate for estimating
a function with regularity s,. Thus, our bias term is meaningful.

However, the order of our specific bias term taking into account that b, ¢, ¢ x p are in LL?(p) and
not in IL?(dz) would require the definition of specific regularity spaces to assess the rate of

inf ||b—ul®+ inf — 2
ulergmllb UI|p+Ulen2pH(¢ v) xpll;

4. ESTIMATION OF THE STATIONARY DENSITY
As p € L%(dx), we consider an orthonormal basis of L?(dz), still denoted (¢;)j>0 and write

p(x) = > 50 aipi(x) with a; = (pj,p) = [ @j(x) p(z)dr. For an integer D, we consider the
estimator

D-1 1 T
(31) Po= s W=7 [ (X
=0

We can prove the following result

Proposition 8. Under Assumptions [H1]-[H4],

R C
E 17, —plI?] < llp—poll? + =

where p,, = Z]»D;Ol ajp;, C is a positive constant (not depending on D, T) and ||.| is the L?-norm.

It follows from Proposition 8 that the variance of the estimator does not depend on D. There-
fore, taking D as large as possible will make the bias term negligible under weak regularity
conditions, and p can be estimated with (parametric) rate 1/7". In Comte and Merlevede (2005),
the same result is obtained under specific conditions, mainly the so-called Castellana and Lead-
better condition which is difficult to check in general. The interesting point here is that the
parametric rate is obtained without such specific condition in our framework.
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Remark 2. In most cases, as mentioned above, the invariant density has no explicit expression.
Howewver, in the special case where b is odd and ¢ is linear, p is explicit. We follow Hermann
and Tugaut (2010) to explain this case. Let us assume that b is odd and ¢(x) = cx. Then,
¢ * p(x) = c(x —m) where m is the expectation of p. The invariant density p is given by

c

p(w) = [K(m)] "  exp [-207*(B(x) + 5 (2 — m)?)

where [K(m)]~! is the norming constant and m is solution of

/:Eexp [—2072(B(z) + g(x —m)?)|dx = m/exp [—2072(B(z) + g(x —m)?)|dz = mK(m)
As B is even, this equation has an obvious solution m = 0. As the invariant distribution is
unique, we find

p(z) = exp[-20*(B(z) + ;va)H/ exp [-20(B(y) + ng)]dy]_l-

Moreover, equation (10) is equal to
dX(t) = —[b(X(t)) + cX(t)]dt + cdW (t), X(0)~ p(z)dz.

Models 1,2,8 presented below in Section 5 correspond to such cases and we use them to evaluate
the performances of the invariant density estimator.

5. SIMULATION EXPERIMENTS

Numerical simulations of processes given by mean-field limits is not a simple task. A relatively
easy solution to get approximate sample paths is to simulate the system of particles for large
N since we know that for any fixed p, the processes (X7¥(t),i = 1,...,p), where (XN (t),i =
1,...,N)is given by (2), converge in distribution as N tends to infinity to p i.i.d. McKean-Vlasov
processes (X (t)), given by

dXO () = —[B(XD (1)) + ¢ % (XD @))]dt + odW;i(t), XD(0) = X},i=1,...,p.

Moreover, the particle system (XN (¢),i = 1,...,N) as a N-dimensional diffusion process, ad-
mits an invariant density, say vV (z1,...,2y) and each marginal VZ-N (x;) defines a distribution
which converges weakly to p(x;)dz; (see e.g. Malrieu, 2003, Cattiaux et al., 2008). Therefore,
we simulated the system of particles on [—10, 77, left out the interval [—10,0] and picked out
four trajectories on [0, T7.

We implemented the method by simulating N = 800 particules following equation (2) with
Euler-type discretization scheme with step A = 0.1. The initial value is taken equal to 0 and
we exclude the 100 first values of the process to reach approximately the stationary regime. The
values of T presented below are T = 200 and 7' = 2000, involving n = 2000 and n = 20000
generated XV (jA),j=1,...,nandi=1,...,N. In all cases, we took o = 0.25. The estimation
uses the sample paths XN (jA),j=1,...,nfori=1,...,4.

First, we present three models for which we can compute the true density p so that we can
illustrate the performance of the density estimator described in Section 4 (see Remark 2). With
b =0.5,c= 0.5, we consider

1. b(z) = bz, (z) = cx, plx) is a N(0,02/[2(b + o)),
2. b(x) = btanh(z), ¢(z) = ¢z, p(z) = ¢1 exp(—ca?/o?)/(cosh(z))2P/7°,
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Example 1 Example 2 Example 3

25 T T T T T T T 2

F1GURE 1. Density estimation for Examples 1 to 3. 20 estimated curves in dotted
green, first line T = 200 (D = 70), last line T = 2000 (D = 225). In all cases,
the true is in bold red.

3. b(z) = ba?, ¢(z) = cz, p(x) = caexp [—(bx*/2 + ca?) /o?].

The constants ¢; and co are computed numerically so that the function p integrates to one.
We compute estimators corresponding to the Hermite basis (¢; = hj)o<j<p—1 (see (25)). The
dimension is chosen equal to D = 5[v/T], that is 70 for T = 200 and 225 for T = 2000. Figure
1 shows 20 estimates of the invariant density in dotted green and the true one in bold red. The
choice of the parameters b, ¢ seems important as it influences the simulation results. Note that
choosing D too large (D = T, e.g.) implies numerical problems. We can see on Figure 1 that
the method works very well and is improved when T grows. We observe that it is more difficult
to estimate the invariant density in Example 3: the estimation of p is much better for T' = 2000
(D = 225) than for "= 200 (D = 70). The three densities, though different, have very similar
forms.

Figure 2 presents the estimation of b and ¢ for Example 2. Our protocol of estimation is
detailed below. Two other models are illustrated hereafter where b is not odd and/or ¢ is not
linear:

4. b(x) =
5. b(x) =

(x —1)3 + 22, ¢(z) = 4tanh(z),

2
2z, ¢(z) = 2(z + z3).
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To compute the estimators of b, we use the Hermite basis (¢;)o<j<m—1 for m =1,...,6 (see
Section 3.3). To compute the estimators of ¢, we need to take into account that ¢ is odd. So
we consider the basis (67)o<¢<p—1 = (har+1)o<e<p—1, as Hermite functions of odd index are odd
functions. We consider dimensions m € {1,... ,mpax = 6} and p € {1,...,pmax = 3}. Larger
proposals systematically involve estimators with an obvious variance effect. The fact that we
consider small dimensions replaces the cutoff of \Af,;}p.

FIGURE 2. Example 2, T' = 2000. 20 estimated b (left) and ¢ (right), all selected
by penalization (top green) or as oracles (bottom cyan). The true functions are
in bold red.

For examples 1 to 3, we could have simulated by Euler scheme four independent sample paths
of dX(t) = —(b(X(t)) + cX(t))dt + 0dB(t) instead of the particles system. We found that the
estimation results were of the same type, so we kept the particles system which is suitable for
all models.

Though we have no theoretical result concerning an adaptive choice for the dimensions m, p,
we propose a criterion following the standard method to select data-driven dimensions. The
selection of (m,p) is done by choosing the couple which minimizes

— +4
Crit(m,p) = —(b,¢),, ,Zmp + K X W’

—1 — o~ A
where (b, c),, Zmp = H(b,c)m,pH%mp = Zf;%pV;%pZm,p. The criterion is inspired by an esti-

mation of the empirical bias, as usuaﬂy performed for least-squares contrast minimization, and
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FIGURE 3. Example 4, estimation of b (left) and ¢ (right) for 7" = 200 (top) and
T = 2000 (bottom). Dimensions selected by penalization. In all cases, the true
is in bold red.

a second term which has the order of the variance of the estimator. The constant s is roughly
calibrated and chosen here as k = 5.

Figure 2 displays the results obtained for Example 2: we simulated 20 repetitions of inde-
pendent particle systems up to 7" = 2000. The two top pictures show the 20 estimators for b
(left), ¢ (right) obtained using our proposed selection device. The two pictures below present
the corresponding oracle estimators. By "oracle", we mean that we compute the L2-distance
between each estimator of our list and the true function (b or ¢), and select the best one. This
knowledge is clearly unavailable in practice and the oracle is only dedicated to bring a benchmark
to evaluate the penalization strategy. We can see that the selection method performs very well
and that, most of the time, it behaves as well as the oracle.

Figure 3 illustrates, for Example 4, the improvement which occurs when increasing 7' from
200 to 2000, for the estimation of b and ¢: it is slightly disappointing, in this case, but does
exist.

Figure 4 concerns Example 5 simulated up to T' = 200. The two pictures on top display all the
proposals for estimating b (left) and ¢(right) with all the couples (m,p) of the list. We observe
that some of these functions are obviously very bad estimators. This shows that the selection of a
relevant estimator is crucial. In the two pictures below, we have plotted the estimator selected
by model selection (dotted green), and the oracle (dotted black). While these estimators are the
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same for b (left), there is a noticeable difference for ¢ (right). Note that, for most generated
paths, they coincide. As Hermite bases are parsimonious, small values of m and p perform well.
The choice m = 1 is generally not good, and the most selected couple for (m,p) is (2,1).

To conclude, while the performance of the invariant density is really nice, we observe that
estimating b and ¢ is obviously a more difficult problem. In any case, the choice of the functions
b, ¢ is important because too small or too large ranges of values for the process can generate
numerical difficulties.

FIGURE 4. Example 5, T = 200. First line: the 6x3 proposals for b (left) and
the 3x6 proposals for ¢ (right). Second line: by (left) and ¢ (right) selected by
penalization (green) or oracle (dotted black). In all cases, the true is in bold red.

6. CONCLUDING REMARKS

6.1. Summary and remaining questions. In this paper, we consider the nonparametric esti-
mation of the functions b, ¢ for model (1) based on the continuous observation on a time interval
[0,T] of four i.i.d. sample paths in stationary regime. The asymptotic framework is T' — +oc.
Due to the presence of the interaction term in equation (1) which contains a convolution with
the unknown marginal law of the process, the problem is completely different from the case of a
usual diffusion (¢ = 0) and the observation of only one sample path is not enough to estimate
both b and ¢. The novelty here is to use independent paths to get estimators of terms such
as hx p (where p is the invariant density) together with other crucial quantities. Actually, two
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sample paths could be enough but induces much more tedious computations. The estimation
method is inspired by a paper of Pavliotis and Zanoni (2024) for interacting particle systems in
a parametric setting. To build the estimators, we use a combination of a moment method and a
projection method. Defining a specific risk for the estimators fitted to the problem, we obtain a
bound for the risk of our projection estimators involving as usual a variance term and a square
bias term. The order of the variance term is precised for the Hermite basis. The rate of the
square bias term, which is very specific to the problem, is not simple to evaluate. We sketch a
discussion on this point. Note that no benchmark is available for comparison. We also provide
a nonparametric estimator of the invariant density of the process which has the parametric rate
without any condition such as Castellana and Leadbetter’s one. The method is implemented on
simulated data using an empirical model selection criterion, and performs reasonably well.

Remaining questions are worth of further research. It would be of interest to propose a
theoretical background for assessing the rate of the bias term and for the selection procedure.
Moreover, the estimation procedure is based on the estimation of the vector Z,,, suggested by
formula (22), using the moment relation (16). But the vector Z,,, is also given by (21) and
could have been estimated by

%m’p B <(; /OT SOk(X(g)(S))dX(za)(S)>;kgm_l ’ (; /OTW(X(i%)(s))dX(?v)(s));ggpﬂ)L

keeping the same matrix \A/mp. The other estimator V;l}pim,p requires another study which is
worth being done.

6.2. Discrete observations. In practice, only discrete time observations are available. There-
fore, it is worth of interest to study the same estimation problem based on discrete observations
(XD(GA),j=1...,n,i=1,...,4) with A = A,, tending to 0 and nA,, tending to infinity (high
frequency framework). One can consider the discretized versions of our estimators and this is
actually what is done in the simulation section. The extension of the estimation results would
be to the price of some more computations and some additional bias terms under conditions on
n, A,. The usual condition for diffusions, nA2 = o(1), would probably be the same.

6.3. Multidimensional McKean-Vlasov models. The case of a multidimensional McKean-
Vlasov model is certainly of the utmost importance especially for applications. If the process
evolves in R? we have to estimate a drift b = (b',...,b%) and an interaction function ¢ =
(¢!, ..., ¢%) which both are composed of d functions from R? to R. The specific difficulty for
estimation of mutivariate functions by projection is the fact that, for each function from R¢
to R, we have to estimate a hypermatrix (8j, jo,...jo,J1 < Mi,...,5a < mq) of coefficients,
instead of a vector for univariate functions. The theory can be extended in a rather natural way,
see Dussap (2023), [27], for the estimation of multivariate regression functions, or Comte and
Genon-Catalot, (2024), [20] for drift estimation of inhomogeneous diffusions. However, numerical
implementation gets quickly more difficult to handle.
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7. PROOFS (SUPPLEMENTARY MATERIAL)

7.1. Proof of Proposition 1. We have b/(z) > K,¢'(z) > X\. Thus, (¢p*p) (z) = [¢'(z —
y)p(y)dy > X. Therefore, for x > 0,

b(x) > Kz +b(0), ¢*plx)>Ax+ ¢*p(0).
This implies, for 0 < z < z,
[0+ 0 plaiu = (5 + 0 = 2)/2-+ (40) + 6 pO) i — 2).
Thus,

p(z)
p(z)

(K+ M\
02

(2 = 2%) + Cz = 2)], C=—(2/0%)(b(0) + & * p(0)).

< exp[—

Analogously, for z < z <0,

p(z) (K +A), o 2
< — (2 — + —2).
o) exp | 5— (27 —2°%) + C(z — 2)]
Therefore, for all x,
(K+AX) , (K +)) Co? 2
< A A Sl [PV A
p(x) Sexpl 5— 2~ + Cx] oc exp 5 x 3K ) ,

Moreover, for 0 < z<zorx <z<0,

(z
z)

)
~—

<exp[C(z—2z). O

=
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7.2. Proof of Lemma 1. Set ¥(z) = [ ¢ dt We prove that W and ;1 % p both belong to
D defined by (12). We have [ ¥?(z) ( )da: = .t f ., where

+00 +oo T
2 2 _ 2
/0 U*(x)p(x)de < /0 :c/o () dtp(x)de = /0<t<x xp*(t)p(x)dzdt

+o00 +o0 +o00 +oo
= 2 Tp\xT)ax 2 TP\ )ax Q.
= [ e[ ewdnis [ [ s <+

0

We proceed analogously for the integral on (—o0,0) and thus ¥ € L2(p).
To prove that [j ¢ p(t)dt belongs to L?(p), it is therefore enough to prove that ¢ * p belongs
to L2(R). By the Young inequality,

/(¢*P)2($)d$ < (/p(a:)dx)Q/wQ(m)dx < 400.

Next, we must prove that i (z)p(x) and ¢ x p(z)p(z) tend to 0 as = tends to +o0o and —oo. This
holds as 1 is bounded by assumption. And v * p is also bounded as

[ x p(a)] < ( [ | p2<y>dy) " (Hp\m / w2<t>dt) "

Now, we prove that LW and L( f;(¢ * p) belong to L?(p). We have LV = %27,&’ —(b+ @ *p).
As ¢/ has polynomial growth, [[¢'(z)]*p(z)dx < 400 by Proposition 1. By our assumptions,
b= V" and ¢ % p have ¢ polynomial growth. So, it is enough to check that (1 + x¢)y)(z) belongs
to IL2(p) which holds since 1/ is bounded and p has moments of any order.

We have L( [;(vxp) = %21/)’*;)— (b+ ¢ x p)1x p. We use that 1 x p is bounded and b+ ¢ % p has
polynomial growth to deduce that (b+ ¢ % p)i x p belongs to L?(p). Next, as 1/’ has polynomial
growth, ¥ x p has also polynomial growth. This implies that ¢ x p belongs to L?(p). O

7.3. Useful Lemma. We state here a useful Lemma.

Lemma 3. Assume [H1]-[H4] and consider a function h such that there exists a positive constant
a such that Yu € R, |h(u)| < ae®™. The following integrals are finite and bounded by constants
depending on p and h only:

w o= ([ h()()du)j;g), r= [ A*wh<u>p<u>du)2;g§).

2) J = / i \Z!P < / h(u du> dady, J, = /0 o ZQE;) < /y o h(u)p(u)du>
3) / (/x i) /w</gfoop2<y>dy>p‘(l;.

/ / T Py, /_io|x|p(:z:)dx/: pggi)/;f(y)dy

oo [ / <y>dy)2, / Ooomp(x)dx / 0 ([ ,,<y)dy>2

2

<
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Proof of Lemma 3. We start with the first item. It is enough to look at I_, the other one
being analogous. We have:

d

I_= 2/ —yh(u)p(u)h(v)p(v)dudv.
u<v<y<0 p(y)

On the integration set,

,O(U),O(U) _ [p(u)p(v)]1/2[p(u)]l/2[ (U)]I/Q < [p(u)p(v)]1/26(0/2)(u+’u)—0y.

p(y) oy) py)

Thus,

I~ < 2/ h(u)h(v)[p(w) p(v)] /2 C/DEHI=CY gy dudy
u<v<y<0

0
= 2/u<v<0 h(u)h(v)[p(u)p(v)]1/26(0/2)(u+v)(/ e~ CYdy)dudo

v

= 2 [pwp@)] 2P P h(w)dudy
u<v<0
2 " . B )
<o [l Bl [l = ) )] e
u<< v
< 40

by Proposition 1 and the assumption on h.
We prove the second item. We have:
J_ = 2/ \x|wh(u)h(v)dxdydudv.
r<y<0,u<v<y

We can write:

p@)p(w)p(v) _ -+ \1/3pP(@)10/31P(W) 10/30P(0)10s5r v o i1y
2 [p(z)] [p(y)] [p(y)] [p(y)] [p(u)p(v)]™*.

On the integration set, we have:

PEPCDPW) ) o) p(0)] V362D (2/3)C ) (2/3)C =),
rly)
Thus,
400
Jo < / fCIIh(U)h(v)l[P(l‘)P(U)P(v)]1/36(20/3)(“““)(/ e *Ydy)dududv
z<0,u<v

sup(z,v)

< 400,

by Proposition 1 and the assumption on h.

We treat (3). By Proposition 1, and Inequality (8), we get straightforwardly that

/O+OO pc(li) /;oo P (y)dy = /O+OO P (y) </0y pc(l;) dy < +oo.
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For (4), we have:

/+00 xp(x)dz /fﬂ du% /+°0 P2 (y)dy = / xp(x) pz(y) dzxdudy.
0 0 p2(u) Jy 2>0,0<u<z,0<u<y p%(u)

We can write:

- Pz(y) — [p(2)]}/3 M 2/3 @ 4/3 2/3
pla) oy = @) LS ()
Therefore, using (8) again,
P (y)
/m>0,0<u<x,0<u<y wp(@ )P ( )dxdudy
S/ w[p(@)]"*[p(y)*/* exp [(2/3)C(a — )] exp [(4/3)C(y — u)ldadudy
z>0,0<u<e,0<u<y

[ el o e a/3)Ca + 4310 [ oxp(-2u)dudady < +oc.
>0,y>0 0

For (5),

/0+°° zp(x)de /Og” pgdgi) [/:00 p(y)dy} 2 _ /10<u<x1u<y,u<y/dedydy’du_

As above, on the integration set,

/ T 3/4 3[40,/
@2 (ot = O )t

< [p(lt)]l/Qp y)]1/4p(yl)]1/46(0/2)x+(30/4)(y+y’)e—(56’/4)u’
and conclude that the first integral of (5
a

~ =

is finite. We proceed analogously for the second one.

7.4. Proof of Proposition 3. Recall that h having exponential growth, belongs to L2(p) as
noted before the proposition. Let us find 'y, = g such that g € D and Lg = h.. Using (11) and
(12), we obtain, taking into account that we want lim,_ ¢'(y)p(y) = 0,

Y +oo
90 = oy | e =2 [ hwptudn,

where the equality above comes from the fact that fjoio he(u)du = 0. We choose g(z) =
fo u)du which gives Lg = h.. We must now prove

(32) I= /[g’( NPp(y)dy < +00, and J = / (z)dr < +00.

We can split 7 into Z = U%(Lr +7Z_) with

e (F omom) 5= [ 25 “scomom)
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It is enough to look at the first integral, the other one being analogous. We have, using h. =
h— [ hp,

I < 2/_(; p‘(iz) (/_: h(u)p(u)du>2 +2/_OOO pc(zz) (/_: p(u)du>2 (/ h(u)p<u)du>2.

These integrals are finite by Lemma 3 (with h(u) = 1 for the second one).
Now, we also split J = J;+ + J—, with
400 9 0 )
o= [ e, 3= [ @R,

and only treat J_. We have

0 0
7. < / 2]p(x) / g/ (y)dydz = / Jellg ) o)y

—0o0

= <784/x<y<0’w‘/?2d(y ( —o0
5L (o) (frore)
= gV 4+ 79« (/h(z)p(z)dz>

These integrals are finite by Lemma 3.
Thus, (32) is satisfied and I'j, = g belongs to D and satisfies LT, = h.. Then (14) is obtained
thanks to the Ito formula, and (15) is deduced using that X (¢) is stationary. O

y

2
h(u du) p(x)dzdy

7.5. Proof of Proposition 4. Replacing in (24) ¢; by h; and 0y by hge_1, and applying Fourier
transform yields

m—1 p—1
(33) Vo € R, Y yithi(@) + Y yeami® T hopgr ()" () = 0.
7=0 (=0

Multiplying by %/ gives P(z) + Q(z)p*(z) = 0, V& € R, where P and @ are polynomials.

Let us moreover assume that V(.) and W(.) are C* and let f™(z) the n-th derivative of f.
Inequality (7) yields that p belongs to the Schwarz class S(R) = {f € C®(R,R), s.t.¥Ym >
1,¥n > 0, f"(z) = O(z™™) at oo}. Therefore p* also belongs to S(R). Letting 2 — oo
in (33) yields that P(x) — 0, which implies that the term with highest degree of P(z), i.e
of Ym_1"™ ' H,,_1(z), tends to 0. Therefore y,,_1 = 0. Iterating the procedure yields suc-
cessively that ym—1,Ym—2,...,%0 are all equal to 0. Equation (33) reduces to the equation:
Vz € R, Z?;é YormiZ T hopi1(z) = 0. The functions h;(.) being orthogonal, this implies that
Yo+m = 0 for £ =0,...,p— 1. The result is thus proved. O
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7.6. Proof of Proposition 5. Obviously, E (% f(;[ P, (X ) [ i (x)p(z)dx. For the

term % fOT ?@(X (3)(s))ds, the expectation is computed in two steps by using the independence
of X®) and X®.

=(7 Tw<X<3><s>>ds) = [E@a)otaria = [0 po)p(oic

Gathering both terms yields that E(zmm) =Zmp.
Concerning 'V, 5, it is clear that

T
B (1 [ e 6)ds) = [ oo

and with the same two-step computation as previously, we have

T
E (;/O ée(X(l)(S))QDk(X(l)(S))ds) = /E(éz(x))gok(x)p(x)d:c = /eg*p(x)gpk(g;)dl‘_

Now we prove that

T
E (;/0 ég(X(l)(S))e_r(X(l)(s))ds> = /eg*p(x)eT*p(x)p(x)d$+0(;)'

First, we split:
1 / G (XD ()) 8, (XD (s))ds— / B ()0, p() p(a)d = A (£, 1)+ Aa (€, 7)+ As (£, 1)+ Ag(0,7),

where

T
Ai(lr)y=T7" /0 (Oe(X M (5)) = 0% p(X D ()))(0,(X D (5)) = 0, % p(X P (5))ds.
T
Ag(l,r) =T / e (XD(5)) — O % p(XD ()0 % p(XD(s)ds, As(l,7) = As(r,0),
0T
Aq(l,r) =T /0 00 % p(X D ()6,  p(X M (s))ds — / 00 p(z)0, * p(z)p(x)d,
The term Ay(¢,7) is centered as E(f, x p(X 1 (5))0, % p(XV(s)) = [0 x p(z)0, x p(z)p(z)dz.

By the two-step computation already used, the terms Ay (¢, r), As(r, ) are centered too by the
independence of XM and X®@), as

EXVE)(0,(X W (5)) — 0y % p(XD(s)) = 0.

For the term A;(¢,r), we have:

EAi(¢,7) =/p(U)duE [(Oe(u) = O % p(w)) (O (u) — Oy % p(u))] ;
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We intend to use Proposition 3. Set 0p,(z) = 6¢(u — z) and note that 07, (z) = Opu(x) —
[ 0pu(z)p(x)dr = 0(u — ) — 0 x p(u). Now with Ly, , such that LTy, = QEU, it holds that

;/0 O (X2 (1)t = Bu(u) = O+ plu)

o (T 1
(34) - Z /O T, (X (5)dWa(s) + 7 (T, (XE(0)) ~ Ty, ,(XA(T))).
Consequently,
E [(Be(u) — by % p()) (Br () — b, % p(w)] = T (w) + T (w) + T3 () + T (u)
with
0.2 T 0_2
18000 = T ([ T (X0, (X e)ds) = T [T, 0 oy
120 = B [0, (X (0) - T, (XO (1)) (T, (XP0)) - T, (XO(1)))
. o T
1000 = 58| [ T, (XD Wa(e) (T, (X)) - Ty, (X(D)))]

T w) = T (u)

By the Cauchy-Schwarz inequality, we get:

1/2
Tﬁ)(u) % < / 15, . (¥)p(y)dy / FQT,u(y)p(y)dy) ,

- 1/2
1000 < s ([0t [ 13 o)

Next, we must integrate all these terms w.r.t. p(u)du.
Using the Cauchy-Schwarz inequality for the second and the third inequalities leads to:

J z / b T ()p(y)p(u)dudy,
[ w12 < Z; ( [ty [13, <y>p<y>p<u>dudy)

IN

1/2

o 1/2
[ ot wan < 7, ( [, @ Pow)ptdudy | rgm@)p(y)p(u)dudy) |

Computations analogous to the ones of Lemma 3 allow to prove that the integrals above are
finite. We only treat the first one. Recall that

Y 400
T, () = 025@) /_ N 07 (2)p(2)dz = —023@) /y 05 . (2)p(2)dz.

Therefore, we split
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As 0y is bounded, 67 ,(.) is bounded too, so

L% i Lot [ s ([ o)

which is finite by Lemma 3.
Gathering the four terms, we get that

E <:1} @)~ 0y p XD (6)) 6, (XD () 6, p(X m“”“)

_ - 80, (T, . (¥)p(y)dy p(u)dqu%O(l)-
T / (/ ) T3/
Finally,

=(7 ' XX ) = [ 010002 pla) o)
+ 2 [ ([T 8%, oty ) ot + 00).

This states a more precise result and ends the proof. O
7.7. Proof of Theorem 1. We have

—

15, D) — 0O = 10, D)y — (0, P L, + 115 D)1 e,

= (I mp — B Dl + 10, Dy — 0,8 ) T, + 10, DL,

where we use Pythagoras theorem: (b, @) — (b, ¢) is orthogonal to Sy, x ¥, w.r.t the V-scalar
product and thus V-orthogonal to (b, ¢) (b, ®)m,p- Therefore

1 D)y — B < 1B Dy — (0 Dl T Ly + 1By Sy — (b, D)3 + 115, D) [ L,

The middle rhs term is the squared bias term. Let us study the two others. We write, on
Apps

mp

—

100, = (0, D)mplIF = (B, )y = (0,€) 15,0, = 1 VinipZinp = Vi Zins I3,

= Vs = Vi) @iy = Zin) + Vil (B = Zn) + (Vinly = Vi) Zins Ry,
< 3||(Vr_n,1p _ Vr_n}p)(zm’p — Zm,p)”%/m,p —+ 3||V,;7}p(zm,p — Zm,p)“%’mm + 3H(V771%p — V;z}p)zm7p|
We set N —~
Ty = ||(V;n}P: Vi) Zinp = Zinp)lI,, , 180,
T = HY\;’L}p(vaP - Zm,p)”%/'m,plAm,p
Ty i= [[(Vip = Vi) Zms 3, 12 s
Ty:= (b, 0)|} 1A,
We have

—_~—

E(l[(0:0)mp — b 0)7) < (0 0)mp — (b, 9)¥ + BE(Ty + Tz + T3) + E(Ty).

2
Vim,p
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The proof of Theorem 1 is structured in a study of the terms, E(7;) for i = 1,...,4 and relies
on the results stated in Propositions 6 , 7 and Lemma 2.
e Study of Ty = || (b, ¢)”%/1A$np- For this term, we have

Lemma 4. Under [H5], it holds
(35) BT =E(I(b.0)}1ag,) < 4+ 103 10.0)PE (Vi — VirslZy).
The bound for E(7}) follows then from Proposition 7,

Ls@(m)
T

E(T4) < 53l (b, 0) I3

Proof of Lemma 4. Let

~1/2 _ 1
(36) Oy = { VAV Vilf? = il < 5}

We write that
P(Afmp) = IP’(Afn’p N Q. p) + P(Aﬁ%p N an’p).
We have

PO, ) <4E (V22 V0, Vil = Tdill3,) < AIVELIZE (Vs = Vi l2,)
Therefore, using [H5],
P(AG,, 0 D) < P, ,) < ASE (Vg = Vi I2, )

Next, on AS, . due to [H5], it holds that ||\A/';L}p - V,Lllop > s0 and

m,p?

1 -1 —1 2
P(Afn,p NQyp) <E (1{||\77n?p—V;ﬁp||0p>so}1Qmm) < ;%E (va,p - Vm,pHOP]‘Qm,p) :

Using (48), we get

S

2 A~
P50 ) < 2 (Vi = Vi

2
op)

Adding both bounds gives (35) and concludes the proof of Lemma 4. O

o Study of 75 = |(Viil, = Vi) Zonyll, 14,

m7p

Using (30) and Lemma 2 yields

E(T3)

IN

2ol (| (Virky = Vil 25180 ) 1 Zimp s
80558 l1olloo EUVinp = Vingl120) 1 Zon pllFonsr-

Now, we can prove the following result:

(37)

IN

Lemma 5. We have

|Zon plIfenso < 2lpllocllb+ 6 % plI7 = 2llplloc (6, )T
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Thus, by (37), Proposition 7 and Lemma 5, we obtain,

L,(m
B(1y) < siTe™).
Proof of Lemma 5. First, we note that, using (16) we get
m—1 2
sl = 3 ([ or@b@) + 6 % plalote)ic)
k=0
p—1

n ( [ bexp@lpia) + 6+ p(x)]p(x)dx>2 .

=0

~

Using again the relation [(u*v) w = [u (v_ *w) with v_(z) = v(—z) yields

/ 00 % p(@)[(b(x) + 6 % p()]pla)da = / 0u(w)(b+ 6% p)p * p_) (w)da

Therefore, by the projection argument and the Young inequality (|luxv|| < ||ul/1]v]]) as||pll1 = 1,
we get

Zonler < [0 0500 + [0+ 65 p)psp I
JOs6w0P ol [+ o525
< 2ol [ b+ 6% = 2ol G.0)} O
e Study of E(7T»). Using [H5] and (30) yields
E(T3) = E (IViroZonp = Zonp)1anul,) S IV llopE (1Zonp = ZunpllEinsn L, )

S0E (1Zmp = ZnplEmsr ) -

IN

A

IN

Applying Proposition 6 yields that
Ly(m) + Lo(p)
T .

o Study of Ty = [[(V2!, = Vi) (Zmp — Zmp) 3, 16, By (30),

m,p

(38) E(T2) < s0

i < 20pllocIVinip = Viplloplan,) 1Zmp = Zinpllfms-

As the two factors of the right-hand-side are independent
E(T1) < 20plloc (I1Vindy = Virlo |21 80 ) B (1Zimp = ZonpllZns )
Using Lemma 2 we get

E <”v;1}p - V;n}p”gplAm,p) S (40 + 1/4>33E (H{\/W,P - Vm1pH(2)p1Am,p> ’

E(T) < 2(40 + 1/)slwE (IViny = VinolZ Lo, ) E (1Zmp = Zenplffnss ) -
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By applying Proposition 6 and 7 and using L,(m) < T, we obtain

E(Tl) g Sé LQD(m); Lg(p) )

Gathering the five bounds ends the proof of Theorem 1.0

Remark 3. The proof of Theorem 1 consists in bounding four terms. It is only in the first one

~

— - 2
Tl = H(VTTLJJ - Vm:}p)(zmap - Zm’p>HVm,p1A7n,p
that we use the fact that we have four trajectoires. Indeed, T is bounded by
Ti < 2oV = Vipllop1am,) 1Zimp = Zin pllzmos

where V., , is defined in (20) and for x € R™,y € RP, ||(z, y)va = (z,9)* Vinp(z,9).
Because of the use of four trajectories, the two terms of the rhs are independent and we have

E(T1) < 2ol (V7Y = Vil I20 180, ) E (1Zimp = Zinpl Bt )

If we only had two trajectories, then, the two terms would not be independent and we would have
to use the Cauchy-Schwarz inequality to separate the expectations. Therefore, we would have to
study:

B2 (V3 = Vil ldlan, ) o BV (1Zmy = Zunpllknss)

This would lengthen proofs a lot (see the proofs of Proposition 5, Proposition 6, Lemma 2).

7.8. Proof of Proposition 6. We have

N ot m—1 T 2
ElZmy ~ Zmplnes] = 41@{2 (7 [ cx@enis- [ vitamto)

(39) + pi (; /(]Tefk(X(3)(S))ds - /9; * p(z) p(x)d:E)Q} .

We prove two lemmas for each term of the r.h.s.

Lemma 6. Assume that i @5 a differentiable and bounded basis. Let g := F% be defined by

Lgi = (¢}, — [ ) (x)p(x)dx] (see Proposition 3). Then,

(40) 2

T 2
E<;/o SDZ(X(E‘)(S))dS—/gpﬁg(m)p(x)da?> < 2? (g1, (x)]*p(z )dm—i—% g2 (x)p(x)da.

Moreover,

m—1

k=

=]
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_ T
Lemma 7. Recall 0/y(z) = 111/ 0)(x — XD (t))dt. Let Gy be defined by
0

LGy (y) = 0)(x —y) — 0, % p(x) and hy be defined by Lhy = 6 p — /0} x p(z)p(x)dz. Then,

2 (L[ T [ s pmpnr) = 2 [ (@) selptoriny

8

+ s [ o) s(@)plw)dndy

+ 7 [@Ppeds + g [ ue)p)ds.

Moreover,
1

5 IE( / (XO)(s ))ds/eg*p(x)p(x)dx>2 < L"T(p).
0

=

From the two Lemmas and formula (39), we get the result of Proposition 6. O

Proof of Lemma 6. By definition of L and g, :=T o and Proposition 3, we have

: / AXO@)ds -~ [ ei@pa)dn) = 7 / (XD (5))dWs (5)

+T[gk<x<3><o>> (X)),

and consequently by (15),

T 2 02
e (7 [ de®onis— [do) < 2 [lwrswis+ 2 [ g

This yields inequality (40).

Now we have
o) = o [ ()= [lmriz) way

= +°° (40 - [ eIota1az ) oy
We split the term

Jlsi@)Po(z)ds ~ / " @) Pp(@)ds + / ()P pla)de == (T, + 1)
0

oo o

with

I, = /Om pc(li) U;oo <90§€(y) - /wk(Z)p(Z)dZ> p(y)dy]2
<27 () - souy)p(y)dy)z 2 [T (] oty | wuz)p(z)dz))Q
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Now we write by integration by part,

+00
/ oeW)p(y)dy = —pr(x)p(x) — / or(y)p' (y)dy

as ¢; is bounded and lim, 4+ p(x) = 0.
As a consequence for all x > 0, it holds

m—1 +oo 9 m—1 oo )
];0 ( /0 w%(y)p(y)l[m,m}(y)dy) < 2;{¢i(x)p2(x)+< /0 or ()P (W)}, +oo}(y)dy> }

“+o0

< 2L¢(m)p2($) + 2/0 [p/(y)]21[x,+oo] (y)dy

by using the usual projection argument. Thus

Z/m % </ Oo<p§€(y)p(y)dy>2 < 2L¢(m)+2/0+°°p‘<l;/x+°°[p/(y)]2dy

where, thanks to some adaptation of. Lemma 3, noting that p'(y) = p(y) X k(y) where k(y) has
polynomial growth, we can prove

I e Tt = [P ([ ) v oo

The second term is easier and analogous.
The term I_ is treated analogously using the second formula for g. Therefore,

o & l/g L@(m)
k’ N T *

Now, with gix(z) = [ g, (w)du, we look at [ gZ(z)p(x)dz and split it again into
fEOO .... We use that for z >0,

g8 2)]2 = ( / ' g;<u>du>2 <o f " lgh(w)du.
We can write

/O +OOg}‘i(:c)p(ac)dx < % O+Ooxp(a:)da: /0 " du (p(lu) /u - go;(y)p(y)dy)Q

e T (o ] oty | souz)p(z)dz))Q.

Then, with the same integration by part for [ ©}.p as previously, we get

k=0
o B e [ [Cacs ([ )

ARSI
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Therefore, by Lemma 3, all integrals being finite, we obtain the result. O

Proof of Lemma 7. We have

77X (s)) - / Opxp(w)pla)d = To(X ) ()~ Oxp(X P () +Oxp(X D) (5)) ~ / Opxp()pla) da.

Then, for all x,

= [ G (XD @)aWs(e) + H[G (XD(0) - Gl (XO(T)

0

And,
T 1

L hp(x)(5))ds— / Oyxpl(x)p(z)de = & / X ()W () e (XD (0))) ~ho (X ()]
0 0

Thus,

It follows that

This yields
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Next, we have to study Z?;é for each of the above terms following the lines of Lemma 6. By
formula (13), we have for y > 0,

2 o0
G y:/ 0)(x —2) — 0, % p(x)) p(2)dz.
() 2oy J, (05(z — 2) = 0y » p(x)) p(2)

By integration by part, we obtain, for y > 0

/ 2 +eo / / +eo

we(Y) = = Oc(x —y)p(y) + Oc(x — 2)p'(2)dz — Oy % p'() p(z)dz ¢ .

a?p(y) y v

Thus
p—1 4 p—1

S O T N )l A
S = 3o+ [ o= [

< 3 Le(p)+p2(y)/y [0 (2)] dz+/(p) )
and
p—1 +o00 ) 12 oo . oo /
> [ [ etz < 5 (nw+ [ L [T

)
s fwwr [ / o o)z ).

Following the proof of Lemma 3, we prove that all integrals are finite. The same holds for the
case y < 0. The order of the term is Lgy(p).

The terms [[Go(y)]*p(x)p(y)dady are treated in a similar way with an additional integration
due to the bound Gi’e(y) < || f[o,z] [G;!(u)]zdu. This yields the same order Ly(p) for the sum
over £.

Now, for the terms in hy, we note that

Hé*p—/%*pp:04*;)'—/9@*/)',0.

By Formula (13), we get, for x > 0,

@)= s [ (0000 = [0 9 @102 st

so that

p—1

Sl < o ([ (000 b = [ @niarie) p(u)du)Q.

£=0
Now, note that for x > 0

/x+°° O x p' (u)p(u)du = /Hg(u) (/ Lusop (u— v)p(u)du> do
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:2;3; </;OO Ge*p’(U)p(U)du>2 < / (/ Lysap (u— v)p(u)du>2dv.

This implies that

; [ r@peoe < X { L7 ([ 1t >p<u>du)zdvp‘fj)
=0
+/ (/ o (u — v)p(u)du>2dv /0+0<> (/;—OO p(u)du>2 [)(Z)}

As a consequence, this term is bounded by C(p)/o* where C(p) is a constant depending on p
only.

We proceed as done several times previously with Z?;é o hi(z)p(x)dx, which yields the
same order. O

which yields

7.9. Proof of Proposition 7. Recall that the matrices ‘A/md, and V,, , are symmetric nonnega-
tive. To obtain Proposition 7, we prove that

-~ L
E [Tr(vm,p - Vm,p)ﬂ < wém).
Let us recall that for a function h, h(z) = + fo X®@)(s))ds. We have Tr(‘A/mm —Vinp)? =

T11 + 2T19 + T2 where

~ ! T 2
Ty =Te(VI -VH?) = Y (;/O ‘Pj(X(l)(S))@k(X(l)(s))ds_/90j90kp>

J,k=0

2
Tip = Te(V2 = VI2)(Vip = Vig)t = D(s)) er(XW(s))ds — /eg *Psokp)

3
iR
S
i
N
N~
%
S
|
S0
=

k=0 ¢=0
p—1 T 2
~ 1 _ _
Ty = Te(V2 = V2)2) = (T /0 B/(X0(5)) 8, (XD (s))ds [ ee*per*pp) ,
£,r=0

Lemma 8. We have E(T11) < %m) + %

Proof of Lemma 8. Let g;x(v) = I'y,,, where I'y is defined in Proposition 3. We have:

1 2 20.2

E( = Tw(X(l)(S))sOk(X(”(S))dS— eioep ) < = [ lgjn(@)p(z)dr)+ 82 g (@) p(x)da.
(] Jermn) <7 | =/

For each integral of the rhs, we write [ = ff)oo + f0+oo and use the appropriate expression of g,
in each integral. Thus,

|- [ et - [ wj<z>sok<zp<z>dz1p<y>dy)2)

o p(x)

<o [ = [( / m[w(y)w(y)p(y)dyf +(/ m p(y)dy)2 (/ soj(Z)sok(Z)p(Z)dZ]>2] .
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Now, we compute:

e
e
+
8
AS)
oL
S
AS)
Bl
N
>
=
N
~
(Y]
IN

m—1 1
3 / S2)P () dy
=07z

+oo
< Lym) / P (y)dy.

We proceed analogously for the second term. This yields

+oo
> / 95 ()*p(z)dz < c1Ly(m),

0<j,k<m—1

Tm —2x /0+00;éi)/m+oop2(y)dy+2/o+m;g) </m+oop(y)dy>2/p2(w)dﬂf-

The integral on (—o0,0) is treated analogously. This yields

Z /g]k x)dr < C1Lgy(m).

0<j,k<m—1

with

Next,

400 +oo z
/0 o) g (2)de < /0 plo)z /0 o (y) 2y = /0 o)l ey

We can compute as above

m—1m—1

“+oo +o00 2
") [958 W))? < 2Lip(m) 2(2)dz +2 (2)dz) [ pP(u)du.
y ]Z;) kzo Iy . /y p </y p ) /p
Thus,
4 0<]kz<:m 1/ gjk zde < 2L¢(m) /0<y<x,y<<zx P?(y) ddyd

o)
—
8
~
)

/
+ 4L¢(m)/ xQ(Z)p(Z)dxdydzdz'/p?(u)du,
O<y<z,y<z<z' p (y>

where all the integrals are finite. Analogously, fi)oo p(m)g?k(:c)dm S Ly(m). This concludes the
proof. O

Lemma 9. ETHSM+%+%+%.

Proof of Lemma 9.

1 [T

= /0 3e(XD(5)) (XD (5))ds — / 0 % pl) o (@)p(@)dz = Ti(k, £) + To(k, €)
T

Ty(k,0) = X / Be(XD(s)) — 05 % p(X D ()] 0 (XD (5))ds

/ 0% p(X D (5)) (XD (s))ds — / 00 % pl) i (2)p(x) do.
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The second term is easier. Set hgy, =T'y, g,4p SO that
o

T
To(k,0) = T/o Ry (XM (5))dWi(s)) + T[hzk(X(l)(O)) — hg(X(T)))].

Therefore,
BTk OF S 7. [Wa(@Poo)ds + 5 [ Hiyla)olade

We must compute, for > 0, (and then for z < 0)

Z :k O/hék P < 2:2?:2: </x 9@*P(9)‘Pk<y)P(3/)dy)2
+2ZZ:§§ (/x (y)dy>2 </ Ge*p(y)wk(y)p(y)dy>2

—+00

r—1 i
< 2 [ % p(y)* P (y)dy +2 [ (8% p()]*P* )y (| p(y)dy)*.
ez:%/x ex py) p\y)ay /Zpypyy/xpyy

5 / o o))y = Z / - ( / 0u(2)ply — z)dz)2p2<y>dy

And
p—1 )
[60 % p(y)]P?(y)dy < 2(y)d
/ o < (f o)
Thus,
p—lm—1 .1 boo g .
: 2 o) ? 2(w)du
; k:o/o [ho(2)]"p()dz - < /0 p(w)/a; p (y)dy/p (u)d

9 2 oo dx +o00 2
+ /p (y)dy> / — </ p(y)dy> :
( 0 p(.fl)) T
We proceed analogously for f0+°°.
The other term [[hjx(z)]?p(x)dx is treated analogously.
This means that

1
ZTQ (k,0)) Nf+ﬁ

Let us now study 73 (k,£). This term contains the two trajectories X1 and X®). For each ,
set Op(z — 2) = 0y, (2) and Gy =Ty, , so that

G ((XP(0)) = G (XPN(D))).

)~ 00x o) = 7 [ QXD @)awan + 1, ,
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Recall that

, 2 +oo 2 Y
)=y | = s o)z = s [ e =) = s s
Thus,
T
Tk = [ elx [ [ rapaxenamao]
T
+ 7 [ X s IC x0 oK D0) = Gy (XO(T))
= Si(k,0) + Sa(k, 0).
We have:

T T
s =1 [ |7 [ o) X0 amate)

Using the independance of the two trajectories, we get

2

T T
BS(0kt) = 7 [ dIE ( | ex ) /Xu)(s)),e(X(Q)(t))dS) — 7 [ @G ) p(w)oly)dudy.

Moreover, ES?(k, f) < fcpk (¥))2p(x)p(y)dxdy. We have to compute > ke of the two
terms. We have

p—1m—1 p—1
(2)p(y)dzdy < )p(y)dad
KZ; 2 /tpk 12p(z)p(y)dady Z/ y
p—1 00
23 | pladad /0 G () Po(y)dy

p—1 0
+ Ly(m) (@)da[ [ [GLo(m)]*p(y)dy]
. ;//) /_Oo LWP(y)dy

0

N
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We only treat the term containing f0+°°. We have:

2

Zﬁ [ ptwyast [ Lo < Zﬁ [ ptwyast | mpfg)( [mae(x_z)p(z)dz)]
+€§ [ otoiat [ - = ( [ota- z))p(z)dzf ( / - P(z)dz>

2

S H [ ptwyast | +°° = ( [ 81100 = 0ot u)du)Q}
p—1 00
—|—€:O p(ac)datﬁ/o+ ;E;(/y > </Gg x—udu>2
S [ r@pta =0 S ooy

2

+/p(a:)p2(x — u)dzdu /0+00 ,068) (/y+oo p(z)dz)

Using the bound on p and a previous study, we find that the second term above is finite. For
the first term, we have

/ p(x)pla — u)p(i(;)mlx—u>y>0)d$dydu < / p(x)p(z — u)e® T, s ysg)dadydu

:/p(z)p(x—u)ec(w“)/ Y dyl,_yso)dadydu
0

= /p(x)p(a: —u)eC TV, yo)dadu — /p(a:)p(a: —w)e T, so)dadu

+00 +oo
= /due_cu/ p(m)p(:ﬂ—u)eczdm—/duecu/ p(z)p(z — u)e “Cdx

The two terms of the sum are analogous. We look at the first one. For this, we compute, using
Proposition 1 (where b is given):
K+

ot =) S exp (- L2 w02 4 -+ 072)

sew (<" 2202/ e (25T w40 - /)

Thus,

2
Sexp( K+A( 2/2)) (w/2)- )/eczexp (_M)dz

0-2
K+ A y
exp( (u 2/2>) (Cw/2)-0),

U

N
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Finally,

+o0
/due_cu/ plx)p(z —u)eC%de < /duexp < K+ /\( 2/2)> e~ CW/2) < 4o,

U

This means that

L
S ESH(k,0) < @;m).
k,l

Now, we look at >, , ES2(k, (). This brings no new difficulty and we can prove that this sum is

bounded by a constant x%. O

Lemma 10. E(T%) S 7
Proof of Lemma 10. We write the decomposition

Too= Y (Au(l,r)+ Ag(l,r) + Ag(l,r) + Aa(L,7))?

0<tlr<p—1
with
T
Altr) = % ) = 0% p(XD(5))) (0, (XV(5)) = 0, % p(X D (5)) ) ds
At = o 0y p(XD(5))) 0, 5 p(XD(5))ds
Ag(f,r) = AQ?"E
Ag(lyr) = / O x p(X*(s))0, *p(X(l)(s))ds—/(%*p@r*pp.

We only treat the term Aj(¢,r) as the other ones are easier and analogous terms have been
already treated previously.
Using that [(1/T) f; ®(u)du]?® < (1/T) [, ®?(u)du, we have

EY Af(tr) < E{Z/[(W( — O x p(w)) (0, (U)9r*p(u))]2p(u)dU}
rl rl

p—1 p—1
< E {/ (Z(Qz(u) - Qe*p(u))2> (Z(gr(u) —0, *p(u))2> p(u)du}
£=0 —0
p—1 2
" o {/ (00 00- ) p<u>du} —h
=0

We first work on the sums and write each as e.g. Z?;é (¢, Z)? for some complicated and random
Z, in order to upper bound the term by [ =
Recall that

T
Fulu) = B p(00) = & [T (XD aWa(s) + (T, (X)) = T, (X(T),
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with 0, (2) = 0¢(u — 2), and

) = o ([ ettt =0 ptw) [ ptoyie)
(12) = oo ([ et 2t 0ept) [ pto)an)
(43) _ 025@) ( / LueonyB(2)p(u — 2)dz — 64 % plu) /y o p(v)dv).
Therefore

S0 — 0w ) < 2 (0Bi0) + Calw)

with -
p—1 T 2

B = 3 ([t cxepama)

) = (0 (X(0) - Ty, (XD
Then, .

p—1 2
_ 8
@) 4= | p(u)du< 0(94(16)—9@*0(“))2) < ot [ plwauBiw + [ plw)duciu),

=
We work on Bi(u) and split it into in order to use the two forms of I',, (y). We have:

T

T T
[ T B 0ama(s) = [ 1T (XDEDWa)+ | Lxio 0Ty, (XD (5)aWa(s)

Now, we use (42) for the first stochastic integral:

! r(x@ _ 2 [T lxem<
; Lix@ (s)<opl,,, (X7())dW2(s) = — . (X®(s) Ly aax@ (o) be(z)p(u — 2)dz | dW(s)

2 T 1< [ X7

By the stochastic Fubini theorem (see e.g. Hutton and Nelson, 1984, Lemma 2.1), we interchange
the ordinary and the stochastic integral. This yields:

T1
(X @) (5)<0) .
;S (f tsexeoneite=syis) amage

_ / 00(2)p(u — 2) ( /0 ! 1<“p(z)§(é‘)2(>$>)<°> de(S)) dz.
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Therefore, using the above equality, we get:

(45) > [/OT m (/ Liu—aax@ (o) be(z)p(u — Z)d2> dW2(5)] 2

[ ([ g e o]

1 2
2y (u=2<X ) (5)<0)
plu=s (/ )] -

p*(v)Lyco M7 (v)dv

with

71 v<X ) (s)<
(46) My (v) = /0 Wd%(s).

More simply,

T 1ixers<o (X6 2
Z (65*/}(71)/0 m/w p(v)dv de(S))

L

T 1 o [XO© 2
:/pQ(z)dz (/0 W/_OO p(v)dv dWQ(S))

We proceed in the same way for the term containing 1ix@ (s)<0) using the second expression of
F’ez u(y) So that by gathering all terms, we have obtained

2
</ F, X(2)( ))dWQ(S)) < Bn(u) + Blg(u) + Blg(u) + B14(u)

M

with
(2) 2
Buu / P - 2)d ( / D) = [ R
2
T1 @2 0 X@(s)
B 2( —XO)<0) / dv dWV-
T1<xe _ 2
B 2 _ (0<X@)(s)<u z)dW
al / Pl </0 (X))
2
1 x@(s)s0 [T
B 2( L / dv dWa(s) |
14 /P (/0 p(X(Z)(S)) X@)(s) p(U) 1% 2(5)

Therefore, we have
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We only look at the first term:
[rwBh@ de = [ o0 W)L oM @MW) dudeds

= [ PO 000 M) MR o

We have to take the expectation of the above term. Hence, we deal with E(M2(v)M2(v'). Using
the Cauchy-Schwarz and the Burkholder-Davis-Gundy inequalities yields

E(M7(0)M7(2)) < (B(M7(0))E(M(v)))"/? S (B(M (0))3)E(M (v))3))"/2.
We have (see (46)):

T1 2 T 1
2 . (v<X @) (5)<0) (v<X @) (5)<0)
srenh) = B ([ 2(XO(5) w) <7 [ e ( (XD (5) )es

1 v<T
= TQ/(g< <0 g
p*(x)
Thus, we obtain:

/ p(u) B (u) du

N

1 Ly 1/2
T2 2 2/ 1 1 ) / (v<x<0) +(v'<x <0)d d ’ dvd ’
/P (U)P (U) v<0,0'<0 < p3(:c) p3($') xTdx vdv

/ P2 (1) Loco ( / mdx>l/2 dv] 2.

We split p?(v) = p!/?(v)p*/?(v) and get:

= 7?2

[otwBh@an = 12| [ 52000 ( / p3<v>mdx)l/2dv

2

< T2 / p'/?(v) 1y exp [—(3/2)Cv] ( / Oexp(3cxdx))1/2du]

< T2

Dealing analogously with the other terms, we finally find (see (41) and (44)):

1
EAy S —.

The proof of Lemma 10 is complete. O

7.10. Proof of Lemma 2. We split the expectation along

_1/2C _ 1
Qm,p = {|Vm%2vm,pvm¥2 - Idm+p||0p < 2} .

(see (36)) and its complement. On the complement, we have, by the definition of A, , ((28)),
E(IVih = ViblZlan,10:,) < 28 (VLR + IVaL 214,105, )
< 10s5P(2, )
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Moreover
PO, ) < 4B (Vo2 V0, Vi ki = Tdill3) < AIVELIZE (Vs = Vinol2,)
Thus, gathering the last two inequalities, we get, using [H5],

(47) E <HV77L}}’) - VT:L}pH(Q)plAm,plQC p) S 408%E (va,p - vapH(Q)p) .

m,

For the other term, we have with [H5],
E (II\AfZﬁp - VﬁpﬂgplAm,plQm,p) < s3E (HVUQ‘A’_l Vi - Idm+p||<2>p1Am,p19m,p) -

m,p ©~m,p © m,p

Let A =1d,,4p and B = V;?]J/Q\Afm,pV;a%Q —Id,;,4p. Then we use the following theorem:

Theorem. (Stewart and Sun (1990)) Let A, B be (m x m) matrices. If A is invertible and
|ATIB|lop < 1, then A := A + B is invertible and it holds

- Blloo|A712
A - A7y < S
We have [|A™'Bllop = [|Bllop < 1/2 0n 2y, s0 that A = A + B = V32V, L V2 and
AT = A o = [VE2VLLVE2 —Tdmiplop

o IBlopl A7ME Vi Vinp Vinih® — Tl
— LA By 1 VL PVEL VLY — Tdi o
< SIVRV VIl — Tyl
< Woslory G 5l

2

Therefore we obtain
(48)

4
~ _ ~ _ S ~
E (HVm%p - Vm?p”(%plAm,plQm,p) S E (HVm}p - Vm,lp”gplﬂm,p) S 40E (HVm,p - Vm,png) .

By (47) and (48), we get Lemma 2. O

7.11. Proof of Proposition 8. Let g; := 'y, be such that Lg; = ¢; — [ ¢jp, as defined in
Proposition 3, which is such that by (13)
(19) g@)= o [ (o)~ [ einotw) 2 [ ew- [
49)  g;(x :/ vy —/«pppydy:—/ vy —/wppydy,
! o2p(z) oo’ ! op(z) Jo !
and by (14)

T T
(50) /0 (%«X(s)) - [ p) ds = o /0 GL(X())dW (s) + g; (X (0)) — g;(X(T)).
First by Pythagoras Theorem, the equality
(51) Ell7m — l2 = 1o — ponll2 + Ellm — ool
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holds. The result will follow from a bound on the second rhs term, E||p,, — pm||? = Z;-n;ol E[(a; —

a;)?] which is the variance term.
By formula (50), and Inequality (15) in Proposition 3, we get

B[ — pmll?) = E"i‘é (;/TWJ(X(S))CZS/%/)>2

0
< ;mgo{ / d:c+/g] } %(Tl—i-%’]lb).

Now we use (49), and write
m—1

T=Y IF+ Y I,
j

where 7 = (i /0 </;¢k(y)p(y)dy—(/%9) /;p(y)dy>2;(ii)’
/+OO </+OO k(Y )p(y)dy—(/‘ﬁjp) /zmp(y)dy)2;(li)'

Both terms are handled similarly, so we consider the first one only.

w'l_lff < /+OO m1</+0090j( > g/%p /+oop(y)dy>2 pc(li)

=0
< 5[ {/:OO <>dy+</p>/:°°p<y>dy>2}[fff:)

8
< ;C(P)

3
L

Il
o

Jj=0

where C(p) is a finite constant coming from Lemma 3.

For Ty, we write Ty = Zgnz_ol(f gjp+ fo ] ) and consider only the last sum, both terms
being again similar. For z > 0, we write that

g3 (z) = (/0 g;(u)du>2 < :v/ox(g;-)2(u)du.

Thus Z/ 2)dz < /0+O°xn§ </0$(g§-)2(u)du> p(w)da

5=0
Using (49), we get

Z/ z < 84/;00 {/;oo M+Oop2(y)dy+(/p2) (/:OO p(y )dy>2] pd&)}wp(x)dx-

This term is finite by Lemma 3. So Ty is bounded by say C*(p)/o*. This yields

. C(p) 1 1
2
k — < — —).

Plugging this in (51) ends the proof of Proposition 8. O



