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How curved is a random complex curve?

Michele Ancona and Damien Gayet

February 15, 2024

Abstract

In this paper, we study the curvature properties of random complex plane curves.
We bound from below the probability that a uniform proportion of the area of a
random complex degree d plane curve has a curvature smaller than −d/8. Our lower
bound is uniform, in the sense that it does not depend on d. We also provide uniform
upper bounds for similar probabilities. These results extend to random complex curves
of projective surfaces equipped with an ample line bundle. This paper can be viewed as
a sequel of [1], where other metric statistics were given. On a larger time scale, it joins
the general program initiated in [11] of understanding random complex hypersurfaces
of projective manifolds.

This paper is dedicated to the memory of Steve Zelditch
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1 Introduction

1.1 The standard projective setting

Smooth complex projective curves of the complex projective plane CP 2 have the remark-
able property that their topology depends only on the degree d of a defining homogeneous
polynomial. More precisely, they all are compact connected Riemann surfaces of genus
1
2(d−1)(d−2). When equipped with the restriction of the Fubini-Study metric gFS, these
complex curves become Riemannian real surfaces. By the Wirtinger theorem, their area
depends only on their degree:

∀d ≥ 1,∀P ∈ C
hom
d [X0,X1,X2], areagFS|Z(P )

(Z(P )) = d,
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where Z(P ) := {P = 0} ⊂ CP 2. However, all the other Riemannian quantities strongly
depend on the complex curve. This paper deals with the statistics of curvature properties
of such surfaces, when they are chosen at random, for a fixed large degree.

Let us recall some deterministic facts about the curvature of plane complex curves. For
any P ∈ C

hom
d [X0,X1,X2], and any x ∈ Z(P ), denote by K(x) the Gaussian curvature

for the restriction of gFS on Z(P ). The curvature satisfies the upper bound

K ≤ 2π,

which is achieved by complex lines in CP 2, see for instance [10]. The points where K = 2π
are called inflexion points. In fact, for any d ≥ 2 and any generic polynomial P ∈
C
hom
d [X0,X1,X2],

#{x ∈ Z(P ),K(x) = 2π} = 3d(d − 2).

In particular, the degree 2 curves are the only one for which the curvature is strictly less
than 2π. Moreover,

∀d ≥ 2, inf
P∈Chom

d
[X0,X1,X2]

inf
x∈Z(P )

K(x) = −∞.

Indeed, the smoothing the union of a degree d − 1 smooth complex curve and a complex
line provides a degree d curve whose curvature at the d − 1 intersection points becomes
infinitely negative when the smoothing becomes smaller and smaller.

Finally, by the Gauss–Bonnet theorem and the genus formula,

∫

Z(P )
K(x)d vol(x) = 2− (d− 1)(d − 2), (1.1)

so that the average of K over the complex curve is asymptotic to −d.
In this paper, we study the curvature of these complex curves when the defining poly-

nomial is taken at random. Let

P =
∑

i+j+k=d

ai,j,k

√

(d+ 2)!

2i!j!k!
Xi

0X
j
1X

k
2 , (1.2)

be a degree d random polynomial, where (aI)|I|=d ∈ CPNd−1 are random coefficients chosen

uniformly on the projective space CPNd−1 equipped with its Fubini-Study metric (the
quotient metric induced by the standard metric on C

Nd) and Nd = dimC
hom
d [X0,X1,X2].

We can also choose (aI)I in the standard sphere S
2Nd−1 ⊂ C

Nd , or being independent
complex standard Gaussian random variables. We denote by µd the measure associated
to (1.2). This measure is naturally associated to the unique U(3)-invariant Hermitian
product on C

hom
d [X0,X1,X2], see Example 1.6.

In general, our results will estimate the proportion of a complex curve where its cur-
vature is controlled. Hence, for any real surface Z equipped with a metric g with finite
area and any subset A ⊂ R, let us define

κ(Z, g,A) =
areag{x ∈ Z,K(x) ∈ A}

areag Z
. (1.3)

We will write κ(Z,A) when the metric is obvious. Our first result asserts that statistically,
a uniform part of the area of a large degree random curve is very curved.
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Theorem 1.1 There exists c > 0 such that

∀d≫ 1, µd

[

P ∈ C
hom
d [X0,X1,X2], κ

(

Z(P ), gFS|Z(P ), [−4d,−d
8
]

)

> c

]

≥ c.

Recall that by the Gauss–Bonnet formula, the mean value of K over a degree d curve is
−d. Note also that if we smooth d different complex lines in CP 2 passing through one
common point, an arbitrary large proportion of the area of the resulting degree d smooth
curve have a curvature close to the one of a line, which implies that

∀ε < 2π, ∀d ≥ 2, inf
P∈Chom

d
[X0,X1,X2]

κ(Z(P ), ] −∞, ε]) = 0

Hence, Theorem 1.1 cannot be deduced from any deterministic fact. In a different direc-
tion, in [1] it was proven that

µd

[

inf
x∈Z(P )

K(x) ≥ −d9
]

→
d→∞

1.

Our second theorem computes exactly the average of the proportion of the area of the
random complex curve with prescribed curvature.

Theorem 1.2 Let 0 < r < R. There exists ϕr,R ∈]0, 1[ defined below by (2.8) such that

∀d ≥ 2, Eµd

[

κ
(

Z(P ), [2π −Rd, 2π − rd]
)]

= ϕr,R,

where κ is defined above by (1.3).

We now collect several consequences of Theorem 1.2.

Corollary 1.3 Let 0 < r < R. Then, for any d ≥ 2,

∀η ∈]ϕr,R, 1[, µd

[

κ
(

Z(P ), [2π −Rd, 2π − rd]
)

> η
]

≤ 1
ηϕr,R .

Corollary 1.4 Let 0 < r < R. Then, for any d ≥ 2,

∀η ∈]0, ϕr,R[, µd

[

κ
(

Z(P ), [2π −Rd, 2π − rd]
)

< η
]

≤ 1
1−η (1− ϕr,R).

Note that by the Gauss–Bonnet formula (1.1), for any r ≥ 1 and any P ∈ C
hom
d [X0,X1,X2],

κ
(

Z(P ), ]−∞,−rd]
)

≤ 1

r
+O(

1

d
).

Corollary 1.5 Let ℓ ∈]−∞, 2π[. Then,

∀η ∈]0, 1[, µd

[

κ
(

Z(P ), [ℓ, 2π]
)

> η
]

→
d→∞

0.

The last assertion shows that, in particular, the event that a uniform proportion of the
area of the curve has a non negative curvature becomes rarer and rarer for large degrees.
We stress again that for any complex plane curve, there always exist points with positive
curvature.
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1.2 The general setting

The previous results can be extended in a much more general setting that we now intro-
duce. Let S be a complex projective surface equipped with a Hermitian ample holomorphic
line bundle (L, h) → S with positive curvature ω, that is, locally

ω =
1

2iπ
∂∂̄ log ‖s‖2h > 0,

where s is any local non vanishing holomorphic section of L. Let gω = ω(·, i·) be the
associated Kähler metric. The space H0(S,Ld) of holomorphic sections of Ld := L⊗d is
non trivial for d large enough, more precisely

Nd := dimCH
0(S,Ld) ∼

d→∞
d2 volgω(S).

Let ∆d ⊂ H0(S,Ld) be the discriminant subset, that is, the set of sections s such that
there exists x in Z(s) where∇s(x) vanishes. Recall that ∆d is a complex hypersurface, and
that for any s ∈ H0(S,Ld)\∆d, the zero set Z(s) ⊂ S is a compact smooth complex curve
of S. Moreover, since H0(S,Ld) \∆d is connected, for s outside ∆d the diffeomorphism
class of Z(s) depends only on d. For any s we equip Z(s) with the restriction gω|Z(s) of
the Kähler metric gω. By Wirtinger’s theorem,

∀d ≥ 1,∀s ∈ H0(S,Ld) \∆d, areagω|Z(s)
(Z(s)) =

∫

Z(s)
ω = 2d volgω(S).

The space H0(S,Ld) can be equipped with the L2 Hermitian product

(s, t) ∈ H0(S,Ld)2 7→ 〈s, t〉 =
∫

S
〈s(x), t(x)〉hd

ω2

2
. (1.4)

This product induces a Gaussian measure µd over H0(S,Ld), that is, for any Borelian
U ⊂ H0(S,Ld),

µd(U) =

∫

s∈U
e−

1
2
‖s‖2 ds

(2π)Nd
, (1.5)

where ds denotes the Lebesgue measure associated to the Hermitian product (1.4). If
(Si)i∈{1,··· ,Nd} is an orthonormal basis of this space, then

s =

Nd
∑

i=1

aiSi

follows the law µd if the random complexes
√
2ai are i.i.d standard complex Gaussians,

that is, ℜai and ℑai are independent centered Gaussian variables with variance equal to
1/2. Note that for any event depending only on the vanishing locus Z(s) of s ∈ H0(S,Ld),
the probability measure µd can be replaced by the invariant measure over the unit sphere
SH0(S,Ld) for the product (1.4), or equivalently the Fubini-Study measure on the linear
system PH0(S,Ld).

Example 1.6 When S = CP 2 and (L, h) = (O(1), hFS) is the degree 1 holomorphic line
bundle equipped with the standard Fubini-Study metric, then the vector space H0(S,Ld)
is isomorphic to the space C

hom
d [X0,X1,X2] of degree d homogeneous polynomials in 3

variables, and we recover the standard Fubini-Study measure given by (1.2).
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Then, (Z(s), gω|Z(s)) can be seen as a fixed real surface with a random metric. The
following theorem is the generalization of Theorem 1.1 in this context.

Theorem 1.7 Let S be a compact smooth complex surface equipped with an ample holo-
morphic line bundle (L, h) → S endowed with a Hermitian metric h with positive curvature
ω and gω be the induced Kähler metric. Then, there exist a universal constant c > 0 such
that

∀d≫ 1, µd

[

s ∈ H0(S,Ld), κ

(

Z(s), gω|Z(s), [−4d,−d
8
]

)

> c

]

≥ c,

where κ is defined by (1.3).

The deterministic facts in the standard setting extend in this general one. First,

∃C > 0, lim inf
d→∞

inf
s∈H0(S,Ld)

κ
(

Z(s), ]−∞,−C]
)

= 0.

Indeed, let d0 be such that dimCH
0(S,Ld0) ≥ 2 and F ⊂ H0(S,Ld0) \∆d0 be a compact

subset. Then, there exists C > 0 such that for any s ∈ F , the curvature of Z(s) is larger
than −C. Now for any integer k ≥ 1, let s1, · · · , sk be k sections in F such that for
i 6= j, Z(si) intersects transversally with Z(sj). Then, for any positive ε, we can find a
small perturbation s of s1 ⊗ · · · ⊗ sk ∈ H0(S,Lkd0) such that the area of Z(s) where the
curvature is less than −2C is smaller than ε.

Second,
∀d≫ 1, inf

s∈H0(S,Ld)
inf

x∈Z(s)
K(x) = −∞.

Indeed, let Z be a degree d curve with a nodal singularity at x. Then, for any C > 0,
there exists a smoothing of C such that the curvature near x is less than −C.

Third, by [6, Proposition 9.2], see also Theorem 2.2, for any complex curve Z in a
complex Kähler manifold (S, g), the curvature K of Z for g|Z is bounded above by the
holomorphic sectional curvature of S, so that there exists C > 0 such that

K ≤ C.

Finally, by Gauss–Bonnet, for any generic s ∈ H0(S,Ld),
∫

Z(s)
K(x)d vol(x) = −2 vol(S)d2 +O(d),

so that for any r ≥ 1,

κ
(

Z(s), ]−∞,−rd]
)

≤ 1

r
+O(

1

d
).

Also, observe that by [1],

µd

[

s ∈ H0(S,Ld), inf
x∈Z(s)

K(x) ≥ −d9
]

→ 1.

The following theorem generalizes Theorem 1.7:

Theorem 1.8 Under the hypotheses of Theorem 1.7, let 0 < r < R and ϕr,R ∈]0, 1[ be
defined below by (2.8). Then,

Eµd

[

κ
(

Z(s), [−Rd,−rd]
)]

→
d→∞

ϕr,R,

where κ is defined by (1.3).
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The following corollary generalizes Corollaries 1.3, 1.4 and 1.5:

Corollary 1.9 Under the hypotheses of Theorem 1.7, let 0 < r < R. Then,

∀η ∈]ϕr,R, 1[, lim sup
d→∞

µd

[

κ
(

Z(s), [−Rd,−rd]
)

> η
]

≤ 1
ηϕr,R

and ∀η ∈]0, ϕr,R[, lim sup
d→∞

µd

[

κ
(

Z(s), [−Rd,−rd]
)

< η
]

≤ 1
1−η (1− ϕr,R),

where ϕr,R is defined by (2.8). Moreover let a, b ∈ R, a < b. Then,

∀η ∈]0, 1[, µd

[

κ
(

Z(s), [a, b]
)

> η
]

→
d→∞

0.

We emphasize that our results in this general setting are universal, in the sense that the
constants involved are universal and in particular do not depend on S. This is due to the
fact that the Bergman kernel has itself a local universal behaviour, see appendix A.

2 Proofs of the theorems

2.1 Deterministic preliminaries

For any Riemannian surface (Z, g) of finite area, any A ⊂ R, let

T (Z, g,A) = {x ∈ Z,Kg(x) ∈ A}, (2.1)

where Kg denotes the Gauss curvature. Note that

κ(Z, g,A) =
areag(T (Z, g,A))

areag(Z)
,

where κ is defined by (1.3).

Lemma 2.1 There exists f0 : C2 → C a holomorphic function vanishing transversally
such that

areag0

(

T
(

Z(f0) ∩ B, g0, [−2,−1

4
]
)

)

> 1,

where g0 denotes the standard metric over C
2 and B ⊂ C

2 is the standard unit ball.

Proof. Let f0 : C
2 → C be the holomorphic function defined

∀(z, w) ∈ C
2, f0(z, w) = zw − 1

4
.

Then, Z(f0) ∩ 1
2B 6= ∅, so that

area(Z(g) ∩ B) > 0.

By [12, Proposition 1], for any holomorphic function f : B → C, for any x ∈ Z(f), the
Gaussian curvature Kg0(x) of Z(f) at x for the standard metric equals

Kg0(x) = −|2fzwfzfw − fzzf
2
w − fwwf

2
z |2

(|fz|2 + |fw|2)3
(x). (2.2)
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One can check that the curvature of Z(f0) ∩ B belongs to [−2,−1/4], and that the area
of Z(f0) ∩ B satisfies

areag0(Z(f0) ∩ B) =

∫

|z|2+ 1
16|z|2 ≤1

(1 +
1

16|z|4 )dz ∧ dz̄ ≥
∫

1
4
≤|z|2≤ 1

2

dz ∧ dz̄ > 1.

In conclusion, areag0{x ∈ Z(f0) ∩ B,−2 < Kg0(x) < −1/4} > 1. �

In the sequel, we want to prove that the area of T (defined by (2.1)) is continuous in the
C 2-norm as a map of the ambient metric and the defining function of the curve Z. For
this, let us recall some general facts about the curvature. Let Z be a submanifold of a
Riemannian manifold (S, g), x ∈ Z and let

σ : TxZ × TxZ → NxZ (2.3)

(X,Y ) 7→ (∇XY )⊥,

where NZ ⊂ TS denotes the normal bundle over Z, ∇ the Levi-Civita connection associ-
ated to g and (∇XY )⊥ the g-orthogonal projection of ∇XY onto NxZ.

Theorem 2.2 Let Z be a submanifold of the Riemannian manifold S and x be in Z.

1. (Gauss’s equations [5, Theorem 3.6.2]) For any tangent vector X,Y, V,W in TxZ,

〈RZ(X,Y )V,W 〉g = 〈RS(X,Y )V,W 〉g +
〈σ(Y, V ), σ(X,W )〉g − 〈σ(X,V ), σ(Y,W )〉g ,

where σ is defined by (2.3) and RZ (resp. RS) denotes the Riemannian curvature
of g|Z on Z (resp. g on S).

2. (Kähler version [6, Proposition 9.2]) Assume furthermore that S is a Kähler mani-
fold and Z is a complex submanifold of S. Then, for any tangent vector X ∈ TxZ,

〈RZ(X,JX)JX,X〉g = 〈RS(X,JX)JX,X〉g − ‖σ(X,X)‖2g ,

where J denotes the complex structure of S and g is the Kähler metric.

In particular, as said in the introduction, the Gauss curvature of a complex curve is
bounded by the holomorphic sectional curvature of its ambient space along the complex
direction provided by the curve.

Lemma 2.3 Let 0 < r < R and f0 : 2B ⊂ R4 → R2 be a C 2-function. Assume that f0
vanishes transversely and that

areag0

(

T
(

Z(f0), g0, [−R,−r]
))

> 0,

where k is defined by (2.1). Then, there exists δ > 0 such that for any C 2 metric g and
C 2 function f : 2B → R

2 satisfying ‖g − g0‖C 2(2B) + ‖f − f0‖C 2(2B) ≤ δ,

areag

(

T (Z(f), g, [−2R,−r
2
])
)

>
1

2
areag0

(

T
(

Z(f0), g0, [−R,−r]
))

.
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Proof. By hypothesis, by the implicit function theorem and by compacity, there exist
η > 0 and a finite set of cubes of the form Ci = xi +Q1

η ×Q2
η, where xi ∈ B, Qi

η =]0, η[2,
i = 1, 2, and

B ⊂ ∪iCi ⊂ 2B,

such that for any C 2-function f : 2B → R
2 C 1-close enough to f0, for any i, Z(f) ∩ Ci is

the graph of a C 2-function ψi(f) over the translated of Q1
η or Q2

η. Fix i and assume that
the graph ψi(f) is defined over Q1

η in Ci. Let

hi(f) : x ∈ Q1
η 7→ (x, ψi(f)(x)) ∈ Ci.

By the implicit function theorem with parameters, hi(f) depends on f continuously in the
C 2-norm. Then, for any A ⊂ R,

areag{x ∈ Z(f) ∩ Ci,Kg(x) ∈ A} = areahi(f)∗g{x ∈ Q1
η,Kg(hi(f)(x)) ∈ A}. (2.4)

In order to estimate the continuity of the right-hand side in g and f , let us recall how to
compute K with respect to g and f . Let x ∈ Q1

η and let

s : (TxQ
1
η)

2 → Nhi(f)(x)Z(f)

(V,W ) 7→ σ(dhi(f)(x)(V ),dhi(f)(x)(W )),

where σ is defined by (2.3). Recall that R2×{0} = TxQ
1
η and dhi(f)(x)(V ) ∈ Thi(f)(x)Z(f).

Then by [1, Proposition 3.2], for any pair (V,W ) ∈ (TxQ
1
η)

2,

s(V,W ) = −
2

∑

k=1

Φ−1
(

(〈Wi,∇g
Vi
∇fj〉g)j∈{1,··· ,2}〉

)

i
∇fk,

where everything is computed at hi(f)(x) ∈ Z(f), where ∇fk denotes the g-gradient of
the k-th coordinate fk of f and where

Φ = (〈∇fk,∇fj〉g)1≤k,j≤2 .

In particular, s(V,W ) is continuous in the C 1-norm in g, and in the C 2-norm in f . Now
by the Gauss equations (Theorem 2.2), for any x ∈ Q1

η and and any X,Y,Z,W ∈ TxQ
1
η =

R
2 × {0}, writing Xi = dhi(f)(x)(X) ∈ Thi(f)(x)Z(f) etc.,

〈RZ(f)(Xi, Yi)Zi,Wi〉g = 〈Rg(Xi, Yi)Zi,Wi〉g +
〈s(Y,Z), s(X,W )〉g − 〈s(X,Z), s(Y,W )〉g ,

where everything is computed at hi(f)(x). Now, the Riemannian curvature Rg depends
continuously of g in the C 2-norm. Consequently, if Kg0(hi(f0)(x)) ∈] − R,−r[, then
uniformly in x ∈ Q1

η, for g C 2-close to g0 and f C 2-close to f0, then K(hi(f)(x)) ∈
]− 2R,−r/2[.

Now, on Q1
η the pull-back metric hi(f)

∗g converges uniformly to hi(f0)
∗g0 when g

converges in C 0-norm to g0 and f to f0 in the C 1-norm, so the quotient of their area
form is bounded by 2 for (g, f) close enough to (g0, f0). Hence, by (2.4) the area of
T (Z(f) ∩ Ci, g, r/2, 2R) is larger or equal to half of the same for g = g0 and f = f0.
Finally, using a partition of the unity associated to the Ci’s, we obtain the result. �
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2.2 The Bargmann-Fock field

The proofs of Theorems 1.7 and 1.8 rely on similar probabilistic estimates for the universal
algebraic rescaled model case, namely the Bargmann-Fock field over C2, see Theorem A.1.
The Bargmann-Fock field is defined by the following measure:

∀z = (z1, z2) ∈ C
2, f(z) =

∑

(i1,i2)∈N2

ai0,i2

√

πi1+i2

i1!i2!
zi11 z

i2
2 e

− 1
2
π‖z‖2 , (2.5)

where the aI ’s are independent normal complex Gaussian random variables. We denote
this measure by µBF . note that, up to the exponential factor, its support is the set of
holomorphic functions over C2.

2.3 Proof of Theorem 1.7

Theorem 1.7 is a consequence of the following local estimate:

Proposition 2.4 Under the hypotheses of Theorem 1.7, there exists a universal constant
c > 0 such that for any d large enough and any x ∈ S,

µd

[

s ∈ H0(S,Ld), areagω|Z(s)

{

y ∈ Z(s) ∩B(x,
1√
d
),−4d < K(y) < −d

8

}

>
1

2d

]

≥ c.

We emphasize that the constant c does not depend on S.

Proof. Let x ∈ S and R > 0 be such that 2R is less than the radius of injectivity of
S at x. Note that since S is compact, R can be chosen independently of x. Then the
exponential map based at x induces a chart near x with values in BTxS(0, 2R). We identify
a point in S with its coordinates. The tangent space (TxS, gω) is identified with (C2, g0).
For any degree d ≥ 1, let

ψd : B(0, 1) → B(0, 1/
√
d),

y 7→ y/
√
d.

For d ≥ 1, let
gd = dψ∗

dgω.

Then gd converges to the standard metric g0 in the C 2-topology. For any d, the function
ψd and the trivialization given by the parallel transport and explained in the appendix A
provide a sequence of Gaussian complex functions (fd)d≥1 defined on B induced by the
measure µd defined by (1.5). Let f0 : C

2 → C be the map given by Lemma 2.1. Let δ > 0
given by Lemma 2.3 applied to f0 and (r,R) = (14 , 2) and A be the event

A =
{

f, ‖f − f0‖C2(2B) < δ/2
}

.

By Lemma 2.3, for d large enough,

f ∈ A⇒ areagd

(

T
(

Z(f), gd, [−
1

8
, 4]

)

)

>
1

2
, (2.6)

where T is defined by (2.1). Since by Theorem A.1, the kernel of fd converges in the
C∞-topology to the kernel of the Bargmann-Fock field, by [7, Theorem 4],

lim inf
d→∞

µd[fd ∈ A] ≥ µBF [f ∈ IntA].

9



Now IntA = A and since f0 lies in the support of µBF , there exists c > 0 such that

lim inf
d→∞

µd[fd ∈ A] ≥ c.

By (2.6), this implies that for d large enough,

µd

[

area

(

T
(

Z(f), gd, [−
1

8
, 4]

)

)

>
1

2

]

≥ c,

hence the result after dilation by 1/
√
d. �

Proof of Theorem 1.7. For any d ≥ 1, let Λd be a maximal finite subset of points
xi ∈ S such that the balls B(xi,

1√
d
) are disjoint. Then, it is easy to see that for any ε > 0,

∀d≫ 1, |Λd| ≥
1

16 + ε

volS

volB
d2,

see [4, 2.5]. Since volB = π2/2,

∀d≫ 1, |Λd| ≥
volS

80
d2. (2.7)

For any x ∈ Λ, we define the following event A(x):

A(x) =

{

s ∈ H0(S,Ld), area{y ∈ Z(s) ∩B(x,
1√
d
),−8d < K(y) < −d

8
} ≥ 1

2d

}

.

By Proposition 2.4, there exists a universal constant c > 0 such that

∀d≫ 1, ∀x ∈ Λd, µd[A(x)] ≥ c.

Let N be the random variable defined by

N := #{x ∈ Λd, A(x)}.

Then,

c|Λd| ≤
∑

x∈Λd

µd[A(x)] = E

∑

x∈Λd

1s∈A(x)

≤
|Λd|
∑

j=1

jµd[N = j]

≤ c

2
|Λd|µd

[

N ≤ c

2
|Λd|

]

+ |Λd|µd
[

N ≥ c

2
|Λd|

]

which implies that µd
[

N ≥ c
2 |Λd|

]

≥ c
2 and hence by (2.7),

µd

[

area{x ∈ Z(s),−4d < K(x) < −d
8
}) > c

vol S

320
d

]

≥ c

2
,

hence the result. �
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2.4 Proof of Theorem 1.8

For Theorem 1.8, we will use the following Bargmann-Fock estimate:

Proposition 2.5 Let U ⊂ C
2 be a bounded open subset with smooth boundary and f :

C
2 → C be the Bargmann-Fock field defined by (2.5). Then, for any r,R > 0,

EµBF
[area{x ∈ Z(f) ∩ U,−R < K(x) < −r}] = 2 vol(U)ϕr,R,

where

ϕr,R :=

∫

(a,b,α,β,γ)∈C5

(|a|2 + |b|2)e−|(a,b,α,β,γ)|2/21{π |2γab−
√

2αb2−
√

2βa2|2
(|a|2+|b|2)3 ∈[r,R]}

d(a, b, α, β, γ)

4(2π)5
.

(2.8)

Note that

ϕ0,∞ := 2

∫

a∈C
|a|2e−|a|2/2 da

8π
= 1,

so that ϕr,R ∈]0, 1[.
Proof. Let 0 < r < R. By the Kac–Rice formula, see for instance [2],

EµBF
[area{x ∈ Z(f) ∩ U,−R < K(x) < −r}]

equals
∫

U
E
[

1{−R<K(x)<−r}|df(x)|2
∣

∣ f(x) = 0
]

ρf(x)(0)dx,

where ρf(x)(0) is the density of f(x) at 0, that is (2π)−1. By invariance of the covariance
function P of the BF field, see appendix A, we can assume that x = 0. Then, f(0) and
df(0) are independent, and

∀(z, w) ∈ C
2, f(z, w) =

√
π(az + bw) + π

α√
2
z2 + π

β√
2
w2 + πγzw +O(3),

where a, b, α, β and γ are independent complex standard Gaussians, so that by (2.2) the

curvature of Z(f) at (0, 0) equals π |2γab−
√
2αb2−

√
2βa2|2

(|a|2+|b|2)3 , hence the result. �

For the convenience’s reader, we prove now Theorem 1.2, that is Theorem 1.8 in the
standard projective setting, which is easier and clearer than the general one.

Proof of Theorem 1.2. Let A ⊂ R be a Borel subset. By the Kac–Rice formula, see
for instance [2],

E [area {x ∈ Z(P ),KgFS
(x) ∈ A}] =

∫

CP 2

E

[

1KgFS
(x)∈A|det⊥∇P |

∣

∣P (x) = 0
]

ρP (x)(0)d vol(x),

where ρP (x)(0) denotes the density at 0 of the Gaussian field P (x). By symmetry, we
can assume that x = [1 : 0 · · · : 0] ∈ CP 2. For X0 6= 0, let f : C2 → C be the random
holomorphic function defined by

f :=

√

2

(d+ 2)!

P

Xd
0

Then, by (1.2),

∀(z, w) ∈ C
2, f(z, w) =

√
d(az + bw) + d(

1√
2
αz2 +

1√
2
βw2 + γzw) +Rd, (2.9)
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where Rd is a random polynomial vanishing at order 3 at 0 and independent of the coeffi-
cients a, b, α, β and γ, which are standard complex Gaussians. If d = 1, Z(P ) has constant
curvature equal to 2π. Assume that d ≥ 2. By [10, p. 60], the curvature of Z(f) at 0 is

KgFS
(0) = 2π − πd

|2γab −
√
2αb2 −

√
2βa2|2

(|a|2 + |b|2)3 . (2.10)

The presence here of π compared to [10] is due to the difference choice of the Fubini-Study
metric in her paper. By (2.9) and (2.10), using the fact that at [1 : 0 : · · · : 0], gFS =

√
πg0,

and assuming that A = [2π −Rd, 2− rd],

E

[

1KgFS
(x)∈A|det⊥∇P |

∣

∣P (x) = 0
]

= d

∫

(a,b,α,β,γ)∈C5

π(|a|2 + |b|2)e−|a,b,α,β,γ|2/2, ×

×1{2π−πd |2γab−
√

2αb2−
√

2βa2|2
(|a|2+|b|2)3 ∈A}

d(a, b, α, β, γ)

(2π)5

= 2πdϕr,R. (2.11)

Consequently, for any r,R > 0, since vol(CP 2) = 1
2 , and ρf(0)(0) = (2π)−1, one has

∀d ≥ 2,
1

d
E [area {x ∈ Z(P ),KgFS

(x) ∈ [2π −Rd, 2π − rd]}] = ϕr,R ∈]0, 1[,

where ϕr,R is defined by (2.8). �

In the sequel, for any r,R > 0, let

arear,R := area {x ∈ Z(s),KgFS
(x) ∈ [2π −Rd, 2π − rd]} .

Proof of Corollary 1.3 and 1.4. For any η ∈]0, 1[, since arear,R < d, one has

ηµd(arear,R > ηd) <
1

d
E(arear,R) < ηµd(arear,R < ηd) + 1− µd(arear,R < ηd),

so that by Theorem 1.2, for any η ∈]ϕr,R, 1[,

µd[arear,R > ηd] ≤ 1

η
ϕr,R

and for any η ∈]0, ϕr,R[,

µd[arear,R < ηd] ≤ 1− ϕr,R

1− η
.

�

Proof of Corollary 1.5. Let ℓ ∈]−∞, 2π[. Then, by (2.10)

K ∈ [ℓ, 2π] ⇔ |2γab−
√
2αb2 −

√
2βa2|2

(|a|2 + |b|2)3 ≤ 2π − ℓ

πd
.

When d grows to infinity, the indicator function 1{K∈[ℓ,2π]} converges to the indicator of
the hypersurface

{(a, bα, β, γ) ∈ C
5, 2γab−

√
2αb2 −

√
2βa2 = 0}.

By the dominated convergence theorem, the Kac–Rice formula (2.11) implies that

Eµd
[area{x ∈ Z(s), ℓ < K(x) ≤ 2}] = o(d).
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Now by Markov inequality, for any η > 0,

µd[area{x ∈ Z(s), C < K(x) ≤ 2} > ηd] = o(1),

hence the result. �

In the general setting of random holomorphic sections of H0(S,Ld), we need to control
more precisely the way the curvature of Z(s) depends on s. For this, assume the hypotheses
of Theorem 1.7 and let x ∈ S. Let (ti)i∈{1,2} be a real local orthonormal (for h) frame of
L given by parallel transport, and G : TS∗ → TS be defined by

∀α ∈ TS∗, 〈G(α), ·〉g = α,

where g := gω denotes the Kähler metric. Then [1, Proposition 3.2], the bilinear operator
σ defined by (2.3) satisfies the formula: for any s ∈ H0(S,Ld) \∆d,

∀V,W ∈ TxZ(s), σ(V,W ) = −
2

∑

i=1

(Φ−1
(

〈∇2
VW s, tj〉h)j∈{1,2}〉

)

i
G〈∇s, ti〉h,

where Φ = (〈〈∇s, ti〉h, 〈∇s, tj〉h〉g∗)1≤i,j≤2, and g∗ denotes the scalar product on TS∗

associated with g. In the sequel, we will use the following homogeneity property of σ:

∀α ∈ R, β ∈ R
∗, σ(V,W )(∇s,∇2s) =

α

β
σ(V,W )(α∇s, β∇2s),

so that by (2.4),

∀X ∈ TxZ(s), 〈RZ(s)(X,JX)JX,X〉(∇s,∇2s) = 〈RS(X,JX)JX,X〉 − (2.12)

d‖σ(X,X)‖2( 1√
dn+1

∇s, 1√
dn+2

∇2s).

Proof of Theorem 1.8. Let A ⊂ R be a Borel subset. By the Kac–Rice formula, for
any d ≥ 1,

E [area {x ∈ Z(s),K(x) ∈ A}] =
∫

S
E

[

1K(x)∈A|det⊥∇s|
∣

∣ s(x) = 0
]

ρs(x)(0)d vol(x),

where ρs(x)(0) denotes the density at 0 of the Gaussian field s(x). Let x ∈ S. Under the hy-
potheses and trivializations above near x described in the appendix A in any orthonormal
basis of TxS (see for instance [3, Corollary 4.7]):

Cov
(

s,∇s,∇2s
)

|x = d2







(1 +O(1d)) O( 1√
d
) O(1)

O( 1√
d
) πdI2(1 +O(1d )) O(

√
d)

O(1) O(
√
d) π2d2ΣGOE(1 +O(1d))






,(2.13)

where I2 ∈M2(R) is the identity matrix and ΣGOE is defined by:

ΣGOE =
(

δ(ij)(kl) + δ(ji)(kl)
)

1≤i≤j≤2
1≤k≤l≤2

∈M 2(2+1)
2

(C). (2.14)

Let us define the random Gaussian variables

Q :=
1√
d2
s(x), S :=

1√
d2+1

∇s(x) and T :=
1√
d2+2

∇2s(x).
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Then, by (2.13) and [3, Corollary 4.3], Cov(R,S, T ) converges to the covariance of (f(x),df(x),d2f(x))
where f is the Bargmann Fock field defined by (2.5).

Now, by (2.12), for any r,R > 0,

K(s,∇s,∇2s) ∈ [−Rd,−rd] ⇔ K(Q,S, T ) ∈ [−R,−r] +O(
1

d
).

Finally, when d grows to infinity,

1

d
E

[

1K(x)∈[−Rd,rd]|det⊥∇s(x)|
∣

∣ s(x) = 0
]

ρs(x)(0)

converges to

EµBF

[

1Kg0 (x)∈[−R,−r]|det⊥∇f |
∣

∣ f(x) = 0
]

ρf(x)(0).

Hence,
1

d
E [area {x ∈ Z(s),K(x) ∈ A}] → 2 vol(S)ϕr,R,

where ϕ is defined by (2.8). By Wirtinger theorem, area(Z(s)) = 2vol(S)d, which con-
cludes the proof of the theorem. �

Proof of Corollary 1.9. The proof is the same as the one of the corollaries in the
standard setting. �

A Asymptotics of the Bergman kernel

In this paragraph we assume that the setting and hypotheses of Theorem 1.7 are satisfied.
The covariance function Ed for the Gaussian field generated by the holomorphic sections
s ∈ H0(S,Ld) is defined by

∀z, w ∈ S, Ed(z, w) = E [s(z)⊗ (s(w))∗] ∈ Ld
z ⊗ (Ld

w)
∗,

where the averaging is made for the measure µd given by (1.5), where L∗ is the (complex)
dual of L and

∀w ∈ S, ∀s, t ∈ Ld
w, s

∗(t) = 〈s, t〉hd(w).

The covariance Ed is the Bergman kernel, that is the kernel of the orthogonal projector
from L2(M,Ld) onto H0(M,Ld). This fact can be seen through the equations

∀z, w ∈M, Ed(z, w) =

Nd
∑

i=1

Si(z)⊗ S∗
i (w),

where (Si)i is an orthonormal basis of H0(M,Ld) for the Hermitian product (1.4). Recall
that the metric gω is induced by the curvature form ω and the complex structure. It is
now classical that the Bergman kernel has a universal rescaled (at scale 1√

d
) limit, the

Bargmann-Fock kernel P:

∀z, w ∈ C
n, P(z, w) := exp

(

−π
2
(‖z‖2 + ‖w‖2 − 2〈z, w〉)

)

. (A.1)

Theorem A.1 below quantifies this phenomenon. For this, we need to introduce local
trivializations and charts. Let x ∈ S and R > 0 be such that 2R is less than the radius
of injectivity of S at x. Then the exponential map based at x induces a chart near x
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with values in BTxS(0, 2R). We identify a point in S with its coordinates. The parallel
transport provides a trivialization

ϕx : BTxS(0, 2R) × Ld
x → Ld

|BTxS(0,2R)

which induces a trivialization of (Ld
⊠ (Ld)∗)|BTxS(0,2R)2 . Under this trivialization, the

Bergman kernel Ed becomes a map from TxM
2 with values into End

(

Ld
x

)

.

Theorem A.1 ([9, Theorem 1]) Under the hypotheses of Theorem 1.7, let m ∈ N. Then,
there exist C > 0, such that for any k ∈ {0, · · · ,m}, for any x ∈ S, ∀z, w ∈ BTxS(0,

1√
d
),

∥

∥

∥

∥

dk(z,w)

(

1

dn
Ed(z, w) − P(z

√
d,w

√
d) IdLd

x

)∥

∥

∥

∥

≤ Cd
k
2
−1.

The original reference is more general, see [8, Proposition 3.4] for the present simplification.
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