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Abstract

Low-power, low data transmission rates, and long-range wireless networks,
also known as LPWANs, are intended to work best with equipment that uses few
resources and can be used for many years thanks to their long battery life opera-
tion. This type of networks can handle traffic from nearly 1,000 nodes while main-
taining a duty cycle of less than 1%. However, as the nodes become denser, the
number of collisions increases and network traffic management becomes manda-
tory. To address this concern, we propose a Distributed and Probabilistic Traffic
Control algorithm (DiPTC) that allows nodes to change their traffic in response
to the application requirements (e.g., acquiring K measurements over a period of
time) while being agnostic to the number of nodes or the network topology. When
this requirement is not achieved, the gateway sends a feedback message to all the
nodes so that they may adapt their traffic. We compare the proposed solution to
LoRaWAN and to a Centralized Optimal Traffic Control solution (COTraC), in
simulation. Compared to LoRaWAN, our algorithm proved successful in achiev-
ing the objective while minimizing collisions and extending the network lifetime
threefold.

1 Introduction
One of the primary applications for deploying sensors in smart buildings and smart
cities is data collection. Low Power Wide Area Networks (LPWANs), such as
LoRaWAN [1] or Weightless [2], are quickly becoming a popular choice because
they provide an infrastructure for data collection at a low cost while still covering
large area [3–5].

Although they are appealing, these networks have some major drawbacks, such
as the used frequencies (e.g., 868 MHz in Europe, 915 MHz in USA) and medium
access protocols (e.g., Aloha) [6]. For large-scale deployments that need to be able
to support a lot of traffic, controlling the traffic sent is necessary. This is especially
true for two different types of scenarios. The first one is in applications that aim to
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obtain a sampling of a certain situation in an area (e.g., environmental monitoring):
only a specific amount of measurements per time unit is required. Obtaining more
data has no effect and would simply result in network congestion, collisions, and
energy waste. On the other hand, receiving less information results in an inefficient
application. The second scenario is when an LPWAN is operated by a telecom-
munication company providing coverage and connectivity to their customers. A
Service-Level Agreement (SLA) specifies the maximum capacity provided by the
company and establishes the client traffic model. Unfortunately, LPWANs lack an
algorithm for managing user traffic and the number of nodes linked to the network.
As a result, a client may transmit more data than allowed and establish connections
with additional end devices, resulting in network congestion. We believe that these
situations will become increasingly common in LPWANs. While the goal of Lo-
RaWAN Adaptive Data Rate (ADR) [7–9] is to minimize energy consumption and
adapt transmission data rates in response to radio link budget and environmental
factors, this algorithm is not capable of correctly addressing network congestion,
nor impact traffic across multiple nodes.

To solve this problem, we presented in [10] a new Distributed Probabilistic
Traffic Control algorithm (DiPTC) for LPWANs that enables the network manager
and the applications to better control data collection. In DiPTC, when the appli-
cation requires a specific amount of data (e.g., K measurements over a period of
time), a central server operates a control loop to impose a traffic policy that com-
plies with the requirements. The central server uses a downlink message to inform
the nodes if the target was achieved or not. After receiving this control message,
nodes use a local algorithm to modify their traffic intensity without having any
neighborhood knowledge. We present here a major improvement of DiPTC that
considerably decreases the energy consumption of end devices. We also study the
impact of the traffic control parameters on DiPTC performance, and we make an
extensive performance evaluation by comparing DiPTC against LoRaWAN and a
Centralized Optimal Traffic Control solution (COTraC).

The remainder of the paper is structured as follows: we discuss the state of the
art for traffic control in wireless sensor networks and LPWANs in Section 2, and
we introduce and explain our proposed solution in Section 3. Section 4 describes
the simulation setup and scenarios used for the performance evaluation of DiPTC
in sections 5, 6, and 7 to validate and compare our results to those of the baseline
LoRaWAN and the COTraC solutions. We discuss our findings in Section 8 and
we conclude our work in Section 9.

2 Related work
While traffic control can have several benefits in a network (e.g., reducing the
number of collisions, decreasing energy consumption, and limiting congestion),
there are several methods through which this can be achieved. We present in this
section, a selection of approaches for this purpose, from the literature.

1. Data aggregation. Many researchers in wireless sensor networks propose
spatial and temporal data aggregation as a solution for traffic and thus collision
reduction. Spatial data aggregation is based on network node organization and is
accomplished by selecting a leader or a group of leader devices that are account-
able for transmitting the gathered data to the gateway [11, 12]. To collect the data,
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communication between the messenger(s) and the nodes is essential. [13–15]
describe temporal data aggregation based on data prediction, with the authors fo-
cusing on temporal aggregation functions using ARIMA, ARMA, or LMS-PCS
prediction models. When a threshold error occurs, the nodes modify their predic-
tion model and send their new model coefficients to the gateway. The gateway uses
these coefficients to predict data.
To solve the stated problem using data aggregation methods, nodes must have a
large memory capacity, neighborhood knowledge, and the ability to communicate
with one another. Unfortunately, LPWANs cannot fulfill these criteria. As a result,
temporal aggregation techniques cannot be applied to our scenarios: limiting traffic
to collect only K samples per time period ∆T .

2. Resource allocation. In LoRaWAN, researchers try to reduce the num-
ber of collisions and improve scalability by optimizing resource allocation, such
as spreading factor and transmission power [8, 9, 16, 17]. Ta et al. present LoRa-
MAB, a flexible decentralized learning resource allocation approach based on the
Multi-Armed-Bandit reinforcement algorithm [9]. Their approach outperforms the
traditional Adaptive Data Rate (ADR) algorithm used in LoRaWAN. Another im-
portant resource that can be optimized is the frequency channel, as transmissions
in different channels do not interfere with each other. Shen et al. propose to opti-
mize the channel assignment and the backoff time between two consecutive trans-
missions [18]. Chinchilla et al. propose a combination of channel allocation and
spreading factors [19], and Qin et al. combine channel allocation with the opti-
mization of the transmission power [20]. However, these approaches only adapt
the physical layer parameters of the existing traffic to the environmental conditions.
While they can indeed improve the capacity of the network, they do not control the
amount of traffic sent by the nodes, and they do not ensure that the traffic respects
the constraints of the application. Still, they can easily be combined with traffic
reduction algorithms for better efficiency.

3. Traffic scheduling. Collisions can be reduced by scheduling all the traffic
in the network. This schedule can be done by a central entity that assigns trans-
mission slots to each end-node based on several parameters [17, 21, 22], or in a
distributed manner, where each end-node chooses its transmission slot [23]. How-
ever, both approaches add unwanted overhead in the network (due to the dissemi-
nation of the transmission schedule) and demand high clock accuracy of end-nodes
(which is hard to meet in real life). A simpler approach would be to only offset
the transmission timings, to avoid unnecessary packet transmission, as proposed
by Kaburaki et al. [24]. The authors propose an autonomous decentralized traffic
control system that uses Q-learning to automatically manage transmission times in
order to reduce the probability of packet collision while improving communica-
tion quality in event-driven traffic. Q-learning is used to determine the transmis-
sion time offset and the probability. Assuming an ideal downlink, the transmission
probability is automatically controlled based on the downlink acknowledgment.
They use transmission probability to limit the number of nodes that transmit event
packets, thereby reducing the probability of packet collision. However, none of
these schemes actually reduces the amount of traffic in the network and cannot be
used to control the generated traffic.

4. Traffic control. While not present in current IoT approaches as deemed
unnecessary, traffic control algorithms are heavily used in the Internet, where net-
works have to handle huge data flows. Transport layer protocols such as TCP [25]
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Figure 1: DiPTC in a nutshell. (a) Initial transmission considering the initial weighting
coefficient equal to 0.5 (for instance). (b) Feedback control send by the gateway to
adapt the uplink traffic intensity. (c) Local computation of the new weighting coeffi-
cient and the new number of messages to send, based on the control feedback and the
previous weighting coefficient.

and QUIC [26] use feedback control algorithms to adapt the sending rates to
the network states and limit congestion in the network. A popular ones is the
Additive-Increase/Multiplicative-Decrease (AIMD) [27] algorithm that combines
linear growth of the transmission traffic when there is no congestion, with an ex-
ponential reduction when congestion is detected. Related schemes exist, such as
Multiplicative-Increase/Multiplicative-Decrease (MIMD) and Additive-Increase/Additive-
Decrease (AIAD). However, they do not reach stability. To the best of our knowl-
edge, no such traffic control algorithm exists today for LPWANs, and this is where
our inspiration comes from.

3 Towards a distributed and probabilistic ap-
proach
In low power wide area networks, such as LoRaWAN or SigFox, there is no traf-
fic control for the end-nodes, except the limitations due to the duty cycle. No
algorithms are provided to allow a network provider to control the uplink traffic.
Nevertheless, it is useful from a point of view of (1) an application that requires
collecting a certain number of samples periodically or (2) an IoT telecommunica-
tion operator requiring a maximum sample reception rate through several service
level agreements. To that end, we propose a Distributed and Probabilistic algo-
rithm for the Traffic Control of end nodes (DiPTC).

3.1 DiPTC: the big picture
The goal is to meet the application requirement, i.e., to collect K packets per time
period ∆T over a given area, regardless of the number of end-nodes, without adding
excessive control which overloads the network, and without adding technical fea-
tures at the end-node level.

In LPWANs, the data transmission is only limited by the duty cycle. In DiPTC,
we propose to limit the data transmission in order to reach the application require-
ment, while respecting the duty cycle limitation. To this end, rather than trans-
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mitting new data according to the duty cycle, in DiPTC, each node draws first a
transmission probability, in order to decide if it can send data.

Assuming node n is allowed to transmit, then it uses its weighting coefficient,
αn, to determine the number of messages it should send (see Fig. 1, step (a)).
At the end of the time period ∆T , the network server compares the number of
received packets k with the objective K: if lower (k < K), the network server sends
a feedback message to the gateway, which then forwards it to all nodes in the
area, to increase their weighting coefficient, therefore their number of transmitted
messages; if higher (k > K), the opposite occurs (weighting coefficient decreases
- see Fig. 1, step (b)). When the feedback message is received by the end nodes,
according to the DiPTC algorithm, an updated weighting coefficient, αn, is locally
computed by each end node, and the number of messages to send is re-evaluated
(see Fig. 1 step (c)).

3.2 Assumptions
In this paper, we examine the scenario of a single gateway covering a given area.
The multi-gateway scenario can be simply analyzed since the network server has
the DiPTC functionality, not gateways. We also consider that the number of nodes
associated to the network, denoted by N, is unknown. This number may change
over time as a result of subsequent deployments, hardware failures, or depleted
batteries. Our proposal can be useful for monitoring applications that require sam-
ples of a physical quantity over time, such as pollution [28]. These applications
only require K measurements over a certain area at regular intervals (every ∆T ),
regardless of how many nodes are in the network.

In LPWANs, the downlink is primarily used to provide control information to
change the physical layer configuration, as in LoRaWAN, and to acknowledge cor-
rectly received packets by the gateway [1]. In DiPTC, we propose to use also the
downlink as a source of feedback information, indicating if the application goal
is reached. This feedback may include the quantity of packets received over the
previous period ∆T , as well as the quantity of K packets required by the applica-
tion, or it may include less detailed data, such as whether the quantity of packets
received falls within the application objective, or not. In general, any other type
of message could be considered in order to notify goal achievement. Each node
can adjust its traffic to match the requirements of the application by relying on the
information received and always abiding by local laws, such as the duty cycle. The
implementation of the broadcast or multicast required to send this feedback mes-
sage in an LPWAN is not covered in this paper but will be discussed in section 4
for the case of LoRaWAN.

3.3 The DiPTC algorithm
We propose DiPTC, based on the additive increase multiplicative decrease algo-
rithm. We use a decrease factor, xD, to apply a reduction strategy when the network
server receives excessive amounts of data. On the other hand, we use an increas-
ing policy with an increase factor, given by xI , when the network server does not
get enough data. This algorithm provides a prompt response by rapidly altering
the number of transmitted messages by every node, depending on the information
sent by the network server through the gateway in each time period ∆T . To lighten
the downlink message payload, which is highly constrained, the feedback message
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sent by the network server through the gateway is a binary value. In other words,
the gateway will either spread 0, meaning that too many packets were received
or 1 if not enough packets were sent. When the goal is met, the network server
and gateway send no downlinks, and the nodes continue to send the same number
of messages for the next time period. The traffic intensity of each node rises lin-
early, taking the coefficient xI into account, as long as the network server does not
receive enough K packets required by the application per time period ∆T . Oth-
erwise, when the network server receives more than K packets, the nodes reduce
their traffic intensity exponentially using the coefficient xD.

Figure 2: Finite state machine of the DiPTC algorithm, for each node.

The finite state machine in Fig. 2 describes the DiPTC algorithm adopted by
each node in the network. We define mn(t +∆T ) as the number of messages to
send by the node n during the next time period ∆T , αn(t + ∆T ) the weighting
coefficient for node n which is used to compute the number of messages to send,
MaxDT is the maximum number of messages a node can transmit during ∆T w.r.t.
its duty cycle. Initially, the number of messages to be sent is null for all nodes:
it avoids a burst of uplink messages when new end nodes are deployed in the
network. The node then waits for the feedback message for the next time period
∆T before adjusting the number of messages to send. The network server only
sends the feedback message via the gateway if the number of received messages
differs from the required number. This reduces downlink traffic.

To avoid an event-based synchronization between nodes which would lead to
a situation where all the nodes react identically with the same number of messages
to send, a node decides to take into account the next feedback message following
a Bernoulli distribution (B(p), see the stochastic variable Vn(t)). If the outcome of

6



the Bernoulli distribution is positive, the node will wake up to receive the feedback
message; otherwise, it will sleep and wake up to transmit its messages without
adjusting its traffic intensity. Since receiving a downlink message consumes a
considerable amount of energy in LPWANs, in this new version of DiPTC, a node
opens its reception window to receive the feedback message from the gateway only
if it should adapt its traffic as a result of a favorable draw (Vn(t) = 1), which saves
energy compared to the previous version of the algorithm [10]. The finite state
machine of the new version (Fig. 2) shows how we modified these three steps to
improve the energy efficiency of end nodes and the network lifetime.

When the feedback message is received and taken into account, each node in-
creases or decreases its number of transmitted messages considering the weighting
coefficient αn(t) according to the binary value of the feedback message received
from the gateway. On the one hand, each node increases the number of messages
to transmit using xI , xI ∈ ]0,1], if the value of the feedback message is equal to
1. On the other hand, it uses the multiplication factor xD to reduce the number
of transmitted messages exponentially, xD ∈ ]0,1]. The additive factor xI and the
multiplicative factor xD are constant in time and identical for every node. They
represent respectively, the increase or decrease in traffic compared to the last pe-
riod. When the value of xI is greater, the amount of traffic at each node increases
more quickly; conversely, when the value of xD is greater, the amount of traffic de-
creases more slowly. Next, the node schedules its mn(t +∆T ) messages, which is
the integer portion of αn(t+∆T ). A node is said to be active when mn(t+∆T )> 0.
Optimized scheduling is out of the scope of this work, and any scheduling algo-
rithm could be applied.

4 Simulation Model
While DiPTC can be used with any LPWAN technology, we focus here on apply-
ing it to LoRaWAN. To implement and test our proposal, we used LoRaSim [29], a
well-known discrete event-based network simulator, as it allows to simulate colli-
sions, capture effect, and interference in the network. We improved this simulator
by adding downlink communication and a battery depletion model, as we discuss
below.

4.1 Wireless environment
Since downlink communication is not implemented by LoRaSim in LoRaWAN,
we first enhanced the simulator by simulating downlink communication. Second,
we used a random variable that follows a Bernouilli distribution of parameter PDL
to describe the reliability of the downlink. Third, we took into account the work of
Roedig et al. [29] to describe collisions and interference on the uplink:

Prx = Ptx +GL−Lpl(d) (1)

Lpl(d) = L̄pl(d0)+10γ log(d/d0)+Xσ (2)

where Prx is the power of the received signal, Ptx the transmission power, GL the
accumulated general gains losses along the communication path, Lpl(d) the path
loss in dB at the communication distance d, L̄pl(d0) the mean path loss at the
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reference distance d0, γ the path loss exponent, and Xσ ∼ N(0,σ2) the normal
distribution with zero mean, and σ2 the variance to account for shadowing.

4.2 Energy consumption
No energy consumption model for the end nodes is implemented by LoRaSim. We
expanded the simulator by adding the one mentioned in [30]. After sending m
messages to each node n, the energy Ec used depends on the time on air TOA, the
power used in the reception mode PwRx , and the power used in the transmitter mode
PwT x .

Ec = TOA∗ (PwT x ∗m+PwRx) for DiPTC (3)

Ec = TOA∗m∗ (PwT x +PwRx) for LoRaWAN (4)

The values used for the parameters in these models are presented in Table 2.
The LoRa parameters (SF, CR, BW, Freq.) are chosen randomly at the beginning,
and they do not change during the simulation. In our setup, we do not use channel
hopping to be robust in case of interference and to avoid collisions, in order to
study DiPTC behavior in the worst case (i.e., high collision probability).

4.3 Feedback message support in LPWANs
As discussed previously, the downlink message sent by the gateway is necessary
to disseminate the feedback information to the end-devices in order to increase /
decrease the traffic intensity to meet the application requirement. In LoRaWAN,
multicast is available for Class B and Class C, but not in Class A. How to imple-
ment a multicast downlink in Class A is nowadays an open question. We could
define a multicast address for a group of end-devices belonging to the same ap-
plication and we could use the reception windows RX1/RX2 to disseminate the
feedback message.

5 Overall Performance Evaluation
This section covers the performance evaluation of DiPTC. We describe here the
simulation scenarios, the DiPTC configurations, the LoRa [31] settings, and com-
parative solutions. Then, considering several metrics (success rate, collisions rate
and network lifetime), we compare the performance of DiPTC against the baseline
LoRaWAN and an optimal solution.

5.1 Scenarios and network parameters
We consider the case of a single central gateway surrounded by N randomly dis-
tributed nodes with LoRa parameters chosen at random. We evaluate and compare
the performance of DiPTC with baseline LoRaWAN using the three simulation
scenarios listed in Table 1. Each scenario differs from the number of nodes N in
the network, the number of measurements K required by the application in the time
period ∆T , the increasing and decreasing parameters (xI , xD), the adaptation prob-
ability Padapt , and the simulation time Simtime. The adaptation parameters xI , xD,
and Padapt depend on the number of nodes in the network and the traffic intensity
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and were chosen accordingly. We present a detailed study on how to choose these
parameters in Section 7.

To evaluate the performance of DiPTC, we consider two different scenarios:
INTENSIVE and DENSE. In the INTENSIVE scenario, we consider a significantly
higher traffic load to test the scalability of our proposal. In the DENSE scenario,
we consider a significantly larger number of nodes to test the spatial scalability of
our proposal. By testing DiPTC under these different scenarios, we are confident
that it will perform well in a variety of situations. To the best of our knowledge, we
are the first ones to propose a traffic control algorithm for LPWANs, so there are
not other existing solutions against which we can compare. Still, we consider that
it is important to have a comparison benchmark against the existing LoRaWAN
solution and against an optimal solution that we call the Centralized Optimal Traf-
fic Control algorithm (COTraC). To propose a fair comparison and to respect the
application constraints (i.e., receiving K measurements every time period ∆T ), in
baseline LoRaWAN, nodes send their packet following a Poisson distribution with
the rate: AVG= ∆T

K ×N. In the COTraC solution, we assume that the network
server is a central entity with access to all the information about the end devices
in the network: residual energy, duty cycle, and LoRa parameters. The network
server establishes an optimal scheduler, where in a round-robin way, each node
sends no more than the K messages per ∆T required by the application. If a node
can no longer send messages, because of energy depletion or because of the duty
cycle constraint, the next one takes over in sending the remaining ones.

Table 1: Simulation scenarios.

Scenario INTENSIVE DENSE

DiPTC
N 150 500
K 10 1

∆T 1 min 10 min
xI 0.5 0.5
xD 0.5 0.5

Padapt 0.06 0.5
Simtime 1 year 1 year

LoRaWAN
Interarrival time 15 min 5000 min

Table 2, summarizes the values of the different parameters used in our simula-
tion. The values of the propagation model are determined empirically in [29], and
those of the energy consumption model come from the datasheet of the Semtech
SX1272 LoRa transceiver [32].

Moreover, when a packet is lost, baseline LoRaWAN is configured to re-transmit
it a maximum of 8 times before dropping it, a value commonly used in different im-
plementations given that the standard specifies a maximum of 15 re-transmissions.
In DiPTC and in the COTraC there are no re-transmissions, as the nodes do not
receive an unicast acknowledgment from the gateway like in LoRaWAN.

9



Table 2: LoRa and network parameters.

Parameters Values
Payload size (PL) 20 bytes
Header length (H) 0
Preamble symbols 8
Downlink reception probability PDL 0.99
Transmission power PT x 14dBm
Gain and Loss GL 0
Path Loss exponent γ 2.08
Reference distance d0 40m
Max. distance to the gateway 300m
Path Loss at the reference distance Lpl(d0) -127.41dB
Normal distribution Xσ N(0,3.57)
Current drawn during the receive mode IRx 11.2mA
Current drawn during the Transmission mode IT x 90mA
Current drawn during the sleep mode ISleep 1µA
Supply voltage 3V
Battery capacity 30J

5.2 DiPTC vs. Baseline LoRaWAN vs. COTraC
In this section, we compare the overall performance evaluation of DiPTC against
baseline LoRaWAN and COTraC, using the following metrics:

• Success rate µc: measures the number of times the base station receives
exactly the K required measurements per period ∆T .

• Collisions rate τc: measures the number of packet collisions in the network
divided by the number of transmitted packets. The packet reception rate is
1− τc.

• Network lifetime tl : measures the time the network is able to support the
application requirements (i.e., the nodes are able to send the K required mea-
surements per period ∆T before the exhaustion of their battery).

Table 3: DiPTC, Baseline LoRaWAN and COTraC performance

Sc. Measures baseline LoRaWAN DiPTC COTraC

Intensive

µc 0.90% 58% 95.3%
τc 0.70% 0.074% 0%
tl 25096min 34702min 54334 min

Dense
µc 28.99% 97.62% 98.6%
τc 0.085% 0.026% 0%
tl 8912.83h 13393.5h 291033.33h

Table 3 summarizes the simulation results for these metrics considering the
two scenarios INTENSIVE and DENSE.

10



Despite the high traffic in the INTENSIVE scenario, DiPTC has a success rate
of 58%, which is 64 times higher than LoRaWAN. Furthermore, DiPTC has a
collision rate 32 times lower than LoRaWAN and a longer network lifetime, thanks
to our traffic control mechanism which limits the medium use.

However, the COTraC solution outperforms DiPTC and LoRaWAN. In fact,
with the overall knowledge of the network parameters and the end nodes configu-
ration in the COTraC solution, the network server schedules the nodes traffic with
respect to their energy so that the next one takes over immediately after the ac-
tive node’s death or before the excess of its duty cycle limit without going through
a transient regime. That explains the near-perfect success rate. Note that for all
scenarios the success rate in the COTraC is not 100% because the uplink reliabil-
ity is taken into consideration in the evaluation. The collision rate is zero in all
scenarios because only one or two nodes are active simultaneously, and send the
message(s) which lowers the collision probability to zero. Furthermore, in this
scenario, the application requires 10 messages every minute. Those ten messages
are sent by one or two nodes in COTraC. In DiPTC, however, they are sent by one,
two, or even ten different nodes. As a result, reaching the application requirement
in DiPTC takes more time and energy than in COTraC. Furthermore, as previously
stated, COTraC does not have a transient regime, whereas DiPTC does. All these
facts explain COTraC’s high success rate when compared to DiPTC.

In the DENSE scenario, DiPTC presents a success rate of 97%, which is three
times that of LoRaWAN. This demonstrates that, despite the high number of nodes,
DiPTC can meet the application requirements more often than baseline LoRaWAN.
In addition, when compared to LoRaWAN, DiPTC reduces collision rates three-
fold and increases network lifetime. Compared to COTraC, DiPTC performs as
well as the COTraC solution in terms of success rate and collision rate with a
shorter network lifetime. In fact, in this scenario one message is required by the
application each period of time 10min. This message can be sent only by one node
which lowers the nodes competition in DiPTC and fits perfectly with the COTraC
solution where the transmission is done by one node all the time.

6 Horizontal and vertical scalability
=In this section, we take a deep dive into the behavior of DiPTC in order to better
understand the results that we obtained in the previous section. To be more precise,
we look at the number of sent and received packets, number of collisions, dead
nodes, and downlink/uplink losses throughout the whole network lifetime. We
evaluate these metrics in the scenarios that put the most strain on the network,
allowing us to study the impact of network densification and traffic intensification
on DiPTC performance.

6.1 Impact of the traffic intensity
In this section, we focus on the INTENSE scenario, to test the vertical scalability of
DiPTC. First, we want to ensure that using DiPTC does not damage data collection
by introducing a spatial bias; a problem that could be extremely detrimental to
the requirements of this application. To do so, we plotted out the node activity at
different times throughout the simulation in Fig. 3. A green-colored node indicates
its activity. As we can see from these figures, messages sent to the gateway come
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(b) In the middle (20000 min)
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(c) In the end (30000 min)

Figure 3: Spatial distribution of active nodes in the INTENSIVE scenario over 60 min-
utes - DiPTC config. (0.5, 0.5, 0.06).
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Figure 4: Traffic evolution in the INTENSIVE scenario for DiPTC (0.5, 0.5, 0.06) and
a downlink probability reception of 0.99.

12



0 18750 37500 56250
Time (Minutes)

0
10
20
30
40
50
60
70
80
90

Nu
m

be
r o

f e
ve

nt
s

Sent meas.
Received meas.
Collisions

(a)

0 18750 37500 56250
Time (Minutes)

0
10
20
30
40
50
60
70
80
90

Nu
m

be
r o

f e
ve

nt
s

Dead nodes
DL losses
UL losses
Collisions losses

(b)

Figure 5: Traffic evolution in the INTENSIVE scenario for DiPTC (0.5, 0.5, 0.06) and
a downlink probability reception of 0.70.

from all over the targeted area, which shows that DiPTC is able to provide a form
of spatial load-balancing. That is not the case in COTraC, where one or two nodes
take over data transmission during a time period ∆T .

Fig. 4 illustrates the evolution of the number of collisions, sent and received
packets, dead nodes, downlink, and uplink losses, in the case of the INTENSIVE

scenario for DiPTC. In the latter, the results for DiPTC show multiple alternations
between long transient and short stationary states. These oscillations are caused
by instabilities brought by numerous variables, including frequent and consecutive
uplink and downlink losses, active node deaths, and a high collision probability.
The probability is higher in this scenario since we shorten the time period (∆T =
1 min) while increasing the number of measurements required by the gateway
(K=10).

If we look at the traffic evolution in the zoomed area (Fig. 7) we notice that
the number of packets received fluctuates at around 10 packets every minute with
an error of at least three packets. These oscillations are triggered by the loss of
an uplink packet from node 6 at 10175 min and two other packets belonging to
nodes 6 and 96 at 10182 min. They persist for about twenty minutes, especially
with the loss of downlink messages and collisions. At the end of the zoom, we
can notice a 5 minutes delay in the transient regime due to the downlink reliability.
However, our proposal manages to converge with an acceptable level of error given
the density of the network.

In order to better evaluate the effects of downlink loss on DiPTC, we lower
the downlink reception probability to PDL = 0.70. As we can see in Fig. 5, we
have the same general evolution pattern as in Fig. 4 where the downlink reception
probability is higher PDL = 0.99. Even though the transient state could experience
some delays, the stationary state is unaffected, showing that DiPTC is resilient to
downlink loss.

DiPTC performs significantly better than LoRaWAN in the INTENSIVE sce-
nario, as shown in Fig. 4 and Fig. 6. Due to dead nodes and downlink losses,
Baseline LoRaWAN sees a decrease due to an important amount of uplink losses
and collisions. The convergence of our proposal depends mainly on the amount of
lost uplink messages. Furthermore, in this case, the maximum absolute error is 7,
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Figure 6: Traffic evolution in the INTENSIVE scenario for Baseline LoRaWAN

which means that at worst, 17 messages are received at the gateway. With network
density taken into account, this error is rather small.

Fig. 8 represents the application error over time in the case of the INTENSIVE

scenario, respectively for baseline LoRaWAN and DiPTC. The application error
in DiPTC has lower values and frequencies than LoRaWAN. An application error
of zero means that the application received exactly k = 10 measures. Note that
the success rate of DiPTC is 19 times higher than baseline LoRAWAN. This indi-
cates that our algorithm can fulfill the demands of the application more often than
baseline LoRaWAN, even in the case of intensive traffic.

Finally, Fig. 9 shows the nodes traffic evolution in the INTENSIVE scenario for
DiPTC and baseline LoRAWAN. In DiPTC (Fig. 9(a)), the traffic adaptation rate
increases when the number of active node deaths increases, as expected. Unlike
baseline LoRaWAN (Fig. 9(b)), in DiPTC, the average network traffic increases
with the nodes death accumulation. In baseline LoRaWAN, the average network
traffic is still regular after the nodes death accumulation, because of a traffic distri-
bution generation that is fair on average.

6.2 Impact of the nodes scalability
In this section, we focus on the DENSE scenario, to test the horizontal scalability
of DiPTC. We increased the number of nodes from 150 to 500, and decreased the
traffic intensity compared to the INTENSIVE scenario.

Note in Fig. 10(a) that there is an alternation of transient and stationary states,
with the former only lasting for a short time due to factors such as node death
or packet loss. What this suggests is that DiPTC can quickly converge to the
desired number of measurements, known as K, despite obstacles like fluctuating
environments. As in the INTENSIVE scenario, the transient states are generally
caused by issues including node death and uplink loss. Even if a node downlink
is lost, our algorithm will continue to function as the node itself keeps the same
traffic intensity until it hears back from the gateway. The reason we see a lot
of long stationary states is because of our algorithm which provides stability and
reduces collisions. There are fewer collisions in general because there is less traffic
overall (since K=1). Low traffic has also a positive effect on the lifetime of a
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Figure 7: Zoom on the traffic evolution in the INTEN-
SIVE scenario for DiPTC(0.5, 0.5, 0.06).
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Figure 9: Nodes traffic evolution in the INTENSIVE scenario.
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Figure 10: Traffic evolution in the DENSE scenario for DiPTC(0.5, 0.5, 0.5).
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Figure 11: Traffic evolution in the DENSE scenario for Baseline LoRaWAN
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(a) DiPTC(0.5, 0.5, 0.5) (b) Baseline LoRaWAN

Figure 13: Nodes traffic evolution in the DENSE scenario.

-10 to -3 -2 -1 0 1 2 3 to 68
Error(K-k)

0

1

2

Fr
eq

ue
nc

y 

0.
51

2

0.
09

5

0.
1 0.
16

4

0.
05

0.
03

1

0.
04

8

0.
42

5

0.
04

8

0.
09

1 0.
30

6

0.
06

8

0.
03

0.
03

2

0.
49

8

0.
07

2

0.
06

9

0.
07

6

0.
04

3

0.
03

5 0.
20

70.
53

0.
05

7

0.
05

3

0.
05

3

0.
03

5

0.
02

9 0.
24

20.
50

7

0.
03

9

0.
04

5

0.
10

7

0.
04

3

0.
03

2 0.
22

7

(0.2,0.2)
(0.2,0.9)
(0.5,0.5)
(0.9,0.2)
(0.9,0.9)

(a) Error frequencies

<10 10-20 20-30 30-40 40-50 50-60 60-70
Transient Regimes duration by Minutes

0

1

2

Fr
eq

ue
nc

y

0.
67

0.
18

7

0.
07

9

0.
03

2

0.
01

3

0.
00

4

0.
0

0.
87

2

0.
07

1

0.
02

5

0.
01

1

0.
00

6

0.
00

2

0.
0

0.
55

8

0.
25

1

0.
09

8

0.
05

5

0.
02

4

0.
01

0.
00

8

0.
49

7

0.
25

2

0.
10

6

0.
07

2

0.
03

6

0.
01

6

0.
01

2

0.
59

6

0.
20

8

0.
10

1

0.
04

0.
01

8

0.
01

2

0.
00

9

(0.2,0.2)
(0.2,0.9)
(0.5,0.5)
(0.9,0.2)
(0.9,0.9)

(b) Transients regimes dura-
tion frequencies

Figure 14: A comparison of error frequency and transient regimes duration frequencies,
in the INTENSIVE scenario for the DiPTC when Padapt=0.5.

node, as it reduces the battery depletion process. Despite the significant increase
in the number of nodes, our approach can quickly converge to the target number of
measurements, K, and maintain stability for a considerable amount of time.

In comparison to DiPTC, we notice that the traffic in LoRaWAN appears to be
lower (Fig. 11). In fact, the maximum number of received messages per period
is only 28 (∆T =10 minutes), while in DiPTC it is 138. The baseline LoRaWAN
oscillations, on the other hand, are more frequent. This is due to the fact that
LoRaWAN packet generation follows a Poisson distribution of rate 0.0002, which
implies that one packet is sent every 5,000 minutes on average, causing the nodes to
traffic less often but more regularly. As illustrated in Fig. 12, DiPTC outperforms
LoRaWAN when it comes to application error frequency. The null application
error (e= 0) occurs three times more frequently with DiPTC than with LoRaWAN.

Finally, Fig. 13 shows node traffic evolution in the DENSE scenario for baseline
LoRaWAN and DiPTC. It illustrates the necessity to have a frame transmission
control in LoRaWAN especially when the number of nodes is important. We can
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Figure 15: A comparison of error frequency and transient regimes duration frequencies,
in the INTENSIVE scenario for the DiPTC when Padapt=0.06.

notice that the maximum number of packets a node can send in DiPTC remains
significantly small (2 messages), although the number of nodes increases in the
network, contrary to LoRaWAN. In fact, compared to baseline LoRaWAN, the
maximum number of packets a node may send in DiPTC is 7 times lower, and the
network traffic average is generally smoother.

7 Impact of traffic control parameters

Table 4: DiPTC configurations.

Padapt xI xD
0.2 0.2

0.1 0.2 0.9
or 0.5 0.5
0.5 0.9 0.2

0.9 0.9

In the previous sections, DiPTC parameters (xI , xD, and Padapt ) were chosen
and fixed according to the characteristics of the simulated network that took into
account node density and traffic intensity. As a reminder, xI and xD represent how
much the traffic will increase or decrease from the previous period. The larger
the value of xI , the faster the increase, and the greater the value of xD, the slower
the decrease. The last parameter, Padapt , controls nodes adaptation traffic. This
section investigates the effects of these three parameters on DiPTC performance.
We investigate the different values described in Table 4.

Fig. 14 compares the error and transient regimes duration frequencies, in the
INTENSIVE scenario for DiPTC, with a 0.5 adaptation probability. We notice that
the five configurations have significant different results. In this scenario, the adapt-
ing probability is set to 0.5, meaning that at least 75 nodes are capable of adapting
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(a) Padapt = 0.5 (b) Padapt = 0.06

Figure 16: A comparison of performance measures of different DiPTC configurations
(xI ,xD,Padapt) in the INTENSIVE scenario.
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Figure 17: A comparison of error frequency and transient regimes duration frequencies,
in the DENSE scenario for the DiPTC when Padapt=0.5.
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their traffic, hence competing to send the 10 required measurements. Fig. 14(a)
displays that the best configurations, with regards to receiving exactly 10 mes-
sages each period of time ∆T = 1min from 150 nodes i.e., (error = 0), are in
order (0.2, 0.9, 0.5), (0.2, 0.2, 0.5), (0.9, 0.9, 0.5) and finally (0.9, 0.2, 0.5). Even
with intensive traffic, the configurations with a low increase give the best results in
terms of error frequency. A weak decreasing coefficient boosts the performance.
Since nodes increase and decrease their traffic slowly, it is more likely to achieve
the application requirements, i.e., receiving 10 measurements in a period of time
∆ = 1min. Those configurations also show more frequent short regimes than the
other ones 14(b).

Fig. 15 compares the error and transient regimes duration frequencies, in the
INTENSIVE scenario for DiPTC, with a 0.06 adaptation probability. As we can see,
decreasing the adaptation probability increases significantly not only the frequency
of sending ±10 messages per time period ∆T = 1min (i.e., error 0, 1 and −1) but
also the frequency of the short transient regimes duration. In fact, in this scenario,
at least 9 nodes are competing to send the ±10 messages each 1min. There are
greater chances to meet the application requirements with 9 (Padapt = 0.1) nodes
than with 75 nodes (Padapt = 0.5). Note that if the goal of the application is receiv-
ing exactly ±10 messages each period of time ∆T = 10min, then the best configu-
rations are in order (0.2, 0.2, 0.06), (0.2, 0.9, 0.06), (0.5, 0.5, 0.06), (0.9, 0.2, 0.06)
and finally (0.9, 0.9, 0.06). With fewer competing nodes, the best configuration is
(0.2, 0.2, 0.06). However, if the application allows an error of ±1, (0.2, 0.9, 0.06)
is by far the best one.

Fig. 16 compares the performance measures of the different DiPTC config-
urations in the INTENSIVE scenario. As we already notice in the previous fig-
ures, the configuration (0.2, 0.9, 0.06) performs better in comparison to the others
(Fig. 16(a)). In this scenario (Fig. 16(b)) where at most 9 nodes compete to meet
the application requirements (±10 message(s) at each period of time ∆T = 1min),
configurations with a weak increasing coefficient xI traffic and consume less en-
ergy, therefore providing longer lifetime.

Fig. 17 compares the error and transient regimes duration frequencies, in the
DENSE scenario for DiPTC, with a 0.5 adaptation probability. The best configu-
rations, with regards to receiving exactly 1 message each time period ∆T = 10min
from 150 nodes, (i.e., error = 0) are in order (0.2, 0.2, 0.5), (0.5, 0.5, 0.5), (0.9,
0.2, 0.5) and finally (0.2, 0.9, 0.5). If the application allows an error of ± 1, the
configurations (0.2, 0.9, 0.5) and (0.2, 0.2, 0.5) and (0.5, 0.5, 0.5) take the lead.
We also observe an error increase and the apparition of longer transient regimes.
When the number of nodes increases, the traffic increases, leading to more errors
and longer transient regimes.

Fig. 18 compares the error and transient regimes duration frequencies, in the
DENSE scenario for DiPTC, with a 0.1 adaptation probability. As we can see,
the decrease in the adaptation probability decreases the errors and increases the
duration of the transient regimes. If the adaptation probability has a small value
P = 0.1, the number of nodes allowed to adapt their traffic each period of time
is smaller (50 nodes), compared to when the adaptation probability is 0.5 (250
nodes). Thus they make smaller errors, but take a longer time to adjust their send-
ing. The best configurations are characterized by small frequencies for larger er-
rors, important frequencies when the error is 0, and finally short transient regimes
duration. In the DENSE scenario and for an adaptation probability of 0.1, the best
configurations are (0.2, 0.2, 0.1), (0.5, 0.5, 0.1), (0.9, 0.2, 0.1).
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Figure 18: A comparison of error frequency and transient regimes duration frequencies,
in the DENSE scenario for the DiPTC when Padapt=0.1.

(a) Padapt = 0.5 (b) Padapt = 0.1

Figure 19: A comparison of performance measures of different DiPTC configurations
(xI ,xD,Padapt) in the DENSE scenario.
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Fig. 19 contrast the performance measures of the different DiPTC configura-
tions in the DENSE scenario. These figures display the presence of a trade-off
between the network lifetime and the success rate. Actually, in this scenario where
the application objective is 1 or 2 message(s) at a period of time ∆T = 10min,
configurations with a low increasing coefficient xI traffic less and consume less
energy, therefore they perform better, in terms of network lifetime. While the con-
figurations with a strong increasing coefficient adapt their traffic more often to the
desired messages and perform better w.r.t. the success rate measure. Notice that
the packet reception rate and the average channel inactivity time are equal for the
five configurations in both figures.

8 Discussion & Insights
The algorithm we propose achieves excellent results in terms of convergence, not
just for high traffic networks, but also for those with a large number of nodes.
It shows that the use of a control trafic management in LPWAN increase widely
the overall performance and allow to respect strong application requirement. Our
algorithm is able to converge towards the required measurements K with a reason-
able absolute error margin owing to the adaptation algorithm stability feature. In
fact, DiPTC is capable of regulating LPWAN traffic such as LoRaWAN with low
collision rates and minimal overhead.

As a result of our analysis, we can draw the following conclusions:

1. DiPTC is unaffected by downlink unreliability, hence it will continue to op-
erate as intended even in the presence of a low downlink reception proba-
bility. Even though the transitory state could experience some delays, the
stationary state is unaffected.

2. An active node battery depletion leads to its death, which in turn creates a
new, short-lived transient mode.

3. The reliability of the uplink has a detrimental influence on the DiPTC con-
vergence since it yields lengthy transient states and brief stationary states.

4. DiPTC converges exactly towards K measurements per time period in the
DENSE scenario. In comparison to the INTENSIVE scenario, the stationary
states have a relatively long duration.

5. Despite the frequent and longer transient states in the INTENSIVE scenario,
DiPTC converges towards the required measurements (K) with a reasonable
absolute error.

6. The loss of transmission due to a collision or the propagation model has the
same effect.

7. In the INTENSIVE scenario (0.2, 0.9, 0.06) is by far the best configuration in
terms of success rate and network lifetime.

8. Unlike the INTENSIVE one, in the DENSE scenario, the choice of DiPTC
parameters requires a compromise between the network lifetime, the error
tolerated by the application, and the success rate.

9. When compared to baseline LoRaWAN, DiPTC is able to achieve the goal
within reasonable deadlines, while maintaining a low number of collisions
with a longer network lifetime.
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10. The performance of DiPTC in the INTENSIVE scenario is lower than the
performance of the optimal centralized traffic control solution (COTraC), in
terms of success rate and network lifetime. Note that COTRaC works with-
out collision due to the optimal scheduling and without additional control
traffic that uses the downlink, which is not realistic.

11. Like the COTraC solution, in the DENSE scenario, our DiPTC is capable of
achieving the objective of K measurements per period.

12. Unlike the COTraC solution our DiPTC algorithm presents a spatial load-
balancing characteristic.

9 Conclusion
In this work, we propose a Distributed and Probabilistic algorithm for Traffic con-
trol in LPWANs, called DiPTC. It is based on a multiplicative increase and mul-
tiplicative decrease algorithm, as well as a binary feedback message sent by a
gateway. This simple yet effective way of controlling traffic yields very good
results. Moreover, DiPTC ensures convergence of the application requirements
(K measurements per period) and reduces collision risk within acceptable delays.
DiPTC also shows a threefold increase in success rate over Baseline LoRaWAN
with a significant longevity advantage. The centralized optimal algorithm COTraC
outperforms our decentralized DiPTC because of the network knowledge and no
feedback message is needed. However, DiPTC ensures a network spatial load bal-
ancing which is not the case for COTraC.

In our future work, we plan to improve the formalization of our model by using
advanced approaches such as game theory and reinforcement learning, for success
rate and network lifetime enhancement.
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