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Abstract

Electrochemical and electrocatalytic processes
are of key importance for the transition to a
sustainable energy supply as well as for a wide
variety of other technologically relevant fields.
Further development of these processes requires
in-depth understanding of the atomic, nano,
and micro scale structure of the materials and
interfaces in electrochemical devices under re-
action conditions. We here provide a compre-
hensive review of in situ and operando studies
by X-ray scattering methods, which are power-
ful and highly versatile tools for provide such
understanding. We discuss the application of
X-ray scattering to a wide range of electrochem-
ical systems, ranging from metal and oxide sin-
gle crystals to nanoparticles and even full de-
vices, show how structural data on bulk phases,
electrode-electrolyte interfaces, and nanoscale
morphology can be obtained, and describes re-
cent developments that provide highly local in-
formation and insight into the composition and
electronic structure. These X-ray scattering
studies provide structural insights in the double
layer potential range as well as into the struc-
tural evolution during electrocatalytic processes
and phase formation reactions, such as nucle-

ation and growth during electrodeposition and
dissolution, the formation of passive films, cor-
rosion processes, and the electrochemical inter-
calation into battery materials.

Contents

Abstract 1
1 Introduction 3
2 X-ray scattering 6
2.1 X-ray interactions with matter . . 6
2.2 Fundamentals of X-ray scattering 6

2.3 Scattering by the atomic struc-
ture within condensed matter . . 8

2.3.1 Scattering by ensembles
of atoms . . . . .. .. .. 8

2.3.2 Scattering by three-

dimensional and two-
dimensional crystals . .. 9

2.3.3 Scattering of surfaces
and interfaces . . . . . .. 12

2.3.4 Scattering of liquids and
amorphous materials . . . 13

2.3.5 Scattering by liquid in-
terface structure . . . . . 15

2.4  Scattering of nanoscale objects . . 16



2.5 Resonant X-ray scattering . . . .

Experimental aspects
3.1 X-ray sources for in situ and
operando studies
3.1.1 Lab sources
3.1.2  Synchrotron sources
3.1.3  X-ray Free Electron Lasers
3.2 X-ray diffractometers . . . . . ..
3.3 Electrochemical cells for in situ
and operando studies . . . . . . .
3.4 X-ray beam effects

In situ and operando methods
4.1 Overview. . . .. ... ... ...
4.2 Methods for studies of particle
ensembles
4.2.1 Conventional powder X-
ray diffraction . . . . . ..

4.2.2 High energy powder X-
ray diffraction . . . . . . .

4.2.3 The Rietveld method . . .

4.2.4 X-ray atomic pair distri-

bution function method .
4.3 Methods for studies of thin films .

4.3.1 X-ray reflectivity . . . . .
4.3.2 Grazing incidence diffrac-
tion . ... ... ... ..
4.4 Methods for studies of single
crystals . . .. ...
4.4.1 In-plane surface diffraction
4.4.2 CTR measurements . . . .
4.4.3 High energy surface
diffraction . . . . . .. ..
4.5 Methods for studies of nanoscale
morphology . . . . ... .. ...
4.5.1 Small angle X-ray scat-

tering

4.5.2 Grazing incidence small
angle X-ray scattering

4.6 Locally resolved measurement

techniques . . . . ... ... ...

4.6.1 X-ray nanodiffraction . . .

4.6.2 Bragg coherent diffrac-

tion imaging . . . . . . . .

4.6.3 Ptychography . . . . . ..

4.7 Determination of composition

and electronic structure

17

17
17
18
19
21
21

24
27

30
30

30

30

30
34

37
38
38
41
41
43
46
48
49
49
52

23
23

5 Fundamental electrochemical

4.7.1 Resonant anomalous X-
ray scattering . . . . . ..

4.7.2 Resonant anomalous sur-
face X-ray scattering . . .

4.7.3 Determination of elec-

tronic structure by RAXS

terface structure

5.1 Metal electrode structure . . . . .
5.1.1 Surface reconstruction
5.1.2 Surface relaxation . . . . .

5.2 Adsorbates at metal electrodes . .
5.2.1 Anion adlayers
5.2.2 Metal adlayers. . . . . ..
5.2.3 Molecular adsorption . . .

5.3 Interface structure of oxides and
minerals . . . .. ... ... ...
5.3.1 Surface termination and

surface reconstruction

5.3.2 Surface relaxation . . . . .

5.4 Adsorption on oxides and minerals

5.4.1 General aspects . . . . . .
5.4.2 Metal cation adsorption
5.4.3 Interfacial water struc-
tures at oxide surface . . .
5.5 Liquid-liquid interfaces . . . . . .

Electrocatalysis
6.1 Hydrogen oxidation, evolution,
and absorption
6.1.1 Hydrogen oxidation and
evolution . . . . . . .. ..
6.1.2 Electrochemical hydro-
gen loading of Pd . . . . .
6.2 Oxygen reduction and evolution .

6.2.1 Platinum group metal
based single crystals
6.2.2 Platinum group metal
based nanoparticles . . . .
6.2.3 Ir and Ru oxide electrodes
6.2.4 Fe, Co, and Ni oxide elec-
trodes . . ... ... ...
6.3 Other electrocatalytic reactions
6.3.1 Electrochemical reduc-

tion of CO and CO,4
6.3.2 Nitrogen reduction
6.4 Electrocatalytic devices . . . . . .

in-

o7

o8

58
29
29
61
61
62
63
65

67
67
68
69
69
69

74
75

77

79

79

81
82

84

86
93

94
98

98
99



6.4.1 Proton exchange mem-

brane fuel cells . . . . .. 100
6.4.2 Solid oxide fuel cells . . . 100
6.4.3 Electrolysers . . . . . . .. 101

7 Electrochemical phase formation 101
7.1 Electrodeposition and dissolution 101
7.1.1 Homoepitaxial electrode-

position . . . .. ... .. 102
7.1.2  Electrochemical and
chemical dissolution . . . . 104
7.1.3 Heteroepitaxial elec-
trodeposition . . . . . .. 106
7.2 Passivation and corrosion . . . . . 109
7.3 Synthesis of electrocatalysts . . . 111
8 Intercalation batteries 113
8.1 Introduction to battery interca-
lation. . . . . ... ... .. ... 113
8.2 Powder Diffraction . . . .. ... 115
8.3 Single Particle Diffraction . . . . 116
8.4 Operando Bragg  Coherent
Diffractive Imaging . . . . . . .. 117
8.5 Operando Surface Scattering in
Intercalation Batteries . . . . . . 119
9 Conclusions 120
10 Biographies 124
References 125

1 Introduction

For the upcoming transition towards a sus-
tainable society, economically viable technol-
ogy is necessary that allows storing electric en-
ergy from renewable sources and converting it
back for mobile and stationary applications.
This need led to a renaissance of electrochem-
istry, which provides direct and efficient ways
for electric energy conversion and storage. Ex-
tensive efforts are ongoing to further develop
electrochemical devices, such as batteries, elec-
trolysers, fuel cells, and processes for the elec-
trochemical production of synthetic fuels and
base chemicals. These require deeper knowl-
edge of electrocatalytic reactions as well as

electrochemical intercalation and phase forma-
tion processes. Intertwined with this are tradi-
tional fields of electrochemical science and en-
gineering, such as electroplating, electrosynthe-
sis, and corrosion. The latter are still impor-
tant in their own right but also play new roles
in the context of energy science, for example in
the context of electrocatalyst preparation and
stability. Progress in all these areas depends
on understanding the involved electrochemical
processes on the molecular scale, for which de-
tailed knowledge on the structure of materials
and their interfaces and structural changes un-
der relevant conditions is a central prerequisite.
Most materials characterization is still done
at ambient conditions. Typically, the struc-
ture of the as-prepared materials is compared
with that after using the material in the stud-
ied electrochemical process. While this can still
provide useful information, the problems of this
approach are evident. First, the transfer of the
sample out of the electrochemical environment
can lead to structural changes that can be diffi-
cult to distinguish from changes caused by the
electrochemical reaction itself. In particular,
this transfer necessarily involves the loss of po-
tential control. For the most important case
— an electrode taken out of an (aqueous) elec-
trolyte — this will result in a transient state, in
which the electrode is covered by a thin, typ-
ically air-saturated film of electrolyte at open
circuit potential. This situation is well-known
in the context of atmospheric corrosion and of-
ten results in surface oxidation and material
dissolution. Furthermore, transfer through the
laboratory air may result in additional surface
contamination. These problems are especially
significant for studies aiming at understanding
the surface structure and properties, e.g., of
electrocatalysts. In contrast, studies of bulk
materials are less affected. A second problem of
this approach is that information on the struc-
tural evolution of the sample at different stages
or times during the process can only be ob-
tained by studying a large number of identical
samples, exposed to different conditions. Such
studies are tedious and ensuring comparability
of the employed samples can be challenging.
The first approach to overcome these prob-



lems was developed in the 1980ies. It is based
on the preparation of the electrode under ultra-
high vacuum (UHV) combined with a care-
ful transfer under inert gas into electrolyte so-
lutions for electrochemical studies and back-
transfer to UHV for analysis by surface science
methods. In recent years, this ex situ approach
has been rediscovered and is now often called
somewhat euphemistically quasi in situ. Pio-
neering ez situ studies demonstrated that, de-
pendent on the system, some but not neces-
sarily all properties of the electrochemical en-
vironment can be maintained!?. Often, the
success of this approach depends on subtle de-
tails, such as the behavior of electrolyte species
during emersion. In particular, ex situ stud-
ies are not possible in potential regimes where
faradaic currents occur, because the open cir-
cuit conditions during transfer will necessarily
result in a potential shift into the double layer
range, with resulting changes in the geometric
and electronic structure of the interface. This
makes studies of the electrode structure under
reaction conditions impossible.

True insights into the state of electrochemical
material systems require in situ and operando
methods, where structural data are obtained di-
rectly in electrochemical environment. These
methods have to be capable of probing bulk
materials and interfaces that are deeply buried
in liquid or solid phases. Most typically used
are techniques that are based exclusively on
near-field effects, such as in scanning probe mi-
croscopy, or on the scattering or absorption of
photons. The difference between in situ and
operando measurements is often not clearly dif-
ferentiated in electrochemical publications. We
here follow the definition commonly employed
in studies of thermal heterogeneous catalysis in
the gas phase. According to this definition, in
situ and operando studies both study materi-
als or interfaces in their natural environment,
i.e., in the case of electrochemical systems in
the presence of the electrolyte and at controlled
potential or current density. However, in con-
trast to in situ measurements, operando stud-
ies monitor structural or electronic properties
of the material in parallel to properties that are
linked with material function, e.g., the activity

in the case of an electrocatalyst, and directly
correlate both. In principle, operando studies
are straightforward in electrochemistry, as the
relevant functional property is often the elec-
trochemical response, which is anyway recorded
by the potentiostat. Typical examples are mea-
surements where the structure is recorded dur-
ing a cyclic voltammogram (CV) and features
in the latter compared to parallel structural
changes. However, in practice operando stud-
ies may not be that easy, because the exper-
imental geometry may restrict mass transport
and electric conductivity and thus the current
density. This is, for example, the case in studies
that employ a thin layer geometry, where in situ
measurements in the electrolyte are still possi-
ble, but not operando studies at high current
density or under gas evolution conditions.

This review focuses on in situ and operando
studies by X-ray scattering and diffraction
methods. X-ray diffraction (XRD) is a stan-
dard method in analytical chemistry to deter-
mine the atomic crystal structure of bulk ma-
terials and the basis of modern crystallography.
It is typically performed using hard X-rays with
photon energies in the range 5-25 keV. Since
the atomic cross sections for the absorption and
scattering of such photons are low, in particular
for low-Z elements, X-rays can penetrate deep
into the condensed matter and hence are well-
suited for studies inside solid and liquid phases.
Furthermore, the measurement is not impeding
mass transport and electrochemical reactions,
making operando much easier than most com-
peting techniques. Whereas X-ray diffraction
describes the scattering of X-rays by a crystal
lattice, other X-ray scattering methods explore
the atomic, nano, and micro scale structure of
less ordered matter.

A wide range of structural features of ma-
terial systems can be accessed, including the
structure of nanoparticles, defects, surfaces and
interfaces, and even the average structural ar-
rangement within liquids and at liquid inter-
faces. Furthermore, modern approaches pro-
vide information on chemical composition and
electronic structure as well as allow direct imag-
ing of individual nanoobjects. In addition, X-
ray scattering can deliver time-resolved data



over a wide temporal range, reaching from fem-
toseconds to days. This provides access to the
kinetic behavior and nanoscale dynamics of the
studied systems.

Many of the more advanced methods rely on
the analysis of scattering signals that are several
orders of magnitude lower than those originat-
ing from bulk crystals. Their development de-
pends, therefore, on sufficiently intense sources
of hard X-rays and thus has been strongly cou-
pled to developments in synchrotron science.
With the increasing performance and availabil-
ity of synchrotron sources and the instrumen-
tation provided there, also the capabilities and
application ranges of X-ray scattering methods
increase continuously. This opens up attractive
opportunities for energy and electrochemical re-
search.

In the following, we provide an introduction
into wn situ and operando structural studies
of electrochemical systems by X-ray scattering
and diffraction methods. The review’s objec-
tives are twofold: First, it aims at helping non-
specialist readers to add these methods to their
toolbox of advanced techniques for research in
electrochemistry and energy science, by pro-
viding a basic understanding of these methods.
This understanding will help in better assessing
specialist papers employing modern X-ray scat-
tering methods and to make first steps towards
using these methods. Second, it gives a com-
prehensive overview over the results obtained
in the area of electrochemistry by in situ and
operando X-ray scattering since the beginning
of this field in the 1990ies. The latter illustrates
the capabilities of X-ray scattering methods as
well as provides a resource for the correspond-
ing community. We stress that we do not in-
tend to provide an in-depth introduction to the
theory of X-ray scattering and the technical as-
pects of the individual techniques, which are
complex and require attention to many techni-
cal details that are too numerous to be treated
within the scope of this review. A number of
excellent books and reviews on these topics ex-
ists (see references in the individual sections),
which discuss these techniques in much greater
detail.

In chapter 2, we first discuss the origin of

X-ray scattering and how it is influenced by
the spatial distribution of matter on the atomic
scale. This is required for a true understand-
ing of X-ray scattering data that goes beyond
a fingerprint type of interpretation of powder
diffractograms or crystallographic data. Every
scattering experiment effectively performs the
equivalent of a Fourier transform of the sam-
ple structure and thus is best described in the
Fourier space, commonly denoted as reciprocal
space. This concept is not easily comprehensi-
ble but essential for the interpretation of scat-
tering data. We try to convey this concept in
a compact way and then show how this ap-
plies to various relevant ensembles of atoms,
such as crystals, liquids, crystal surfaces, in-
terfaces, and nanoparticles. Subsequently, we
treat in chapter 3 various experimental aspects,
such as X-ray instrumentation, electrochemical
cells for in situ and operando measurements, as
well as potential detrimental effects of the X-
ray beam on the sample. Chapter 4 describes
in detail X-ray scattering techniques for in situ
and operando studies of electrochemical sys-
tems. These are sorted by the type of samples
to which they are typically applied to and the
information that can be obtained from them.

The rest of the review summarizes the results
obtained from in situ and operando studies by
X-ray scattering methods. Chapter 5 gives an
overview on studies of the structure of electro-
chemical interfaces. It describes X-ray scatter-
ing results on the surface structure of metal and
oxide electrodes in liquid electrolytes and on
the arrangement of various adsorbates at these
electrodes. Because many of these results were
already topics of more specialized previous re-
views, this section is kept concise. Also in-
cluded here are studies of more unconventional
interfaces, such as interfaces to ionic liquids and
liquid-liquid interfaces. Whereas chapter 5 pre-
dominantly focuses on the electrode structure
in the absence of continuous faradaic reactions,
the latter are the center of interest of the sub-
sequent chapters.

In chapter 6, studies in the field of elec-
trocatalysis are described. Here, we discuss
X-ray scattering results on the interface and
bulk structure of electrocatalysts under dif-



ferent electrode reactions. The research in
this area encompasses studies of single crys-
talline model catalysts and catalyst nanopar-
ticles. Furthermore, it includes direct studies
of materials in devices for energy conversion,
such as fuel cells and electrolyzers. Chapter 7
presents in situ and operando results on elec-
trochemical phase formation processes. These
include studies of electrodeposition and elec-
trochemical dissolution, passivation and corro-
sion, and processes employed in the synthesis
of electrocatalysts. Finally, chapter 8 provides
an overview on the application of X-ray scatter-
ing methods to intercalation batteries. As the
phase changes caused by electrochemical inter-
calation have been studied for a long time by
X-ray diffraction, we here rather focus on more
modern approaches that are capable of provid-
ing local structural data on particles or inter-
faces in batteries.

2 X-ray scattering

2.1 X-ray interactions with mat-
ter

In this chapter, we will give a brief introduc-
tion to the theory of X-ray scattering to provide
some insight into the various types of signals
produced by liquids, two-dimensional (2D) and
three-dimensional (3D) crystals, as well as crys-
tal surfaces. The reader is warned: scattering
theory is a complex topic, and the treatment
here will merely impart some basic ideas that
are essential for understanding scattering stud-
ies. More technical aspects of the analysis of
X-ray scattering data can be found in the liter-
ature3 .

The following treatment is limited to scat-
tering within the kinematic approximation.
Within this approximation, it is assumed that
(i) no multiple scattering occurs within the
sample, (ii) refraction effects can be neglected,
and (iii) the scattering is elastic, i.e., the en-
ergies (or wavelengths, respectively) of the in-
cident and scattered wave are identical. To
a large extent, these assumptions are justified
for X-ray scattering by the (non-perfect) sam-

ples typically used in most studies, including
those of electrochemical interfaces: the proba-
bility for multiple scattering is low due to the
low scattering cross-section of X-rays, the in-
elastic scattering contribution is much weaker
than the elastic scattering in the typically em-
ployed photon energy range, and the index of
refraction is very close to one for all materials.
Nevertheless, the latter has to be considered to
rationalize some characteristic effects in surface
scattering. We will therefore revisit the role of
refraction effects when discussing the specific
surface scattering methods in chapters 4.3 and
4.4.

2.2 Fundamentals of X-ray scat-
tering

All scattering processes have in common a
change in the momentum and energy of the
scattered objects. Methods for structure deter-
mination are based on elastic X-ray scattering.
Here, all possible scattering events of a sam-
ple with a given orientation can be described
by the involved momentum transfer. We as-
sume in the following that the reader is famil-
iar with the properties and the mathematical
description of electromagnetic radiation and re-
call that (apart from the factor i) the momen-
tum of a photon is given by the wave vector
k, which is oriented parallel to the propaga-
tion direction and of magnitude k = 27/\. For
an incident and scattered wave with wave vec-
tors k; and kg, respectively (see Figure la),
the scattering process is hence described by
the wave vector transfer or scattering vector
q = k¢ — k;, which is the central variable in
scattering theory. ¢ is commonly measured in
units of A=' and the 3D space defined by it
is therefore termed reciprocal space. Its mod-
ulus is related to the scattering angle 26 via
q = |g| = 2k -sin(26/2) = 4 - sin(26/2) For
elastic scattering, where ky = k; = k, the ¢ vec-
tors corresponding to the kg of all elastically
scattered waves are located on the surface of
a sphere, whose center is given by —k;. This
sphere is called the Ewald sphere. It plays an
important role in the interpretation of scatter-
ing data, as it defines the ¢ vectors probed at a



defined incident wave vector k;, e.g., by record-
ing the intensity with an area detector.

In the following, we will first discuss in a more
general way how the variation of the scattered
intensity I with q depends on the spatial ar-
rangement of the scatterers before turning to
the description of scattering by solids, liquids,
and interfaces. In classical Thompson scat-
tering, the X-rays interact with electrons, and
their scattering can be described by the pro-
cess illustrated in Figure 1b for a linearly po-
larized incident X-ray wave propagation along
the direction described by wave vector k;. The
oscillating electric field of this wave excites a
forced vibration of the electron, resulting in the
emission of electric dipole radiation, i.e., of a
spherical wave of identical wavelength. As for
every dipole radiation, the emission is isotropic
within the plane normal to the incident wave
field vector ¢;, whereas for directions under an
angle 260 out of this plane, the emitted intensity
is reduced by the polarization factor cos?(26).
For the atomic nuclei, this Thomson scattering
process can be neglected since their excitation
is weak due to the much higher mass.

To understand the scattering by an ensemble
of several electrons, we first consider the simple
case of two electrons, separated by a distance-
vector r (Figure 1c). The incident plane wave
will excite spherical waves originating from the
positions of the two electrons, which will inter-
fere with each other. In a scattering experi-
ment, we measure the intensity scattered in di-
rection ke with a detector that is much further
away from the sample than the distance be-
tween the scattering electrons. The spherical
waves can therefore be approximated by plane
waves with the wave vector ky. Because the
wave scattered by electron 2 travels a longer
distance than that scattered by electron 1, the
two waves are phase shifted to each other by a
distance of r - k;/k —r - k¢ /k, i.e., a phase shift
—r - q, illustrating clearly the central role of the
scattering vector. Employing the complex rep-
resentation of plane waves, the electric field vec-
tor amplitudes of the two scattered waves only
differ by the phase factor exp(—ir - q) and the
superposition is described by adding up both
of these complex amplitudes. Depending on

C L.
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Figure 1: (a) Geometry of a scattering exper-
iment. (b) Classical description of the scat-
tering of electromagnetic waves by a charged
particle. (c) Scattering by an ensemble of two
scatterers, illustrating the resulting phase shift
between the scattered waves.



the phase factor, i.e., on r and q, the scattered
waves will interfere constructively or destruc-
tively, resulting in enhancement or reduction of
the scattered radiation.

This simple case illustrates a general, useful
concept: The scattered intensity I(q) probes
spatial correlations of the electron density along
the direction of scattering vector q on a length
scale given by 27/q. However, as we will see
below, these correlations are not necessarily di-
rectly identical to the distances between the
atoms of the system. The key to understanding
scattering experiments is to grow accustomed
to the description of structure in the reciprocal
space, defined by the scattering vector q, rather
than in real space.

The case of two scattering electrons can be
easily generalized to an arbitrary spatial elec-
tron distribution, described by the electron den-
sity pe(r). The number of electrons in an in-
finitesimal volume element dr at position r is
then p.(r)dr and their contribution to the field
vector of the scattered wave has to be multi-
plied by the corresponding phase factor for this
position. By integrating over the entire sample
(still assuming the sample size is much smaller
than the sample-detector distance), we obtain
the scattering amplitude:

S(@) = [ pute)expl-in-@)dr (1

which is proportional to the field amplitude
of the scattered wave. Therefore, S(q) is
the Fourier transform of the electron density
and hence contains the full information about
the structural arrangement. Yet a typical X-
ray scattering experiment only measures the
scattered intensity, which is (neglecting po-
larization, absorption, etc.) proportional to
1S(q)]* = S(q)S*(q) (* denotes the complex
conjugate) and does not contain the phase of

the complex quantity S(q):

//pe(r ~exp(—ir - q) - p(r')

-exp(ir’ - q)dr'dr
// pe(r) - pe(r + R)dr
-exp(—iR - q)dR (2)

Equation (2), where we have substituted the
integration over r’ by an integration over the
difference vector R = , it becomes ap-
parent that a scattering experiment measures
spatial correlations within the sample. In the
remainder of this chapter, we will use examples
to develop a sense of how I(q) depends on the
structural arrangement within the sample.

r—r

2.3 Scattering by the atomic
structure within condensed
matter

2.3.1 Scattering by ensembles of atoms

Describing the sample as a continuous distri-
bution of electrons, as we have done above, is
convenient in some scattering experiments, es-
pecially for studies at small ¢, where the experi-
ments only probe long-range correlations. How-
ever, in most cases, it is preferable to account
for the atomic structure of condensed matter.
The large majority of all electrons in a sample
are located in the ion cores where their distribu-
tion p2°™(r) around the nucleus is given by the
occupied atomic orbitals. The scattering am-
plitude Eq. (1) of a single atom (or ion) with Z
electrons is called the atomic form factor:

fla) = / () - exp(—ir - q)dr (3)

In practice, one usually ignores the small devi-
ations of p2*™(r) from spherical symmetry and
uses functions f(gq) that only take the depen-
dence on the amplitude of the scattering vec-
tor into account. Atomic form factors smoothly
decay with increasing ¢ from (within the kine-
matic approximation) f(0) = Z to 0. Param-
eterized functions, obtained by fits to the re-



sults of detailed quantum mechanical calcula-
tions, can be found for all atoms and many ions
in the relevant literature (See, for example, In-
ternational Tables for Crystallography (2006).
Vol. C. Ch. 6.1, pp. 554-595).

A more precise quantum mechanical descrip-
tion shows that the scattering by an atom also
depends on the binding strengths of the elec-
trons to the nucleus, which for the core level
electrons are determined by discrete energy lev-
els. This correction gives rise to a change of the
atomic form factor, which depends on the pho-
ton energy ep, and, by convention, is denoted
f'. Furthermore, the scattering may exhibit an
additional phase-shift with respect to the field
of the incident wave, especially if epy, is in res-
onance with a core level energy, which can be
described by an imaginary term if”. Both of
these contributions are largely independent of
q. For a precise description of the scattering,
f'(epn) +if"(epn) has to be added to the form
factor f(q) in Eq. 3. This is critical for resonant
scattering (see section 2.5) and will otherwise
be ignored in the following.

Next, we consider an ensemble of atoms, for
example, a molecule or the atoms in the unit
cell of a crystal, which have well-defined posi-
tions r; with respect to a common origin. The
electron density is then given by the sum over
all atoms pe(r) = 3 pg*™/(r —r;) and the cor-
responding scattering amplitude conventionally
termed structure factor F'(q). The latter can be
calculated via Eq. 1 by replacing the integra-
tion over r in each summand by integration over
the relative spatial coordinates r —r;) and using
Eq. 3, resulting in:

F(q) = Z fi(@) - exp(=ir; -q).  (4)

The effect of thermal vibrations of the atoms
around the equilibrium positions r; can be in-
cluded in the atomic form factors by an addi-
tional Gaussian factor, i.e., by replacing f;(q)
in Eq. (4) with:

1

fi(a)-exp(=54"(05q)) = f3(g)-exp(=21;) (5)

Here (uj ) is the mean-square amplitude of vi-

bration of atom j in direction q and M; is called
the Debye-Waller factor of the atom. Often, M;
is assumed to be isotropic in space (i.e., only de-
pendent on ¢), but for species at interfaces, the
difference between surface-normal and in-plane
vibration amplitudes has to be considered ex-
plicitly.

We will use Eq. (4) in the following chap-
ters to derive the scattering for the components
in electrochemical systems. This includes bulk
solids and liquids as well as (quasi-) 2D systems,
such as crystal surfaces and adsorbate layers.

2.3.2 Scattering by three-dimensional
and two-dimensional crystals

Scattering by periodic lattices results in dis-
crete, well-defined intensity peaks at defined
S(q) values, an effect called diffraction. Al-
though X-ray diffraction by bulk crystals is
treated in every introduction to solid-state
physics, we here briefly repeat the derivation
of the basic equations, since those can be easily
varied to describe the scattering by 2D lattices
and crystal surfaces.

Let us consider a 3D crystal defined by the
lattice vectors ai, as, and az. For simplicity, we
assume that the crystal is a block consisting of
N1, Ny, and N3 unit cells along the three lattice
directions. The position of a unit cell is then
given by the vector R = nja; + nsas + nsag,
and the scattering amplitude is:



Ni—1 Nz—1 N3z—1

S(q) = F(aq) Z Z Z exp[—i(nia; + ngas + nzas) - q

n1=0 n2=0 n3=0
Ni—1

No—1

= F(q) Z exp(—inia; - q) Z exp(—inqas - q) Z exp(—insaz - q)

n1=0

Here, the possibility that the unit cell con-
tains several atoms is accounted for by the
structure factor F'(q), which can be calculated
from Eq. (4) with the r; given with respect to
the origin of the unit cell. According to the sec-
ond line of this equation, S(q) is the product
of the structure factor with three independent
sums of the identical type that can be evaluated
using the geometric series:

1 —exp(—iNz)
1 — exp(—iz)

(7)
The scattered intensity is the square modulus of
S(q). It is identical to the “N-slit interference
function” known from optics, which describes
the intensity distribution of an ideal grating
composed of N slits:

Sy(z) = i exp(—inz) =

sin?(Nz/2)

|Sn(z)]" = “n2(2/2)

(8)
This function has pronounced primary maxima
at x = 2mn (with n being an integer), which
have a height N2, a full width at half maximum
(FWHM) of approximately 27/N (the FWHM
is converging to 0.88 - 2w /N for large N), and
N — 2 subsidiary maxima, which are negligibly
small for large N as in typical crystals (Figure
2).

The scattered intensity for the 3D crystal is
therefore given by:

1S(@))* = [F(a)* - [Sn, (a1 - @)” - [Sn, (a2 - )]
1S (a3 - q)|? (9)
and exhibits peaks if all three interference func-

tions are at a maximum, i.e., if the following
three equations, called the Laue conditions, are

no=0
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Figure 2: N-slit scattering function for a row
of N equally spaced unit cells. Shown is the
scattered intensity I normalized by N.

simultaneously fulfilled:

ajq = 2wh; ax,q=2wk; aszq=2nl (10)
The integers h, k, and [ are called Miller indices.

Eq. (10) can be satisfied by q vectors of the
type:
(11)

where by, by, and bs are vectors in reciprocal
space which obey the conditions (J;; is the Kro-
neker delta):

q:hb1+kb2+lb3

by, by, and bs define a 3D lattice in reciprocal
space and hence are called the reciprocal lattice
vectors of the crystal. They can be calculated
via:

2T 2 2T
b, = 7032><33; by = vcasxal; bz = V.
(13)

where V, = a; - (ay X a3) is the volume of the
crystal’s unit cell. For crystals with cubic unit
cells of length a, which covers a large fraction of
the metals used commonly as electrode materi-
als, the reciprocal lattice vectors b; are parallel

—aj] Xay



to the corresponding lattice vectors a; in real
space and |b;| = b= 27/a.

At the reciprocal space positions defined by
Eq. (11), the scattered X-ray intensity exhibits
peaks whose integrated intensity is proportional
to:
1S(a)* = - N1N3 N

(14)

i.e., scales with the structure factor measured
at these q values and the total number of atoms
in the sample. For large 3D crystals, the scat-
tering between these peaks is negligible. This
distribution I(q) in reciprocal space is illus-
trated schematically in Figure 3a. The peaks
are the Bragg reflections of the crystal, each
defined by a triplet of Miller indices hkl. They
originate from the constructive interference of
atomic planes in the crystal lattice. For exam-
ple, the 110 reflection of the cubic crystal in
Figure 3a is observed at ¢ = v/2b, correspond-
ing to the nearest neighbor spacing 27 /q = av/2
between the diagonal planes of the atoms per-
pendicular to that direction. As discussed be-
fore, this inverse relationship between the peak
positions in reciprocal space and the real space
distances of the atoms in the sample is charac-
teristic in scattering experiments.

A 2D lattice defined by vectors a; and a, can
be treated analogously (Figure 3b). The scat-
tering amplitude is now:

[S(a)l* = [F(a)]* - Sy, (a1 - q)*

|F(h-by+ k- by+1-bs)?

’ ’SNQ(aZ ' q)|2

(15)
and consequently only two Laue conditions with
the Miller indices A and k£ and corresponding
reciprocal space vectors by and by exist. The
component ¢, of q along the direction normal
to this plane (i.e., parallel to a; x ay) only enters
in the structure factor F(q). If all atoms are
located in the same plane as in a simple mono-
layer, F'(q) is independent of ¢, apart from
the slow decay caused by the g-dependence of
the atomic form factor. The distribution of
the scattered intensity in reciprocal space then
takes on the form of continuous rods that are
oriented perpendicular to the crystal plane and
arranged in a 2D lattice within this plane (Fig-
ure 3b). These diffraction rods are the hall-
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Figure 3: Real space structure (left) and distri-
bution of scattered intensity in reciprocal space
(right) for (a) a 3D crystal lattice, (b) a 2D lat-
tice, and (c) the surface of a 3D crystal. The
variation of the intensity along the diffraction
rods shown in (b) and (c) is indicated by the
rod diameter.




mark of any scattering by a (quasi-) 2D system
and explain why the contribution of interfaces
or adsorbed layers can easily be separated from
that of the bulk, despite the much smaller num-
ber of contributing atoms: While the scattering
from 3D bulk crystals is concentrated at dis-
crete points in reciprocal space and hence only
observed for certain well-defined orientations of
sample and detector, the scattering by 2D lat-
tices, although much weaker, is distributed over
a wider region of reciprocal space. It, therefore,
can be separated from the scattering by the 3D
crystalline substrate by measuring at recipro-
cal space positions along the rods that are suf-
ficiently far away from the Bragg peaks.

From the above derivation, it follows that the
scattered intensity distribution not only con-
tains information about the atomic distances
but also about the shape of the scattering crys-
tal. This shape determines the width of the
main peak as well as the minor peaks in the
N-slit scattering function (see Fig. 2). The in-
tensity distribution for a simple 3D crystal with
orthogonal edges is already given by Equation
9. The diffracted X-ray intensity from an ar-
bitrarily shaped crystal can be calculated from
the electron density via a Fourier transform by
using the Ewald function s(r), which is unity
inside the crystal and zero outside™®. For ex-
ample, in a cubic perfectly crystalline particle,
the diffraction intensity can be described as the
product of three sinc functions, as described in
section 2.3.2. In electrochemical systems, crys-
tals are often distorted: the atomic positions
deviate from the ideal lattice. If the crystalline
planes are distorted, the positions of the unit
cells R = Ry + u(R), where Ry are the atomic
coordinates of the undistorted lattice and u(R)
is the displacement field. These distortions will
result in a change of Laue fringes visible in Fig-
ure 2. It can be shown that the intensity in
the vicinity of a Bragg peak hkl, can be well
approximated with®

[(Q) = ‘Fhkl‘z / Shkl(r) exp (—ithl . u(r)) dr
(16)

, where F};; is the unit cell structure factor,
Spr(r) is the density of (hkl) Bragg planes mul-
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tiplied by the Ewald function, and the momen-
tum transfer, Q = q — Gy, is the distance of
the reciprocal space position from the reciprocal
lattice point Gpy;. Therefore, the intensity and
shape of the interference fringes decorating the
Bragg peak contain information on the crystal
shape and the crystalline distortions within.

2.3.3 Scattering of surfaces and inter-
faces

We now analyze how the surface of a 3D crystal
contributes to the scattering, following the liter-
ature on surface diffraction*®?. Specifically, we
consider a semi-infinite crystal with lattice vec-
tor ag along the surface normal and a; and a,
are within the surface plane, see Figure 3c (this
is always possible by choosing a suitable unit
cell and conventionally used in surface diffrac-
tion studies). We further assume a scatter-
ing geometry as in Figure la where incident
and scattered X-ray beam approach and leave
through the free space on top of the crystal,
respectively. Using Eq. (10) and taking into
account that due to X-ray absorption each pen-
etrated atomic layer of the crystal reduces the
intensity by a factor exp(—/3), we can rewrite

Eq. (6) :

Nl N2
S(q) = F(q) Z exp(—2min, h) Z exp(—2min k)
n1=0 no=0
0
Z exp(—2mingl) - exp(—pFns)
ng3=-—o0

(17)

The first two sums are identical to those of a
2D crystal lattice with lattice vectors a; and as.
Their contribution to the scattering is therefore
given by Eq. (15) and, in the limit of an infinite
extension of the crystal in the surface plane,
will approach a set of delta functions located at
reciprocal space positions defined by integers
h and k. The last sum contains the specific
influence of the termination of the crystal at



the surface. Evaluating it, we obtain

0

S expl(~2ril — ) - nyl

nz=—oo

Scrr(q)

1
1 — exp(—2mil — f3)

(18)

Typically, absorption only has a substantial in-
fluence near the Bragg peaks (i.e., if [ is close
to an integer value), where it results in a reduc-
tion of the peak intensity. Assuming f < 1,
we obtain from Eq. (18):

Serr(q)? (19)

~ 4sin?(7l)
Hence, the intensity is a continuous function of
[ (defined through azq = 27l) and again dis-
tributed in reciprocal space in the form of rods
that are oriented along the surface normal (see
Figure 3c) and pass through the Bragg peaks
of the bulk crystal. Because these rods origi-
nate in the symmetry break at the surface of
the semi-infinite lattice, they are called crys-
tal truncation rods (CTRs). However, contrary
to the rods for a single 2D layer, the intensity
along the CTRs strongly varies with the sur-
face normal component of the scattering vector
q, = lbg

Specifically, the intensity rapidly decays to
both sides of the Bragg peaks, reaching min-
ima at half-integer [, the so-called anti-Bragg
position, where it is of similar magnitude as the
scattering by a single 2D layer. In other words,
the presence of the surface induces streaks
of scattering that extend out from the Bragg
peaks. Summarizing these results, the scattered
intensity from an ideal crystal surface is:

1S(@)” = |F(q)* - |Sn (a1 - @) - [Sn, (a2 - )
[Serr(q)]? (20)

At real surfaces and interfaces, the atomic spac-
ings and the Debye-Waller factors M, which de-
scribe the thermal vibrations, usually deviate
from those in the bulk lattice. Furthermore,
the topmost layers may exhibit defects, such as
adatom or vacancy islands, and hence be only
occupied to a fraction #; < 1. These effects
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can be addressed by a scattering amplitude that
is the sum of a surface contribution, consisting
of a finite number Ny, of atomic layers that
are located at vertical positions z; relative to
the first bulk-like layer, and a bulk contribution
given by the semi-infinite sum in Eq. (18). The
corresponding intensities can be obtained nu-
merically from this expression. In most cases,
only a very small number of layers has to be
considered explicitly. Nevertheless, even rather
small deviations from the ideal lattice parame-
ters can give rise to substantial changes in the
CTRs, as will be discussed in more detail in
chapter 4.4.2. Similarly, a finite number of sur-
face layers in which the atoms occupy different
in-plane positions than in bulk or consist of dif-
ferent chemical species can be included explic-
itly in Eq. 17 to describe surface reconstruc-
tions and adsorbates.

2.3.4 Scattering of liquids and amor-
phous materials

As the last case, we discuss the scattering by a
liquid or amorphous material. These two cases
are very similar; the main difference is that for
the first the disorder is dynamic whereas for the
second it is static. This difference is only rele-
vant for more advanced cases, such as inelastic
scattering, but can be ignored in the framework
of the simple theory described here. Scattering
by non-crystalline matter is a more advanced
topic (see Ref.! for a more detailed descrip-
tion), which may be omitted upon first read-
ing. Nevertheless, it is of significance for in
situ studies of electrochemical systems, where it
contributes significantly to the scattering origi-
nating from the electrolyte. Furthermore, elec-
trode materials can be amorphous or highly dis-
ordered or become so under reaction conditions.
For simplicity, we restrict ourselves to a simple
single-component liquid of identical atoms or
molecules, described by the form factor f(q).
We further assume that the liquid is homoge-
neous with a number density p, = N/V and is
isotropic.

The spatial distribution of the atoms in the
liquid at a given moment can be described by
the particle density function, where the particle



positions are described by Dirac delta functions:
= Z d(r —ry)
J

Using this expression Eq. (4) can be written as:

(21)

S(aq)

o) [ ale) - exp(-ir-aqyir (22

and the corresponding square modulus:

s [ e

-exp[—i(r — ') -

1S(q

]dr’ dr  (23)
In a typical scattering experiment, we measure
only the average over many configurations n(r),
existing in the liquid. The relevant quantity to
describe the scattered intensity is, therefore:

-exp[—i(r —1') -

(15(a)

]dr’dr (24)

= <Z §(r—rj)-6(r' — rk)>

(25)
is the density-density correlation function.
Since liquids per definition do not exhibit long-
range order, the positions of the atoms be-
come uncorrelated for large distance vectors
R =r —r’. On the other hand, atoms cannot
overlap physically and hence each atom can
only be correlated with itself at small distances.
Consequently, the density-density correlation
function approaches the following limiting val-
ues, which only depend on the number density
n of the atoms:

P O(r —1')
o
for v =] = oo (26)
r—1'|—0

One of the most convenient functions to de-
scribe correlations in condensed matter is the
pair distribution function g(R), which is related

14

to (n(r) - a(r')) via:

(a(r) - A(r)) = po - 6(R) + p;, - g(R)

The pair distribution function can be inter-
preted in a simple, intuitive way. It provides
the average probability to find in a small vol-
ume element at distance R from a reference
atom (labeled as j = 0 with position r; = 0)
another atom of the liquid:

SRR

J#0

(27)

—Tr;

j) (28)

For a homogeneous (infinitive) liquid consist-
ing of a single species, g(R) is identical for
each atom and thus independent of its posi-
tion r. Furthermore, because of the orientation
isotropy of the liquid, g(R) can be replaced by
g(R), which only depends on the absolute value
R of the distance vector. The corresponding
quantity g(R) is known as radial distribution
function, but is also often denoted as air dis-
tribution function in the literature (see Ref.!!
for a critical comparison of different correla-
tions functions used in describing X-ray scat-
tering). The probability to find another atom
within a shell of radius R and thickness 0(R)
around the reference atom is then given by
47r?g(R) (Figure 4). Obviously, g(R) — 1
for R — oo, where the atoms become uncorre-
lated. In most liquids, g(R) is dominated by the
repulsion of the ion cores and resulting pack-
ing constraints, which leads to a shell of direct
neighbors at a spacing close to the minimum
in the pairwise interaction energy (first max-
imum in g(R)) as well as several less-defined
shells at larger R. The local correlations in wa-
ter, which are of particular interest in electro-
chemical systems, are more complex due to the
presence of local hydrogen bonds and are still
strongly under debate. They manifest in an ad-
ditional, temperature-dependent fine structure
in the pair distribution function.

By inserting Eq. (27), we can write Eq. (24)
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Figure 4: Typical configuration of atoms in a
simple liquid, showing the characteristic short-
range spatial correlations around a reference
atom (black circle) and corresponding radial
distribution function with maxima indicating
first, second, and third shell of neighbor atoms
(indicated in red).

as:

<W@W=f@2fkmﬂm+ﬁymﬂ
-exp(—iR - q)dRdr
f(q)? N

. {1 + pn/g(R) -exp(—iR - q)dR

(29)

In the calculation of the second expression,
we have taken into account that the integration
of the number density provides the number of
atoms in the sample, ie., [p,dr = N. Eq.
(29) shows that g(R) can be directly obtained
by Fourier transformation from the scattered
intensity. In the literature on liquid scattering,
the asymptotic value g(R — oo) = 1 is cus-
tomarily subtracted from the pair distribution
function within the integral. The Fourier trans-
form of 1 is the d-function, therefore:

<W@wzﬂW»vP+m/wm—n

.exp(—iR - q)dR + (27)° - §(q)]
(30)

The last term in this expression only describes
the (experimentally not measurable) forward
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scattering in the direction of the incident beam.
The first two terms in the bracket are called the
liquid structure factor Sp.(q). Note that, in con-
trast to the normal structure factor S(q), S1.(q)
is proportional to the intensity rather than to
the field. Performing the integration over the
angular coordinates we obtain for an isotropic
liquid:3

Si(q) =1+ 4mpy / g sin(qR)(g(R) — 1)dR

(31)
which — similar to g(R) — also exhibits peaks,
indicating the local correlations in the liquid
that rapidly decay with increasing q (see also
Figure 4). g(R) can be extracted from Sy (q) by
the pair distribution function method described
in 4.2.4.

2.3.5 Scattering by interface

structure

liquid

The symmetry break near interfaces results in
a distortion of the isotropic order in a liquid,
which can be detected by scattering methods. 12
Often, this interface-induced ordering manifests
in a molecular layering that decays into the
bulk liquid. Such layering has been observed
at the free surface of liquids as well as at
liquid-solid and liquid-liquid interfaces. Typical
examples where pronounced layering was ob-
served are interfaces of liquid metals and ionic
liquids (see section 5.5 and 5.2). The layer-
ing leads to oscillations of the electron den-
sity along the surface-normal direction, whereas
the structure parallel to the interface remains
liquid-like. Thus, the layering predominantly
manifests along the specular axis, i.e., in the
X-ray reflectivity (XRR).

The most common way to describe such sur-
face layering is the distorted crystal model
(DCM), which was originally derived by Mag-
nussen et al. to describe the layering at the free
surface of liquid Hg.'® In this model, the scat-
tering by the layered liquid is described by a
semi-infinite series of atomic or molecular layers
that are spaced at equal distances d. The layer
directly at the interface has a finite Gaussian
width o in surface normal direction z, corre-



sponding to a contribution to the Debye-Waller
factor M, = ¢% - 02/2. The width of layer n
is assumed to increase with increasing distance
z =mn-d > 0 from the interface according to
the following relationship:

ol =05 +n- o’ (32)
This results in an oscillatory electron density
profile that decays to the uniform average den-
sity within the bulk liquid (see Figure 27c¢ for
an example). The constant & describes how fast
the layering decays with z. The scattering from
this series of broadening layers can be calcu-
lated in the same way as in Eq. 18. Now the
Debye-Waller expression of eq. 5 has to be in-
cluded within the sum used for calculating the
structure factor:

¢:)
(33)
Assuming an increase in width as provided by

eq. 33 an analytical expression for Spcoa(q.)
can be obtained by using the geometric series:

- . 1
Spem(q:) = Zexp(—md Q) - exp(—iai .

n=0

1_2 2
exp(—307 - ¢2)
SDCM(QZ) = 20

1 —exp(—id-q.) - exp(—302 - ¢2)
(34)
In the absence of any further structure, e.g.,
for the scattering of a free liquid surface that
exhibits layering, Eq. 34 leads to a modula-
tion of the Fresnel reflectivity of a perfect in-
terface (see section 4.3.1) in form of a weak
peak at ¢, ~ 27 /d (see e.g. Figure 27a,b). The
width and height of this peak depend on the
decay parameter . In some cases, the layer(s)
next to the interface can have a density, spac-
ing, or width that differ from those assumed in
the DCM. These effects can be implemented by
adding one or more additional layers with devi-
ating parameters to the sum in Eq. 33.

2.4 Scattering of nanoscale ob-
jects
The theory for scattering from nanoscale ob-

jects is based on the general scattering theory,
as described in Section 2.2. The scattering am-
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plitude S(q) for a given electron density distri-
bution p.(r) is given by Eq. 1, the correspond-
ing scattered intensity |S(q)[* by Eq. 2. In the
case of a single nanoscale object, the integra-
tion takes place throughout the volume of the
whole object, and the electron density p, is of-
ten substituted by the fluctuation of electron
density Ap..

S(q) = / Apelr) - exp(—ir-Qdr  (35)

If the objects in the probed volume are ran-
domly oriented, the intensity is proportional to
their average

I(q) ~ (IS(@)]) (36)

(|S(q)[?) is often denoted as particle form fac-
tor P(q) in the small-angle scattering literature
and in section 4.5.1. Substituting from Eq. 2,
this can be integrated to the form of the Debye
scattering function for ensemble of particles!4

Ho) ~ N2 [ o ttan (3)
(R) = 47TR2f Ape(r) - Ape(r + R)dr (38)

(Apz)
, where p(r) is the normalized total pairwise
distribution function. Eq. 37 shows that the
scattered intensity is proportional to the num-
ber density of nano-objects in the scattering
volume, N, as well as to the volume of the
scattering elements, V. The integral term de-
scribes the interference effects associated with
the distribution of electrons in an average ob-
ject. This equation is the basis for an approx-
imate description of the X-ray scattering by
various nano-scale objects. In the case of spa-
tial correlations between the objects, Eq. 37
is extended by a structure factor (see chapter
4.5.1). For perfectly spherical objects of radius
R,, the scattered intensity (form factor) can be
expressed analytically as!®

sinqR, — qR,cosqR, 2

P amy

(1S(a)) (39)



2.5 Resonant X-ray scattering

The access to tunable photon energy at syn-
chrotron X-ray sources also allows using the
so-called resonant anomalous effects to obtain
element-sensitive information from diffraction
patterns. Such characterization is based on
the dependence of the atomic form factors on
the photon energy ep;, or X-ray wavelength A,
respectively, as already mentioned in chapter
2.3.1. To describe this effect, the atomic form
factor has to be written as a complex number:

f(a,A) = folg) + f'(epn) +if"(epn)  (40)

Here fo(q) is the conventional form factor de-
fined in Eq. 3. f'(epn) and f'(epp) are called
dispersion coefficients and describe the correc-
tion to fy for photon energies close to the possi-
ble electron transitions of a particular element
(Figure 5). These energies are often called ab-
sorption edges. This phenomenon is due to res-

Pt dispersion
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15.0¢ T T T T T T T

22

10.0e |- 1

0.0e [~ .

12000

13000
X-ray energy in eV

14000 15000

Figure 5: Anomalous energy dispersion
of atomic scattering factor for Pt in the
range of L absorption edges. Generated
at http://skuld.bmsc.washington.edu/ scatter/
AS form.html

onant effects near the adsorption edges, which
lead to a direct alteration of the X-ray scat-
tering length (Af') as well as to phase lags
with respect to the driving field of the incom-
ing wave that lead to dissipation (i-Af").? The
dependence of dispersion coefficients on q is
very small and can be neglected. The resonant
anomalous behavior of the form factors is typ-
ically used to solve the phase problem or high-
light certain elements in the diffraction patterns
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in both small-angle X-ray ! and wide-angle X-
ray scattering!™!® techniques (see section 4.7).
It can also be used for effective background sub-
traction, where two diffraction patterns taken
below the edge and at the edge are subtracted,
leaving only the scattering from the element of
interest 19721,

3 Experimental aspects

This section aims to give an introduction to
the technical aspects of in situ and operando
experiments, as they often employ synchrotron
sources and advanced instrumentation. There-
fore basic understanding of the underlying prin-
ciples of X-ray generation and X-ray scatter-
ing instrumentation are often needed to prop-
erly choose the appropriate X-ray source and /or
synchrotron beamline. The design of operando
electrochemical cell is equally important as well
as understanding of how the X-ray beam in-
fluences the electrochemical environment. This
knowledge forms a basis for successful experi-
ment and data interpretation.

3.1 X-ray sources for in situ and
operando studies

There is a wide variety of X-ray sources avail-
able for the in situ and operando X-ray scatter-
ing experiments. They are mainly character-
ized by the quality of emitted X-rays which de-
fines their fundamental interactions with mat-
ter. The main parameters defining the opti-
mal use in different experiments and measure-
ments are photon energy, flux, and coherence.
The energy of the X-ray photons determines its
cross-section towards different modes of interac-
tion with the atoms, of which the studied ma-
terial consists. The X-ray energy parameter is
therefore instrumental in the choice of a proper
X-ray source for the particular experiment. In
general (with the exception of anomalous scat-
tering experiments), higher energies are better
suited to diffraction experiments than lower en-
ergies. This is because at lower energies the
photo absorption process dominates the inter-
actions with the sample or the electrochemical



cell, and this causes undesired effects. First, the
electrons emitted in the photo-absorption pro-
cess interact with the sample and electrolyte,
producing radicals that then affect the integrity
of the sample or alter the electrochemical envi-
ronment. Second, a higher fraction of the in-
cident photons is absorbed in the parts of the
electrochemical cell which are in the path of
the X-ray beam, i.e., the photoabsorption cross-
section, and thus the X-ray attenuation coeffi-
cient y is higher. Following the Beer-Lambert
law (I(t) = Ipe "P)* ¢ is the thickness of the
material), this increase in p results in much
lower transmission (penetration power), which
significantly limits the design of suitable elec-
trochemical cells and limits their performance.

The choice of the X-ray energy also defines
the volume of reciprocal space which is acces-
sible in a scattering experiment. In particular,
it defines the reciprocal region that can be ac-
quired in a single acquisition with a large 2D
detector. High photon energies provide access
to large reciprocal space volumes. This can sig-
nificantly improve data acquisition time as the
detector does not have to be moved during ac-
quisition, allowing faster time-resolved experi-
ments as well as a more accurate analysis of the
obtained diffraction patterns. This is particu-
larly important for experiments where fine Ri-
etveld refinement or pair distribution function
(PDF) analysis is needed. In surface-sensitive
diffraction, the large reciprocal space volume
acquired at high energies speeds up the mea-
surements by an order of magnitude and also
enables more reliable and detailed surface struc-
ture determination.

It should be noted, however, that for some
in-situ and operando experiments use of lower
energy X-rays is inevitable. This typically
applies to resonant X-ray scattering measure-
ments where energy around probed X-ray edge
must be used. Another examples are exper-
iments using coherent beams, which are nor-
mally available only at lower energies due to the
physical constraints of synchrotron undulators.
Experiments demanding high reciprocal space
resolution are also often performed at low X-
ray energies to increase the angular resolution
of the setup.
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Many topics of interest in in situ and
operando studies, such as interfaces or poorly
ordered materials, rely on the analysis of scat-
tered intensities that are much weaker than
that of bulk crystals. For such studies, high
photon flux is required, especially for time-
resolved studies. In addition, for some tech-
niques, for example grazing incidence diffrac-
tion and nanodiffraction, the size of the incident
X-ray beam at the sample position has to be
in the (sub)micrometer range in one or two
directions. This requires X-ray beams of high
brilliance that can be well-focused. Further-
more, a sizable coherent fraction of the X-ray
beam is necessary for some advanced methods
(see 4.6.2).

3.1.1 Lab sources

Laboratory X-ray sources play an important
part in the characterization workflows of many
scientific fields. A common laboratory would
be equipped with a standard rotating anode X-
ray source with simple optics and a goniometer.
Such instruments are ideal for ex situ character-
ization of materials, but the low flux and X-ray
energy do not typically allow for operando ex-
periments. However, recent advances in both
X-ray source design and detector technology
allow using high X-ray energies to penetrate
operando cells and reasonably fast data acqui-
sition by large area detectors, enabling studies
with satisfactory time resolution.

Nowadays all major manufacturers provide
advanced X-ray source and detection systems,
suitable for both small-angle and wide-angle
scattering experiments. The liquid metal jet X-
ray source technology can be used for operando
science as it provides relatively high flux even
at high X-ray energies??. However, the bril-
liance of such systems is still orders of mag-
nitude lower than that of 3™ and 4™ gener-
ation synchrotron sources??. Given the fast
progress of X-ray generation technologies, we
expect that this inequality will change and more
and more laboratory systems will be used for
routine operando experiments.



3.1.2 Synchrotron sources

Synchrotron radiation is produced by charged
particles with velocities close to the speed of
light moving on a curved path due to an ap-
plied magnetic field. Its physical origin is the
(centripetal) acceleration of the electric charge,
resulting — similar to a radio antenna — in the
emission of electromagnetic radiation. How-
ever, the angular distribution of this emis-
sion is not identical to that of a conventional
(non-relativistic) oscillating electric dipole but
strongly distorted in the forward direction due
to relativistic effects. As a result an intense, col-
limated beam fans out from the curved path of
the moving charge. Synchrotron radiation has
a continuous spectrum and is almost perfectly
polarized parallel to the plane of movement of
the generating charge. Together with the or-
ders of magnitude higher intensity and much
lower angular divergence of the X-ray beam,
these properties make synchrotron radiation by
far superior to that produced by conventional
X-rays tubes in laboratory instruments. Basics
about synchrotron radiation are in the following
paragraphs, but for more details we refer reader
to specialized textbooks and reviews?42

Synchrotron sources are storage rings where
electrons or positrons are kept circulating un-
der UHV conditions at a constant kinetic en-
ergy (typically ~ GeV). The radiation is gen-
erated in the magnets that bend the beam to
obtain a closed orbit or by optimized magnetic
devices, called wigglers and undulators, that are
inserted in the straight sections between the
bending magnets. Arranged around the stor-
age ring are synchrotron beamlines where the
X-ray beams are further focused, collimated,
monochromatized, and finally passed into ex-
perimental hutches, which contain one or sev-
eral instruments for the actual experiments.
This experimental layout is schematically de-
picted in Figure 6.

Before further discussing the different X-ray
sources and the beamline instrumentation in
a synchrotron we consider the actual experi-
mental requirements for elastic scattering stud-
ies.  First, such experiments employ highly
monochromatic radiation, i.e., utilize only a
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Figure 6: Schematic layout of a synchrotron
source, showing bending magnets, insertion de-
vices, and a typical beamline.

small wavelength interval A\ of the beam. Sec-
ond, well-defined angles between the beam and
atomic planes in the sample are essential for
all X-ray diffraction studies, which is only pos-
sible if the angular divergence of the beam is
low. Third, focusing the beam to a small size
is necessary. In particular surface studies of-
ten require the beam to impinge on the sample
under a small gracing incidence angle «;. The
projection of the X-ray beam onto the surface
is, therefore, a factor 1/sin(«;) larger than the
vertical beam size. To optimally utilize the inci-
dent intensity, the beam thus has to be focused
to a small size (10 to 100 pm for a sample of sev-
eral mm in width) and also should have a low
divergence on the sample. These requirements
can only be fulfilled if the radiation is emitted
out of a small source area with low source diver-
gence. For comparing different X-ray sources
one needs a physical quantity that takes all
this into account and provides a measure for
the photon flux under these constraints. This
quantity is the brilliance of the X-ray beam,
which is customarily defined in synchrotron sci-
ence as the number of photons per second, emit-
ted by a 1 mm? large source into a solid angle of
1 mrad?® and a 0.1% wide relative energy inter-
val around a given photon energy. For the Cu
K, line of a typical laboratory X-ray tube, the
brilliance is 10® photons/s/mm”/mrad*/0.1%
bandwidth. Even bending magnet stations sur-
pass this value by more than 6 orders of mag-
nitude, enabling fundamentally different exper-



iments and explaining the rapid rise of X-ray
science after the emergence of the first dedi-
cated synchrotron facilities in the 1980s.

The central facilities of modern third-
generation synchrotron sources, however, are
insertion devices (or so-called undulators),
which can provide a much higher brilliance,
up to 10%° photons/s/mm”/mrad”/0.1% band-
width. Both wigglers and undulators employ an
array of magnets with alternating fields to force
the charged particles in the storage ring onto
an oscillatory path. The synchrotron radiation
emitted at each bend in this path is superim-
posed, resulting in a more intense beam. In a
wiggler, the emissions produced in each curve
are independent and uncorrelated. The inten-
sity is consequently directly proportional to the
number of magnet pairs in the array and the en-
ergy spectrum corresponds to that of a bending
magnet, i.e., is a broad, continuous distribu-
tion. In contrast, undulators are constructed
in such a way that the electromagnetic waves
emitted by the charged particle at each bend in
its path can be in phase with each other. In this
case, the field amplitudes are superimposed and
the resulting intensity scales with the square of
the number of magnet pairs, providing much
higher amplification factors. Obviously, the
condition for coherent superposition can only
be met at one particular wavelength and its
higher harmonics, making the emitted radia-
tion quasi-monochromatic. By changing the
gap between the upper and lower array of mag-
nets and by this the magnetic field strength the
energy of these emission maxima can be tuned
continuously. Furthermore, since the deflection
angles in undulators are small as compared to
wigglers or bending magnets, their radiation
cones are compressed. All this makes undu-
lators the most brilliant sources employed in
current synchrotrons.

Most diffraction beamlines have a setup as
shown schematically in Figure 6. After the X-
ray beam is generated, a single wavelength is
selected by Bragg reflection at a crystal lattice.
A common design is a double crystal monochro-
mator, where the beam is reflected twice by two
parallel-oriented, opposing silicon crystals, us-
ing Bragg reflection from the lattice planes par-
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allel to the crystals’ surfaces. This ensures that
the beam maintains its direction and is only
slightly vertically shifted. Silicon is the material
of choice, since single crystals of extremely high
perfection are easily available. Such crystals re-
flect the X-ray beam to almost 100% within
a small (for Si(111) ~0.1 mrad wide) angu-
lar range — the “Darwin widths” of the crystal
— which is well adapted to the natural diver-
gence of the synchrotron beam. The resulting
monochromatized beams have relative spectral
widths AN/ typically below ~ 10~* | which is
an important prerequisite for spectroscopic or
high-resolution scattering studies. Modern high
energy beamlines (E >50keV) use monochro-
mators in transmission mode (Laue monochro-
mators), where the beam is passing through two
1 mm thick Si single crystals and photons are re-
flected from lattice planes that are nearly nor-
mal to the crystal surface. This geometry allows
tuning the spectral width by bending the crys-
tals with the trade-off in intensity, which is par-
ticularly advantageous for experiments where
high intensity is necessary, such as total scat-
tering measurements from amorphous materials
or surface-sensitive studies.

Various other X-ray optical elements are em-
ployed for further configuring or characterizing
the incident beam. Many beamlines employ
curved X-ray mirrors, which allow additional
focusing of the beam and define the beam at
the sample position. Other focusing devices,
such as arrays of refractive lenses or Fresnel
zone plates, are also often used. If focusing
is not used, the beam size at the sample po-
sition is controlled by horizontal and vertical
slits. Because the number of electrons in the
synchrotron ring gradually decays due to col-
lisions with residual gas molecules, the inci-
dent X-ray intensity [y slowly decreases and has
to be continuously monitored, which is usually
done by measuring the ionization of a gas by
the traversing beam or by inserting a photo-
diode in the beam path. Furthermore, many
beamlines include an attenuator in front of the
sample, consisting of several metal foils of dif-
ferent thicknesses. This allows measurements
over many orders of magnitude in intensity, as
required in surface studies, without damaging



the X-ray detectors.

The energy of the electrons in the storage
ring, the used source magnets, and the optics
layout define the properties of the X-ray beam
at the end stations. Therefore each experiment
requires consideration about what storage ring
and instrument would fit best the needs. For
in situ and operando experiments, energies >
20keV are advantageous due to the high pen-
etration power of the X-rays. High photon en-
ergy allows using robust electrochemical cells
and devices without making compromises in
electrochemical performance due to constraints
such as measurement geometry, cell wall size,
electrolyte thickness in the beam path, and
materials used for the cell manufacturing (see
chapter 3.3). Another consideration is the
needed reciprocal space resolution, which is a
convolution of the spectral width, divergence of
the beam, sample size, detector pixel size, and
position of the detector. In this respect, low en-
ergy instruments (E = 5-10 keV) can have a su-
perior resolution, particularly if analyzer crys-
tals are used, but for the majority of in situ
and operando experiments, the typical resolu-
tion of mid and high energy beamlines using
2D detectors is sufficient. Possibilities of focus-
ing the X-ray beam to sub-micron sizes can be
an advantage in experiments where high spa-
tial resolution is demanded. Modern diffraction
beamlines can achieve this focus range by using
refraction optics or Fresnel plates, which are rel-
atively easy to set up. Small focused beams are
typically used for scanning experiments of het-
erogeneous materials and interfaces, an impor-
tant part of studies of electrochemical devices.

Given the high brilliance of synchrotron
sources, the amount of data generated during
one experiment can easily surpass several ter-
abytes. Therefore data handling, processing,
and analysis is an essential aspect of the ex-
periment. Each instrument will provide raw
data sets which need to be further processed.
Different instruments have different pipelines
for data processing and the resulting diffraction
patterns can be output in different formats, of-
ten only a raw form. Therefore postprocessing
of the data by individual research groups is typ-
ically needed. The most efficient way is to use
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common scripting languages, such as Python or
MATLARB, for data postprocessing and special-
ized software for further crystallographic anal-
ysis.

3.1.3 X-ray Free Electron Lasers

With the upcoming X-ray free electron lasers
(XFELSs), an even more powerful tool for X-ray
science has emerged in recent years. XFELs
are essentially linear accelerators equipped with
very long undulators. Due to the interaction
of the generated synchrotron radiation with
the charged particles, the latter spontaneously
organize into bunches that emit coherently.
Hence, contrary to normal undulators, where
the emissions of each particle at the subsequent
bends are in phase, but the emissions by differ-
ent particles are uncorrelated, the field ampli-
tudes of all emitted radiation are superimposed
constructively. The result is a fully coherent
beam as in a laser, composed of femtosecond
pulses with a ten orders of magnitude higher
brilliance than current undulators at storage
ring sources. XFELs offer exciting opportu-
nities for radically new experiments that ex-
ploit these properties, such as time-resolved
structural studies, but also pose substantial
challenges in developing suitable beamline op-
tics and experimental techniques. Currently,
these instrumental questions are the focus of in-
tense research efforts, whereas the application
of these sources to more routine studies of sur-
faces and interfaces seems still a few years away.

3.2 X-ray diffractometers

The most common configurations found in com-
mercial diffractometers in laboratories world-
wide are the Bragg-Brentano (reflection mode)
and Debye-Scherrer (transmission mode) ge-
ometries (Figure 7.a and 7.b, respectively).
These setups consist of an X-ray source, a sam-
ple holder, and a detector, whose positions are
precisely controlled by motorized stages. The
adjustable X-ray source emits a beam of X-rays
that is directed at the sample holder (goniome-
ter), which precisely controls the position of the
sample with respect to the incoming beam and



the detector. The detector is positioned to re-
ceive the scattered X-rays, which are diffracted
at various angles due to the crystal structure of
the sample. Commercial instruments differ in
the choices of optics, detector physics and ge-
ometries, and beam characteristics, which can
be tuned for specific experimental purposes.
Older instruments are equipped with a one-
dimensional (1D) point detector which can be
scanned in a circle around the sample. Mod-
ern instruments use 2D detectors which can im-
age larger volumes of reciprocal space, therefore
speeding up the measurement.

Synchrotron instruments can have various ge-
ometries, depending on the main purpose of
the beamlines. For all synchrotron instruments,
the beam source is fixed in space, and only the
sample and detector can change position with
respect to the incident beam. The standard
is a four-circle diffractometer, where the sam-
ple is mounted on an Eulerian cradle consisting
of three circles (rotation axes), and the 20 an-
gle between the incident beam and detector is
determined by the fourth circle (Figure 7c)?".
This minimal arrangement allows to measure
within a large volume of reciprocal space, and
it is typically used for single-crystal diffraction
experiments. However, powder diffraction ex-
periments or measurements on thin films can
also be performed on this diffractometer. For
surface scattering experiments, diffractometers
with a six-circle geometry are employed (Figure
7d)?8. These allow setting with high precision
any desired orientation of the sample with re-
spect to the incident beam as well as choosing
independently the angular position of the de-
tector within and perpendicular to the surface
plane. Specifically, this also allows fixing the in-
cident angle «; and exit angle oy of the surface
relative to the impinging and scattered beam,
respectively (see Figure la). Six-circle diffrac-
tometers are over-determined with respect to
their motional degrees of freedom and hence can
be operated in different modes that are prefer-
able for surface diffraction studies (e.g., mea-
surements at constant o; or at a; = ak). A
specific type of surface diffractometer allows ad-
ditional tilting of the incident beam, enabling
studies of samples that cannot be tilted, for
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example, liquid interfaces.?® Other diffractome-
ter geometries, such as (2+43) type diffractome-
ters3?, are also used, and all the described ge-
ometries can be utilized in laboratory settings.

Recently detector development underwent
rapid evolution, and photon-counting large de-
tectors are becoming a norm. This detector
technology defines the optimal energy range for
the experiment as well as the quality of the fi-
nal data. For experiments up to 30 keV silicon-
based photon counting detectors are suitable;
for higher energies, CdTe or GaAs detectors
need to be used as they provide enough absorp-
tion for high-energy photons. It is also common
to use detectors based on scintillator material
(typically CsI) in front of the standard comple-
mentary metal-oxide semiconductor (CMOS)
detector. Such detectors have more counting
noise, and therefore they are used for less de-
manding measurements. However, they still
provide an acceptable alternative.

Large stationary 2D detectors are becoming
heavily used at synchrotron beamlines as it is
possible to obtain a large section of reciprocal
space, e.g., full diffraction rings, in one acqui-
sition without moving the detector. This al-
lows very fast measurements but also requires
different approaches in the analysis. To ob-
tain standard 1D powder diffraction patterns,
the raw images need to be radially integrated
with specialized software3!. Furthermore, for
single crystal studies rotating the sample with-
out moving the detector allows scanning of
a large reciprocal space volume which signifi-
cantly speeds up the measurement and allows
more advanced analysis. This can also be
achieved at lower energy beamlines by moving
the 2D detector with the diffractometer arm, al-
beit at a slower pace. In these cases, the reflec-
tions are often binned and analyzed in 3D recip-
rocal space,®? which for some techniques, such
as Bragg coherent diffractive imaging (BCDI)
or high energy surface X-ray diffraction (HES-
XRD), is a standard approach3*35. Binned
data, or data reduced by other means, are then
further processed by specialized software in or-
der to get physical quantities of interest. FEx-
amples of established software are GSAS-II3¢,
TOPAS?®" and FullProf*® for Rietveld analy-
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sis of powder XRD data, PDFGUI?® and DIS-
CUS* for pair distribution function analysis
of X-ray total scattering, SASView for small-
angle scatting?', BornAgain for grazing inci-
dence small angle X-ray scattering®?, GenX for
X-ray reflectivity*3, ANA-ROD* and BINoc-
ulars® for surface X-ray diffraction data, and
PyNX for Bragg coherent diffractive imaging?.
A full list of software can be found on the IUCr
website”.

The use of 2D detectors also comes with set
of challenges for in situ and operando measure-
ments. The beam has to pass through various
environments (cell walls and electrolyte), before
hitting the sample and this inevitably causes
unwanted diffraction signal in form of back-
ground or extra diffraction peaks. The standard
background suppression strategies for point and
1D detectors are double slits and parallel Soller
collimators*®4°. In both cases only the beam
scattered in the line-of-sight of the double slit or
collimator is detected. As the slits are mounted
on the diffractometer arm, they change the an-
gle with the detector for angularly resolved data
collection. For 2D detectors this strategy does
not work due to the large angular space detec-
tion in one acquisition, and therefore different
collimator geometries have to be used. The
most promising strategy is to use a converg-
ing 2D Soller slits with the plates or foils of the
slits pointing to the scattering centre. For full
collimation, where the diffracted beam comes
only from the small volume around the sam-
ple, a rectangular or honeycomb grid must be
used®. In this case, radial foils or 3D printed
slits can be manufactured, which is nowadays
possible even from heavily absorbing materials
such as tungsten®®°!. 3D printed Soller slits al-
low complete suppression of the unwanted sig-
nals coming from the cell walls and significantly
improve the quality and resolution of the ac-
quired data?®. This is one of the few strategies
that permits X-ray diffraction experiments in
large commercial cells without the need for la-
borious background subtraction routines.
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3.3 Electrochemical cells for in

situ and operando studies

For in situ studies of electrochemical interfaces,
the X-ray beam has to pass through the elec-
trolyte or, more rarely, the electrode. With in-
creasing thickness d of the transmitted mate-
rial, the beam is attenuated by absorption and
scattering. This leads to a relative loss in inten-
sity of 1/Iy = exp (—ud), which is determined
by the (wavelength-dependent) linear attenua-
tion coefficient p. The thickness d should be
minimized in n situ X-ray scattering and spec-
troscopy studies, making conventional electro-
chemical cells unsuitable for these experiments.
To illustrate this, we consider X-rays with pho-
ton energies between 6 and 25 keV (correspond-
ing to wavelengths A of approximately 2 to 0.5
A, respectively), which is the most commonly
used range in X-ray diffraction. Over this en-
ergy range, the X-ray attenuation length p=!
in water increases from 0.4 to 23 mm. Ide-
ally, electrochemical cells for X-ray scattering
should minimize the absorption and scattering
contribution of the bulk phases for the em-
ployed wavelength, while simultaneously pro-
viding good electrochemical performance.
Initial in situ studies were performed at bend-
ing magnet sources optimized for photon ener-
gies of ~10 keV and hence had to employ cells
with a thin layer geometry, as that shown in
Figure 8a. Here a thin window of an X-ray-
stable polymer (e.g., prolene, polypropylene) is
used to constrict the electrolyte during the X-
ray studies to a several pum thick film on top of
the sample, minimizing the beam path through
the electrolyte. Nevertheless, since the incident
angle «a; typically is small in surface-sensitive
studies, the beam still has to travel through
~ 1 mm of electrolyte, resulting in noticeable
attenuation. For example, the intensity of a 10
keV beam will be reduced to 60% of its original
value after traversing a 10 pm thick water layer
at a; = ap = 1°. Due to the restricted mass
transport and the high cell resistance in the
thin electrolyte layer, electrochemical reactions
are strongly kinetically hindered. Experiments
are, therefore, typically performed by inflating
the window between the actual measurements



via the introduction of additional liquid into
the cell. After inflation, the electrolyte layer
on the surface is several mm thick, which pro-
vides high conductivity and enables substantial
mass transport of species from the electrolyte
to the electrode. In these cells, true in situ in-
vestigations of electrochemical interfaces during
processes such as electrodeposition, dissolution,
or gas (e.g., Hy) evolution are obviously not
possible and experiments have been restricted
almost exclusively to potentials in the double
layer regime. As a further disadvantage, not
only the studied surface but also the sides of
the sample are exposed to the electrolyte and
hence contribute to the electrochemical current.

Insertion device beamlines at modern, hard
X-ray, third-generation synchrotron sources can
provide high brilliance beams in the photon en-
ergy range > 20 keV. This allows the usage
of electrochemical cells, where the beam passes
through several millimeters or even centimeters
of an extended electrolyte volume and/or cell
casing. An example is provided by the cell de-
picted in Figure 8b, in which an electrolyte-
filled glass tube establishes contact with the
electrode surface via a free-standing meniscus
within a compartment filled with an inert gas
atmosphere. This arrangement resembles the
“hanging meniscus” geometry commonly used
in single crystal electrochemistry, resulting in a
comparable electrochemical behavior, i.e., low
cell constants and facile transport. The X-ray
beam passes through the meniscus and is only
scattered by the sample and the electrolyte so-
lution. Due to this wall-free geometry, the scat-
tered background intensity — although higher
than in thin layer geometry — is given solely by
the slowly changing scattering of the electrolyte
solution (see chapter 2.3.4) and therefore varies
much less with the scattering angle than in thin-
layer cells, where a strong, non-uniform contri-
bution from the powder scattering by the poly-
mer X-ray window exists. Furthermore, prob-
lems caused by beam damage of the window
material are avoided. Because the meniscus is
stabilized by surface tension, the cell can be
positioned on the X-ray diffractometer in ar-
bitrary orientations as required by diffraction
experiments. To avoid collapse of the menis-
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cus during the measurements, the cell has to
be perfectly tight and evaporation of the elec-
trolyte has to be negligible over hours. As this
is often difficult to achieve, such cells are often
connected with precision pumps for adjusting
the electrolyte remote-controlled, which also al-
lows establishing electrolyte flow or exchange.
Under conditions of strong gas evolution at
the electrode, a freestanding meniscus is not
stable. Here, cells resembling conventional elec-
trochemical cells have been employed (Figure
8c). The sample is embedded at the bottom of
a narrow conical vessel, which is partly filled
with the electrolyte. Near the sample, the cell
walls are kept thin, and their distance is min-
imized to reduce X-ray absorption. A typical
material for such cells is polyether ether ketone
(PEEK), which has good stability in the X-ray
beam. The background scattering of such cells
is typically higher than in the “hanging menis-
cus” variant. Still, they offer almost unlimited
possibilities for operando studies under reaction
conditions up to very high current densities.
Various variations of thin layer and transmis-
sion cells have been developed, including cells
that provide temperature control, allow direct
transfer of the sample from a UHV system,
or permit the exchange of the electrolyte dur-
ing the X-ray studies by a remote-controlled
pump system. The precise design often depends
on the requirements of the specific experiment,
both with respect to the electrochemical condi-
tions as well as the geometric demands of the X-
ray studies. While thin layer cells as in Figure
8a provide full access of the hemispherical an-
gular space above the sample surface, other cell
designs may restrict this geometrically to some
extent (although this can often be compensated
for by employing higher photon energies). For
X-ray scattering methods that do not require a
wide field of view, e.g., X-ray reflectivity, pow-
der diffraction, or small-angle scattering, even
more simple cell geometries are possible.
Investigations conducted on thin-film cata-
lyst electrodes, have used different cell designs
(featuring two or three electrodes) that enable
diffraction measurements of the catalysts in lig-
uid or solid electrolytes (Figure 8d-f). For thin
films featuring high metal loading, transmission
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measurements through the film plane are possi-
ble as long as the counter-electrode is kept away
from the beam path or has negligible metal
loading compared to the working electrode. For
example, Asset et al. used this transmission
configuration on a 250 pgp; cm™2 film in lig-
uid electrolyte with a Pt ring counter stud-
ied electrode (see Figure 8d).°* Petkov and co-
workers modified a standard single proton ex-
change membrane fuel cell for laboratory stud-
ies (Figure 8f) to allow transmission measure-
ments of the catalyst in contact with the solid
polymer electrolyte®. Here, the beam is prob-
ing both the anode and cathode, but the low
Pt loadings of the anode as compared to the
cathode allowed attributing the scattered signal
mostly to the cathode. Another possible elec-
trochemical cell is the gas diffusion electrode
half-cell. In this configuration, the working gas
diffusion electrode is fed with a gaseous reac-
tant while the counter electrode is kept in a
liquid electrolyte. Such a cell adapted for trans-
mission X-ray diffraction measurements is com-
mercially available from redoxme AG, Sweden
(Figure 8e).

For thin films featuring low metal loading,
grazing incidence (or in-plane) measurement is
by far the most efficient approach for collecting
scattered signals with sufficiently high inten-
sities. Despite requiring a more careful align-
ment with the X-ray beam as compared to the
transmission configuration, this approach has
been extensively employed and can be adapted
to various electrolyte types (liquid, polymeric,
solid oxides, etc.).5™ For example, Chattot
et al. wused this configuration to investigate
the electrochemical strain dynamics on 20 ugp;
cm~? thin films in liquid electrolyte®’. Finally,
the careful design of electrochemical cells with
rotation symmetry and 360 degrees free path for
the beam in grazing incidence configuration al-
lows measuring X-ray diffraction computed to-
mography (XRD-CT). Figure 8.g and h show
examples of recently designed X-ray transpar-
ent fuel cells and electrolyzer cells for operando
XRD-CT studies.®"?®

In battery research, the same general princi-
ples for the cell design, as described above, hold.
Conventional battery coin, prismatic and cylin-
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drical cells, tubular ("Swagelok") cells, pouch
cells, and capillary cells can be used (see chap-
ter 8 Figure 41). Other cell geometries are also
feasible in cells without liquid electrolytes, e.g.,
polymer electrolytes. In some cases, X-ray scat-
tering techniques were also used to probe ma-
terials inside electrochemical devices, such as
fuel cells. Particularly suited for this are XRD
methods at very high photon energies of 70 keV
or higher, where several cm of low-Z materials
can be easily penetrated.

3.4 X-ray beam effects

For every operando method, it is crucial to al-
ways assess the effects of the used probe on
the studied system. In comparison to electron
probes, X-rays interact with electrons in ma-
terials only weakly, allowing them to penetrate
the studied materials, as well as electrochemical
cells, with relatively manageable beam effects
(sometimes referred to as beam modulation or
beam damage). However, the beam modulation
is always present and needs to be assessed for
each studied electrochemical system separately
to avoid beam damage and misinterpretation of
the data. Pioneering work by R. Henderson on
a beam influence in biological systems forms a
basis for a discussion in this section®. A com-
prehensive review of the possible X-ray beam
effects is further provided in Ref.%2.

The fundamental process causing the beam
modulation in matter is the photoelectric effect.
In this process, the incoming photon is fully
adsorbed by an electron bound in the atom,
and this electron is ejected from the atom with
the kinetic energy €., = epp, — €p, where epy, is
the energy of the photon and ¢ is the energy
required to remove the electron from the sur-
face of the material or from the atom/molecule.
This typically results in the formation of holes
and excited states in the case of metallic elec-
trodes, the generation of radical molecules in
the case of electrolytes and soft matter, as
well as in heating. Furthermore, high-energy
free electrons can propagate through the envi-
ronment and further interact with the atoms
and molecules of the studied system. This, in
turn, causes an avalanche effect, where one en-



ergetic electron generates several radicals and
secondary free electrons along the propagation
pathway. The radicals then further interact
with the environment inducing an interaction
cascade and possibly generating new species.
The mean free path between each collision is
typically less than 50 nm, but for electrons ex-
cited by high energy X-rays (> 30keV), the
total traveled path is on the order of tens of
microns. Therefore, the interaction cascade can
extend far from the X-ray interaction volume,
and the effects of the beam often reach outside
of the beam path.

Thermal effects are the most obvious beam
modulation. These are most pronounced at
low temperatures, where the temperature of the
material can increase even by tens of degrees
upon beam exposure. However, this greatly de-
pends on the energy of used probe, total pho-
tons absorbed, irradiated volume, as well as on
the material density and heat capacity. For typ-
ical experiments at ambient temperatures, the
in-beam sample temperature is unlikely to in-
crease by more then several degrees, and this
only for insulating samples. If precise temper-
ature control is needed, the temperature of the
sample should be taken as close to the beam as
possible to account for beam heating effects®?.

The most severe beam modulation in electro-
chemical systems results typically from the ra-
diolysis of liquid electrolytes (e.g. water, bat-
tery electrolytes). The photoelectrons caus-
ing the interaction cascade are often generated
in the solid electrode itself and propagate far
in the electrolyte. In the case of high Z ele-
ments, those photoelectrons are the main frac-
tion, not the photoelectrons generated in the
electrolyte itself. Therefore the highest concen-
tration of electrolysis products are often pro-
duced at the electrode surface, which can be
highly detrimental for operando experiments in
electrocatalysis. The interactions between en-
ergetic electrons and the electrolyte molecules,
the products in form of radicals, and the in-
teraction cascade has been described by vari-
ous authors from diverse backgrounds® . For
the hydrolysis of water, the main radicals are
hydrated electrons (e,, ), hydrogen and hy-
droxyl radicals (H-, OH-), which are further
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converted into the hydrolysis products OH
H', H,, H,0,, and HO, in the time frame
of 1 x 107%s (Figure 92)%. These products
can interfere with the surface chemistry or
change substantially the pH in the vicinity of
the X-ray beam, leading to undesired effects
and wrong conclusions. These effects are of-
ten overseen, but there are several reports in
the literature where beam modulation during
in situ/operando experiments was explicitly dis-
cussed. Examples include the beam-induced Fe
redox chemistry under the ESRF-EBS beam ™,
the rate enhancement in metal electrodeposi-
tion and NP formation®, and the oxidative
etching of gold NPs™. It should be noted here,
that the beam modulation is not only present
in liquid or polymer electrolytes during elec-
trochemical in situ/operando experiments, even
though the effects here are most pronounced.
Altering of the solid state structure of the ma-
terials in the form of permanent atomic dis-
placement in crystalline materials (defect for-
mation), induced phase transitions, formation
of electron-hole pairs in semiconductors, and
changes in the chemical state of the atoms is
not unusual. %2

Two main factors affect the beam modula-
tion: the employed energy of the X-rays and
the total dose in the probed volume of the sam-
ple. These two parameters can be controlled
and careful beam modulation assessment and
possible mitigation measures should take place
ahead of each in situ/operando measurements.
The evolution of cross sections for various X-
ray /matter interactions with energy shows that
higher X-ray energy is advantageous for diffrac-
tion experiments in terms of beam modulation,
because of the favorable ratio of elastic versus
photoelectric cross sections at higher energies
(Figure 9b)5!. However, this is a generalization
that should be taken with a grain of salt, as
more energetic electrons can induce higher con-
centrations of hydrolysis products, while also
penetrating much larger distances in the elec-
trolyte. The ideal energy for an experiment
will depend on the electrode/electrolyte com-
position and the morphology of the materials.
To proper assess all these effects, careful sim-
ulation should be performed, but to the best
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Figure 9: (a) Main reactions occurring during the three stages of water radiolysis (Adapted from%).
(b) Cross sections of coherent scattering (blue) and photoelectron absorption (orange). Their ratio
(green) is related to amount of useful scattering signal in comparison to the beam damage. Higher
ratio means less photoelectrons per scattering event and possibly less beam modulation.

of our knowledge, the foundation has not been
yet developed for electrochemical systems. In
the case of protein diffraction, the ideal energy
has been determined to be around 24-41 keV
depending on crystal size™.

In current in situ and operando studies, the
maximum total dose at which significant beam
modulation can be avoided is assessed and con-
trolled experimentally. The easiest method to
check whether severe beam modulation occurs
is to expose the studied system to the X-ray
beam and observe whether the scattered inten-
sity changes with time under electrochemical
conditions, where the sample should be stable.
If no changes are detected, the measurement
can proceed. If changes are detected, the dose
needs to be decreased. In addition, the pres-
ence of radiolysis species may also manifest in
the electrochemical data (e.g., CVs), which pro-
vides another check. Decreasing the dose can
be achieved by several means, e.g., by lowering
the incident flux of the beam, by defocusing the
beam and spreading it over a larger sample vol-
ume, and by moving the beam across the sam-
ple. It is also good practice to measure at multi-
ple spots on the sample: one spot at high tem-
poral resolution and one (or multiple) spot(s)
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with a much lower dose as a control measure-
ment. The golden rule is to keep the dose at a
minimum while still getting data of reasonably
high quality. Note that dose is defined as the
total energy deposited by X-rays per unit mass
(units Gray). This quantity is directly propor-
tional to the incident X-ray flux and photoelec-
tric cross sections of the composed matter. In
the literature, the dose is often loosely defined
as just proportional to the incident flux.

While it seems that the beam modulation
problem is insurmountable, it is actually a solv-
able issue and it should not stop the experi-
mentalist from doing the measurement. How-
ever proper design of the measurement proto-
col is often needed, together with extra time to
understand the radiation damage of the elec-
trochemical system in hand. Then appropriate
precautions can be taken and high-quality data
can be obtained.



4 In situ and operando

methods

4.1 Overview

A large number of X-ray techniques exist, of
which most are suitable for studies. Depend-
ing on the precise technique, different types of
samples can be studied and these studies pro-
vide different types of structural information. A
basic distinction is made between wide-angle X-
ray scattering and small-angle X-ray scattering
techniques. The former investigate the sample
structure on the atomic scale, as described in
Section 2.3.2-2.3.5; the latter analyze the scat-
tering at much smaller q vectors (see Section
2.4) and thus provide structural data on length
scales between several nanometers up to mi-
crometers. In addition, X-ray scattering meth-
ods differ with respect to the central properties
of the employed X-ray beam, such as photon
energy, the degree of coherence, and the size of
the beam at the sample position.

Available X-ray scattering techniques for in
situ and operando studies are summarized (in
alphabetic order) in Table 1. In the follow-
ing sections, we provide short introductions to
these techniques, sorted by the type of samples
they can be applied to. We mostly focus on ba-
sic principles and aspects necessary to under-
stand the information on electrochemical sys-
tems that can be gained by them. For an in-
depth description of individual techniques, we
refer to the reviews given in Table 1 and the
subsequent sections.

4.2 Methods for studies of parti-
cle ensembles

4.2.1 Conventional powder X-ray

diffraction

In contrast to scattering techniques for single-
crystal materials, powder diffraction is dedi-
cated to the study of crystallite ensembles, i.e.,
to fine dispersions of single- or poly-crystals.
Because it applies to most of the solid matter,
powder diffraction receives considerable interest
in applied materials science, with no exception

30

for electrochemistry and electrocatalysis. Pow-
der X-ray diffraction (PXRD) is a widely used
non-destructive method that provides informa-
tion on the molecular structure, lattice param-
eters, and crystallinity of a sample. One of the
key advantages of PXRD is its ability to analyze
complex mixtures of crystalline and amorphous
materials. This makes PXRD a powerful tool
for analyzing geological samples, pharmaceuti-
cals, and catalysts. In recent years, PXRD has
become more accessible to researchers due to
advances in instrumentation and data analysis
software. Modern PXRD systems can generate
high-quality data quickly and accurately, mak-
ing it an indispensable tool for researchers in a
variety of fields. Unfortunately, more complex
sample environments (liquids, electrochemical
cells etc.) remain obstructing for laboratory X-
rays.

4.2.2 High energy powder X-ray diffrac-
tion

The use of high-energy X-rays from brilliant
synchrotron sources is a game-changer for in
situ or operando X-ray powder diffraction. As
discussed previously (chapter 3.1), high pho-
ton energies (in the range of 100 keV) pro-
vide better penetration power and the ability
to probe a large fraction of the reciprocal space.
In that sense, brilliant and high-energy X-rays
meet the most desirable aspects of neutron scat-
tering, while exceeding these by far in signal
and temporal resolution properties. The in-
creasing amount of high-energy beamlines at
last-generation synchrotron sources around the
globe has considerably accelerated the develop-
ment and realization of in situ and operando
powder diffraction experiments in numerous
fields of material science. Considering the scope
of the present review, we will briefly discuss
the key aspects of powder X-ray diffraction, es-
pecially in the context of synchrotron in situ
or operando experiments. Although beamlines
do not necessarily use similar experimental se-
tups (goniometer, detector geometry etc.), we
will discuss the simplest case of a large flat
2D detector placed perpendicular to the inci-
dent beam. For a more comprehensive and



Table 1: Overview of X-ray scattering methods for in situ and operando studies, the samples they
can be applied to, and the type of information provided by these methods (in-depth technical

information is provide in the cited reviews).

technique

\ sample type

\ obtainable information

Bragg coherent diffractive imaging
(BCDI) 74-77

individual nanoparticles

3D displacement and strain fields,
dislocations

crystal truncation rods (CTR)>®

single crystal

3D interface structure

grazing-incidence small angle X-
ray scattering (GISAXS)®

nanoparticle ensembles on planar
surfaces, interfaces with nanoscale
in-plane modulation

interface morphology, characteris-
tic nanoscale dimensions

grazing-incidence X-ray scattering

(GIXS)5

single crystals, planar surfaces,
thin films

in-plane structure of 2D phases and
3D crystals, texture

high-energy surface X-ray diffrac-
tion (HESXRD)™

single crystal, ensembles of sup-
ported nanoparticles

3D interface structure, 3D crystal-
lites on surfaces

X-ray atomic pair distribution | ensembles of crystalline and/or | real space description of short-

function (PDF)®° amorphous nanoparticles length structure

powder X-ray diffraction | powders lattice constants, crystalline sym-

(PXRD)8! metry, structural phase transfor-
mations

Ptychography 52 larger particles, extended samples | 3D displacement and strain fields,
dislocations

resonant anomalous surface X-ray
scattering (RASXS)83:84

single crystals,
thin films, liquid interfaces

planar surfaces,

distribution of selected element at
interface, interface electronic struc-
ture

resonant anomalous X-ray scatter-
ing (RAXS) 8384

various samples

distribution of selected element

single-particle X-ray diffraction

individual nanoparticles

strain distribution, lattice mosaic-
ity, phase transitions, particle rota-
tion

small angle X-ray scattering | ensembles of nanoparticles size distribution, shape
(SAXS) 8586

surface X-ray diffraction | single crystals 3D interface structure
(SXRD)?¢

X-ray reflectivity (XRR)?

single crystals,
thin films, liquid interfaces

planar surfaces,

surface-normal electron density

profile

detailed coverage of the technique, notably its
adaptation to contemporary laboratory powder
diffractometers, the reader is referred to the ex-
cellent textbooks from R.E. Dinnebier and J.L.
Billinge®”, V. K. Percharsky and P.Y. Zavalij®®,
and a recent Primer from Kaduk et al.?.
High-resolution powder X-ray diffraction
experiments require optimization of X-rays
beams, the detection system, and powder sam-
ples (among other parameters such as well-
controlled geometrical configurations, such as
a small sample size). The optimal X-ray beam
is monochromatic, parallel (i.e., neither conver-
gent or divergent), and has a beam size that
exceeds by far the characteristic length of the
crystals composing the sample. The detection
system requires a high angular resolution and
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fast signal acquisition, which is particularly im-
portant for operando measurements. X-rays at
synchrotron sources combined with large area
detectors satisfy the requirements and are ide-
ally suited for operando/in situ powder diffrac-
tion experiments. The ideal powder sample
consists of an ensemble of completely randomly
oriented crystals. The orientational average is
the fundamental pillar of the powder diffraction
technique.

As shown in Figure 10a, a hypothetical pow-
der sample of crystals with identical orienta-
tion in space is equivalent to a pseudo single-
crystal. When exposed to the monochromatic
X-ray beam, diffraction peaks are only observed
on the detector if the Laue conditions (Eq. 10)
are fulfilled, which only is the case for selected
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crystal orientations with respect to kj. Thus,
without carefully rotating the sample into Laue
condition no or only a few hkl reflections will be
typically observed on the detector placed be-
hind the sample. Solving such powder sam-
ple crystal structure would require the same
approach as for single-crystals, meaning exten-
sive sample alignment and rotations under the
beam. For ‘textured’ samples in which the crys-
tallites are rotated with respect to each other
around a single axis that is aligned with a re-
ciprocal lattice vector (c* in Figure 10b),%°] the
Laue conditions can be more easily met and
diffraction peaks will always be observed on the
detector. Nevertheless, the distribution of these
diffraction peaks on the detector will be highly
anisotropic, resulting in a magnification of the
scattered intensities for some families of reflec-
tions and a reduction of intensities for others.
For a sophisticated structure analysis, a rota-
tion of the sample would be required. In addi-
tion, it may be difficult to further disentangle
the effects of such preferential orientation from
those resulting from an anisotropic shape of the
crystallites. Finally, if the crystallites are per-
fectly randomly oriented, the diffraction peaks
merge into diffraction cones (i.e., a cone around
the X-ray beam with a 26 angle corresponding
to the Bragg angle of a particular family of hkl
plane spacing). All accessible Laue conditions
are fulfilled without the requirement for a sam-
ple rotation and the detector shows character-
istic Debye-Scherrer rings (i.e., the intersection
of Debye-Scherrer cones with the flat surface
of the detector). In other words, a fundamen-
tal advantage of powder X-ray diffraction com-
pared to diffraction of single crystal and tex-
tured samples is that the sample ‘aligns itself’,
and diffraction occurs systematically as long as
X-rays reach the sample.

The experimental ease in powder diffraction
measurements is paid for by a reduction of the
information contained in the data. For exam-
ple, during the transition from single crystal
diffraction peaks to Debye-Scherrer rings, dif-
ferent (hkl) reflections from the same phase can
become indistinguishable: they occur on the
same ring if the lattice spacing of the different
Bragg planes is identical (see the 333 and 511
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rings for a face-centered cubic phase in Figure
10d). More generally, in the case of a multi-
phase sample, a ring describes an inter-planar
distance, irrespectively of the original phase or
(hkl) nature of this distance. Consequently, and
as shown in Figure 10.d, 2D diffraction images
of perfectly random powders measured on the
large 2D detector can be reduced to conven-
tional 1D diffraction patterns via azimuthal in-
tegration, without further loss of information.
Note such 1D diffraction patterns still contain
an extremely high amount of information (as
detailed in the following), and that in the case
of non-random powders such as textured pow-
ders, analysis can also be possibly performed on
the 2D images.

As mentioned above, measuring diffraction
from a powder sample that meets the condi-
tion of random crystallites orientation is quite
straightforward. In the case of synchrotron se-
tups using a flat 2D detector and tuneable X-
rays energy, geometrical aspects of the experi-
ment, such as X-ray wavelength and sample-to-
detector distances must be set by the user ac-
cording to the objectives of the measurement.
Those parameters are summarized in Figure
10e. First, the energy of the incoming X-rays
(i.e., their wavelength) must be chosen accord-
ing to several key aspects including their pen-
etration power, the possible absorption of the
sample, its consequence on the beam flux, but
also the maximal momentum transfers ¢ that
needs to be probed in the experiment. As the
wavelength will set the radius of the Ewald
sphere, the highest momentum transfers g¢robed
(or smallest interplanar distance d”7°"°%) that
can in principle be probed by the experiment
(i.e., that will produce diffraction) is given by
Equation 41:

2.7

= probed
dmin

probed __ 4.7
max A

(41)

This fundamental value cannot be reached
in a typical synchrotron experiment that uses
a large flat 2D detector because the geome-
try is restricted to forward scattering only (no
backscattering). In practice, the highest mo-
mentum transfers ¢?°? to be possibly col-

max

lected is given by Equation 42:
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where L is the largest distance on the de-
tector from the incident beam (supposed to
impinge orthogonally on the detector) and D
is the sample-to-detector distance (see Figure
10e). The user must naturally ensure that the
interplanar distances of interest for the experi-
ment exceed the minimum lattice spacing mea-
sured, controlled by the chosen wavelength and
detector distance. At fixed detector dimensions
L, gmeasured jncreases with decreasing D. Yet,
excessively short distances D may result in a
decrease of the pattern resolution at low angles
if the thickness of the diffraction rings meets
the detector pixel size. Because, contrary to
some laboratory diffractometers, this geometry
does not allow the measurement of diffraction
angles 26 higher than 90° the ¢-range is limited
to gmeasured < gprobed . [\ /3 n practice, know-
ing the X-rays wavelength, the ‘detector size’ L
and the desired g-range for the experiment, D
is given by:

measured
D = L - [tan(2 - arcsin(="2 N (43)
Note that, L (and so g¢mcsved) can be in-

creased (L by positioning the detector in such a
way that the incident beam hits one of the cor-
ners. Furthermore, the fraction of the recorded
ring and thus the integrated scattered signal de-
creases for the rings with ¢ values near gmeaswred,
which has to be accounted for in the analysis.
Finally, the above expressions must be consid-
ered carefully, as in practice (especially at high
energies), the decreasing form factor strongly
reduces the signal at high ¢ values.

Figure 11 shows the exceptionally large
amount of information on the sample structure
that can be extracted from a powder diffrac-
tion pattern. Schematically, two main sources
of information can be identified: the informa-
tion located in the Bragg peaks (scattering
by coherent domains, labeled in orange) and
the information located ‘underneath’ the Bragg
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peaks (diffuse scattering from amorphous mat-
ter and/or extremely short coherence lengths,
labeled in blue). Naturally, analytical methods
used to extract the different information differ
according to the information source. In the
following, we will briefly present the Rietveld
refinement method of the powder diffraction
data and the pair distribution function analy-
sis, related to the interpretation of the Bragg
peaks and the total scattering, respectively.

4.2.3 The Rietveld method

Accessing quantitative information on the sam-
ple crystallographic structure, microstructure,
and phases weight fractions through the Ri-
etveld method” requires preliminary qualita-
tive knowledge of the phases constituting the
sample, such as their individual crystal space
group and lattice constants. Taking only Bragg
peak positions and intensities as input pa-
rameters, such qualitative information can be
obtained by comparing experimental powder
diffraction pattern and a database of reference
patterns (manually or with the assistance of
commercial software). For in situ or operando
studies, the obvious starting point is the ez situ
sample structure. Based on this qualitative in-
formation on the sample, the Rietveld method
consists of a non-linear least-square fitting of
the experimental data by the following model
function:

N m
Yei = Ui + S0 > Agy - [Fo” - Qg (44)

p=1 k=1

where y3; is the intensity of the background at
point ¢, ¢ is the index of the structural phases,
of which the sample constitutes, k is the index
of the reflections contributing at point ¢, and Sy
is the scale factor of phase ¢. A, is a corrective
term applied to the intensity of the k™ reflec-
tion of phase ¢, which takes into account the re-
flection’s multiplicity, the Lorenz-polarization,
possible preferred orientation, absorption, etc..
|F,| is the modulus of structure factor of the
k'™ reflection of phase ¢ and €4, is the profile
function of the k™ reflection of phase ¢ calcu-
lated at point 7.
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The variables adjusted during the refinement
are those which determine the Bragg peak posi-
tions, shapes, and intensities. As shown in Fig-
ure 11, the positions of the Bragg reflections are
determined by the lattice constants and crystal
type of each phase. Their intensities can be de-
rived from the structure factors, which depend
on the atomic positions, displacements, and site
occupancies. Complementary, the Bragg peaks
shapes and broadening can be well-described
by a Pseudo-Voigt (PV) function, which is the
weighted sum of a Gaussian and a Lorentzian of
the type PV (20,1, H) = n-L(20)+(1—n)-G(20)
where 6 is the Bragg angle, n (0 < n < 1) is the
mixing parameter, L(26) and G(20) are respec-
tively the Lorentzian and Gaussian contribu-
tions, and H the common FWHM of PV (20).
Because PV is an analytical function, it can
be easily least-square refined, giving the values
of n and H. Moreover, it has been shown by
Thomson, Cox, and Hastings®! that the values
of Hgz and Hp, (the widths of the Gaussian and
Lorentzian components of the Voigt function,
respectively) can be directly calculated from
those of H and 7. As shown in Figure 11, it
is generally assumed that the Bragg peak pro-
file (shape and width) can be described as the
convolution of three main contributions: (i) the
incident X-ray beam monochromaticity, (ii) the
instrument optics (slit gaps and positions, de-
tector pixel size, etc.), and (iii) sample-related
broadening effects. Contributions (i) and (ii)
can be unified as the ’instrumental resolution
function’ (IRF), while contribution (iii) can be
further divided into two additional contribu-
tions, namely the finite size of the coherent
domains (or grain size), and the presence of
microstrain, which reflects the local variations
of interplanar distances caused by some sort
of stress (disorder, stacking fault, twins, grain
boundaries, inhomogeneous alloying, etc.). Hg
and Hj; are directly linked to these different
sources of broadening via:

Isize,G
cos()?
(45)

H} = HIQG + Ustrain.c- tan(0)? +

_ 2 2 2
- HI,G + Hstrain,G + Hsize,G’
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Y.
HL == HI,L + Xstrain,] : tan(@) T —

== HI,L + Hstrain,L + Hsiz@L (46)
where Hro and H;p are the Gaussian and
Lorentzian instrumental contributions to
broadening, Hgging and Hgprgin,, are the
Gaussian and Lorentzian microstrain contri-
butions from the sample to broadening, and
Hgize . and Hy;,e 1, the Gaussian and Lorentzian
size contributions from the sample to broaden-
ing. The IRF (i.e. Hyg and Hyp) can be
determined separately from the sample by re-
fining the diffraction pattern of a standard pow-
der of perfectly determined structure (CeOy or
LaBg National Institute of Standards and Tech-
nology standards for example). However, the
remaining parameters related to the sample
can hardly be refined simultaneously due to
strong correlation problems. In practice, sim-
plifying hypotheses are commonly made, such
as arbitrarily fixing the Gaussian or Lorentzian
contribution(s) for the size and /or strain broad-
ening to zero. This can of course impact the
outcome of the refinement, as shown in Ref.%2.
The broadening derived from Equations 45 and
46 can be thus compared to the size and strain
contributions from the sample. By derivation
of Bragg’s law, Scherrer demonstrated that this
width (Agi.e(20)) depends on the domain size
T as%:

K-\
T - cos(6)
where K =~ 1. Alternatively, microstrain is

characterized by the constant ¢ = Ad/d. Us-
ing derivation of Bragg’s law, one obtains:

Asize (29) - (47)

Astrain(20) = 4 - ¢ - tan(0) (48)

The above description refers to the isotropic
case where the domain size is approximated by
a sphere and the micro-strain is supposed to be
the same in any direction. Although it often
represents a good approximation, in some cases
the micro-structure can be strongly anisotropic
and the corresponding peak broadening will de-
pend not only on the reflection Bragg angles but
also on their Miller indices with respect to the



anisotropy of the microstructure. Overall, the
Rietveld method is a powerful method to de-
scribe samples with crystallographic models in
the reciprocal space. However, its application
is naturally limited to crystalline materials.

4.2.4 X-ray atomic pair distribution
function method

Crystallography has unambiguously powered
the discovery and development of advanced
functional materials over the past century.
However, the last decades have seen a growing
interest in non-crystalline materials, or in crys-
talline samples with pronounced local disorder.
The pair distribution function (PDF) technique
provides quantitative insights into the structure
of materials where the coherence domains ex-
tend only over a few nanometers. In contrast to
crystallographic methods such as the Rietveld
method described above, PDF is based on the
scattering theory outlined in section 2.3.4 and
does not require assumptions of periodicity but
can be defined directly in real-space in terms of
static atomic coordinates. In the following, we
briefly introduce the method and how it can be
measured (for details see Ref.®). Basis for the
analysis is the pair distribution function g(R)
defined according to Eq. 28 or, more typically,
its isotropic counterpart, the radial distribution
function g(R). These functions have the advan-
tage to be extremely intuitive and strongly em-
phasize the short range order, but they cannot
be obtained experimentally with high accuracy,
notably without assumptions on p,.
Consequently, the reduced pair distribution
function G(R) is most widely used, which is de-
fined as:
G(R) = 4mRpa[g(R) — 1] (49)
Inserting this function into Eq. 31, the total
scattering structure function Sy(q) is given by:

Si(q) =1+q* /O h sin(qR)G(R)dAR  (50)

G(R) can consequently be obtained by Fourier
transformation of the experimentally observ-
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able quantity S;(q) via:
2

™

G(R) / " ([S,(g) — Wsin(gR)dg (51)

where ¢, and ¢q. define the g range in which
the diffraction pattern is measured. S;(q) de-
pends on the differential scattering cross sec-
tion which is derived from the measured sig-
nal on the detector. The main advantages of
G(R) compared to the other related functions
(besides being experimentally accessible from
intensity data) are: (i) no assumption on un-
derlying structure is required, (ii) random un-
certainties of the intensity data ‘spread’ equally
with R in G(R) and (iii), the amplitude of the
oscillations give a direct measure of the struc-
tural coherence in the sample®?.

Data acquisition for PDF is thus as straight-
forward as for high energy powder X-ray diffrac-
tion experiments, except that it is important
to measure data over a wide range of momen-
tum transfer, ¢q. In fact, because the PDF is a
Fourier transform, the ¢ range and the resolu-
tion in ¢ (dq) of the powder diffraction pattern
will directly impact the quality of the PDF sig-
nal in real space, according to:

27

R = (52)

qmaw
where 0 R is the resolution (or definition) of the
PDF, i.e. the shortest real-space atomic oscil-
lation to be possibly encoded in the data. The

effective longest atomic pair distance probed by

the PDF is:
2T

mar — <
)

(53)

With poor g resolution in reciprocal space, the
PDF ‘dampens’ at high-R values. Importantly,
however, the fine local structure (i.e. the PDF
signal at low r values) is nearly nonsensitive to
this parameter. Finally, the longest real-space
oscillation present in the PDF data is given by:

21

Amax = (54)

Gmin

This parameter is particularly important for
PDF on nanoparticles, as the shape function of



the nanoparticle is encoded in the low-¢q region
of the diffraction pattern.

The procedure outlined above can also be ap-
plied to systems consisting of different types
of atoms.®® In this case, the different atomic
form factors and concentrations of the involved
species have to be considered.

4.3 Methods for studies of thin
films

4.3.1 X-ray reflectivity

As any other electromagnetic wave, X-rays that
impinge on a smooth surface or interface un-
der an angle «; split up into a reflected beam
that leaves the interface under the same angle
ay = oy and a transmitted beam, entering the
new phase under a different angle a; due to the
effect of refraction. The calculation of the re-
fraction angle as well as the intensities of re-
flected and transmitted wave is fully possible
within the classical theory of electromagnetic
waves, but requires to go beyond the kinematic
approximation, where we explicitly excluded re-
fraction. Refraction depends on the dielectric
properties of the phases at both sides of the
interface, specifically on the complex index of
refraction n. For X-rays n always is smaller 1,
because the X-ray photon frequencies are higher
than all electronic resonances of the atoms and
molecules of the material. It therefore is com-
monly written in the form:

n=1—0+if (55)
Here the deviation from one for a homogeneous
material with the total electron density p. is
given by?3:

§ = Nrep./2m (56)

where r, = 2.82-107° A is the classical electron
radius. ¢ is usually a very small quantity. For
example, for a wavelength A = 1 A and Au, a
material with very high electron density p,.
4.65 A~ this deviation is § = 2.09 - 10~5. The
imaginary part of n, which describes the decay
of the wave’s amplitude due to absorption, is
given by:

8 = \u/An (57)
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with p being the linear absorption coefficient.

As a consequence of Snell’s law, for an elec-
tromagnetic wave propagating from a region of
higher to one of lower index of refraction to-
tal reflection occurs beyond a critical angle «..
That is, the wave enters the low n material only
in the form of an evanescent wave, whose inten-
sity decreases exponentially with increasing dis-
tance from the surface, and the incident wave
is completely reflected with almost identical in-
tensity. This situation applies to the reflection
of a wave entering into a sample with high elec-
tron density from the vacuum, where n = 1, or
from a low-Z material (e.g. an electrolyte solu-
tion). In the latter case, the difference in the
electron density of the two materials has to be
used in the calculation of §. For the case of a
vacuum-Au interface, the critical angle, which
is given by a; = /26, is (at A = 1 A) 6.5 mrad
or 0.37°, respectively. Such small critical an-
gles are typical in surface X-ray scattering and
justify the experimental needs for low divergent
beams, highly planar surfaces, and precise po-
sitioning in these experiments. Since refraction
and absorption effects are usually only relevant
in the vicinity of the critical angle or of the
Bragg peaks, they can be often ignored, justi-
fying the restriction to the kinematic approxi-
mation in our derivation of scattering theory in
chapter 3.3. Nevertheless, they are important
at gracing incident angles, such as in reflectiv-
ity measurements at low ¢ or grazing incidence
X-ray diffraction (GIXRD).

To understand quantitatively the change in
reflected intensity with the surface normal com-
ponent of the scattering vector ¢,, we first con-
sider the case of reflection at a perfect inter-
face between two materials described by the
complex indexes of refraction n; and ng, re-
spectively. The reflectivity, defined as the ratio
between the reflected and incident intensity, is
then given by the Fresnel equations:

2

1

h

Q; — Oy

; + oy

Rp

(58)

Expressing Rp as a function of the scattering



vector one obtains:

& —VE— ¢
¢+ — ¢
for ¢, > q.

2

2¢.\ "
Rr(q.) = ~ (q_)

(59)

where ¢, = 4,/7p.re is the critical scatter-
ing vector for total reflection. The behavior
of Rr(q,) near q. is illustrated in Figure 12a.
For materials with low X-ray absorption co-
efficients, a sharp drop in intensity occurs at
the critical angle; for strongly adsorbing mate-
rials this drop is slightly softened, but even here
~ 70% of the incident intensity is reflected at
ge. In parallel, the penetration depth A of the
X-ray beam into the sample substantially in-
creases and the transmitted intensity 7" directly
at the interface exhibits a so-called Vinyard pro-
file with a local maximum (“Yoneda peak”) at
¢. (Figure 12b,c).

For an interface where the total electron den-
sity does not change abruptly but varies grad-
ually, the reflectivity differs distinctly from
Rr(q.). In most cases, it is well described by
the so-called master formula:

) e—izqz

al
(60)

Here, (p(2)) is the electron density profile along
the surface normal, obtained by averaging p(r)
within the plane parallel to the surface at each
z value, and p is the difference in the electron
densities, found in the bulk of the materials to
both sides of the interface. Thus, the normal-
ized curve (p(z))/pso is a smooth function that
varies from 0 to 1 when crossing the interface
region and describes the relative change in the
refraction index n. The derivation of the mas-
ter formula employs the kinematic approxima-
tion and is well justified for ¢, > ¢.. Since R
is in many cases almost identical to Rp near
the critical angle, it is usually well suited for
describing the full reflectivity curve. A notable
exception is the reflectivity of a sample, cov-
ered by a thin layer with much higher electron
density and thus a larger critical angle.

As an example of the application of the mas-

2

{p(2))

Poo

R(q.) = Rr(q:) 7

=—00
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Figure 12: (a) Reflectivity R, (b) transmit-
ted intensity T' at the position of the interface,
and (c) penetration depth A near the critical

scattering vector ¢, for perfectly terminated Au
(red) and Si (blue) samples.



ter formula, we consider an interface where the
density does not change abruptly, but gradu-
ally (Figure 13, inset, blue line). This type of
density profile can be conveniently described by
the error function (p(2)/ps = erf(z/v/20); its
derivation is a Gaussian. Fourier transform re-
sults in another Gaussian, resulting in a reflec-
tivity curve described by:

R(q.) = Rp(g.)e %" (61)

The additional factor leads to a faster decay of
R with ¢, as compared to Rp (see Figure 13).
This effect increases with the interface width o,
causing a decrease in the experimentally acces-
sible ¢, range (typically =~ 1078+ I,). This is the
reason why rather smooth surfaces are required
for surface X-ray scattering studies.

10° g
10" F
10% k
10° k
m10“‘;r z
10° | E
10° F 2
107 F .. R 3
= F 3
10 3 Au,c =2 A E
JF——10ACu/Au,c=2A 3
" F ——20ACu/Au0=2A 3
0.0 0.2 0.4 0.6 0.8 1.0
q/A’

Figure 13: Calculated X-ray reflectivities and
normalized density profiles (inset) for an Au
surface exhibiting a gradual density change
with a Gaussian width of 2 A (blue) and a sim-
ilar Au sample covered with a Cu layer of 10
A (red) and 20 A (green) thickness. For com-
parison, also the Fresnel reflectivity is shown
(dotted line).

Because reflectivity does not involve any mo-
mentum transfer within the surface plane (g,
0 = ¢q,), it is insensitive to the lateral distribu-
tion of the electron density. Eq. (61) there-
fore describes equally the specular reflectivity
of a surface with an inherent, spatially homo-
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geneous density gradient, as e.g. caused by the
gradual change in electron density within the
ion core of the surface atoms, and that of an
interface with an inhomogeneous density distri-
bution in the surface plane, such as a (Gaus-
sian) surface roughness. However, the latter in-
duces additional diffuse scattering and leads to
modifications along non-specular CTRs, which
allows distinguishing these two cases.

As a second example, the influence of a thin
layer of a different material on the sample sur-
face is illustrated in Figure 13. Here, charac-
teristic oscillations in the reflected intensity are
observed (often denoted as "Kiessig fringes").
Their physical origin is identical to optical in-
terference effects at soap bubbles: The coher-
ent superposition of the waves reflected from
the film surface and the film-substrate interface
lead to constructive or destructive interference,
depending on ¢,. From the spacing of Agq, of
the interference minima, the layer spacing can
be directly obtained as 27/Agq,. The overall
decay of the curve is determined by the decay
in Rr and the widths of both interfaces, which
provide an envelope for the interference fringes
due to the adlayer.

More complex interface density profiles, con-
sisting e.g. of several subsequent layers with dif-
ferent interface widths in between, can lead to
reflectivity curves that exhibit a rich sequence
of modulations. Such profiles can be deter-
mined by setting up a parametrized model of
(p(Z))/poo, calculating from those R(q.) via Eq.
(61) or more precise approaches, and employing
this in a numerical fit of the model to the re-
flectivity data. These fits are not fully unique,
because of the loss of the phase information in
the master formula, which can lead to indistin-
guishable reflectivity curves for rather different
density profiles. For example, the reflectivity
curves of a sample with an adlayer of density
T pso and (1 — z) - poo are exactly identical.
For these reasons, fits by models with a larger
number of parameters can be difficult to ob-
tain. Therefore, often additional physical in-
formation on the structure and composition of
these interfaces is used to constrain the bound-
ary conditions.



4.3.2 Grazing incidence diffraction

To obtain data on the crystal structure and the
texture, i.e., the orientation distribution of the
crystallites in the film, wide-angle diffraction is
commonly used. Often, these experiments are
performed in grazing incidence geometry, where
the angle of the incident X-ray beam with re-
spect to the surface is around the critical angle.
In this scattering geometry the penetration of
the X-ray beam into the substrate is minimized
(see Figure 12c), reducing the substrate’s con-
tribution to the scattered intensity. In partic-
ular, this is important to lower the intensity of
bulk Bragg peaks, which otherwise would pro-
vide orders of magnitude higher intensities. In
addition, the enhancement of the transmitted
intensity at the interface near the critical an-
gle (see Figure 12b) can increase the diffracted
intensity of the film’s Bragg reflections. How-
ever, this effect only plays a role for very smooth
films.

Depending on the type of texture, different
types of diffraction patterns are observed. This
is schematically illustrated in Figure 14a, where
the distribution in reciprocal space is shown for
different textures. For thin films in which the
individual crystallites are randomly oriented,
i.e., powder-like samples, the Bragg peaks are
distributed over a spherical surface. The con-
dition for scattering is met where this sphere
intersects with the Ewald sphere (green), which
is on a ring, resulting in the typical powder
rings. In contrast, the Bragg peaks of epitax-
ial films on a single crystalline substrate are
located at well-defined reciprocal space posi-
tions, similar as those of a single crystal. Here,
diffraction peaks are only observed for orien-
tations of the crystal relative to the incoming
beam, in which one of the Bragg reflections lies
on the Ewald sphere. An important interme-
diate case are films where the crystallites have
a defined orientation along the surface normal,
but a random in-plane orientation. The Bragg
reflections of films with such fiber texture re-
side on rings around the surface-normal axis.
These rings always intersect the Ewald sphere
at a well-defined point, resulting in an intensity
peak that is independent of the in-plane sample
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orientation.

An example of the scattering by such fiber-
textured films is given in Figure 14b. Here, in
situ grazing incidence diffraction data is shown
that was recorded at a liquid Hg - electrolyte in-
terface after electrodeposition of a PbFBr film.
The PbFBr crystals are oriented with their c-
axis along the surface normal but have arbitrary
orientations within the interface plane due to
the liquid metal substrate. Various intensity
peaks can be found on the 2D detector images,
which can be attributed to PbFBr Bragg re-
flections. Enlarged detector areas around these
reflections (top panels) show that these peaks
consist of small individual peaks of different
crystals. The intense peaks in the center are
located precisely on the Ewald sphere, and the
peaks to both sides of that gradually decrease
in intensity reflecting the decreasing match with
the diffraction condition.

4.4 Methods for studies of single
crystals

We will now discuss experimental X-ray scatter-
ing techniques for studies of single-crystal inter-
faces, using predominantly electrochemical sys-
tems as examples. Figure 15a gives an overview
of the characteristic features in reciprocal space
as well as of several typical modes of measure-
ments for the case of a (100) surface of an fcc
metal. As discussed in textbooks of solid state
physics the face-centered unit cell results in sys-
tematic extinctions of Bragg reflections, leaving
only the reflections with h, k, and [ all even or
all odd intact. Hence the lowest-order CTRs
are the (0 0 1), (0 2 (), the (2 0 1), and the (1
1 1) rod. In addition, an additional layer with
a ¢(2 x 2) in-plane superstructure is included
in Figure 15a, which is a very common adlayer
arrangement on this type of surface. This 2D
superstructure lattice gives rise to additional (h
k 1) rods at all integer h and k in between the
CTRs. As shown in chapters 3.3.3 and 3.3.4 the
intensity of the superstructure rods is approx-
imately independent of [, whereas that of the
CTRs exhibits strong variations with maxima
at the Bragg peak positions. First information
on the presence of ordered superstructures at
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Figure 14: (a) Reciprocal space scheme illus-
trating wide-angle scattering in grazing inci-
dence geometry from a film with epitaxial, pow-
der, and fiber texture. (b) Example of the
scattered intensity distribution from a thin film
with fiber texture. The bottom panel shows a
detector image (projected into the ¢,-¢, plane)
that was obtained at an incidence angle of
0.135° on an electrodeposited c-axis oriented
PbBrF film on a liquid Hg electrode. The top
panels show selected parts of the detector in the
vicinity of the (102) and (112) PbFBr Bragg
peaks (reproduced for Ref.?. Copyright 2020
American Chemical Society).
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the interface is usually obtained by studies at
small [, i.e., under gracing incidence and exit
angles a; and «y, respectively. Because of the
small wave vector transfer ¢, normal to the sur-
face, this GIXRD selectively probes the lateral
positions of atoms within the surface plane but
is insensitive to their positions in the surface
normal direction, e.g., vertical modulations or
their spacing to the atomic layer underneath.
In contrast, measuring the (0 0 I) CTR, which
is identical to a specular reflection of the beam
at the crystal surface, only provides data on
the in-plane averaged structure along the sur-
face normal. Full crystallographic data on the
3D arrangement of atoms at the interface re-
quires the measurement of specular and non-
specular CTRs as well as potential superstruc-
ture rods. All three types of measurements will
be discussed in detail in the chapters below.
To give an impression of the strength of the
various contributions to scattering from elec-
trochemical interfaces, actual SXRD data for
Cu(100) in Cl-containing perchlorate solution is
shown in Figure 15b. At the employed potential
of 0.2 V the surface is fully covered by an or-
dered Cl adsorbate layer with ¢(2x 2) structure,
i.e., the structure is identical to that in Figure
15a. The displayed in-plane scan along the h
axis exhibits two sharp peaks that correspond
to the diffraction rods at (1 07) and (2 0 /) and
sit on a slowly varying background, caused pre-
dominantly by the bulk liquid scattering. How-
ever, the peak intensity at the h = 2 position,
which is close to the (2 0 0) Bragg peak, is or-
ders of magnitude higher than that of the su-
perstructure peak (at h = 1) or of the CTRs
close to the anti-Bragg position (not shown),
who have a signal-to-background ratio in the
range of one. As a rule of thumb, this is a
typical situation in in situ SXRD studies, al-
though signal-to-background ratios from more
than 10:1 down to immeasurably small signals
are possible — depending on the material (due
to the ~ Z? dependence of the atomic form fac-
tor), the domain size (via I o< N,N,), and the
surface roughness (see below). We note that
the same considerations apply to the case of
epitaxial multilayer films with well-defined ori-
entation relative to a single crystalline substrate
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Figure 15: (a) Overview over surface X-ray
scattering techniques, shown exemplarily for a
¢(2 x 2) adlayer on an fcc(100) surface. (b) In
situ surface X-ray scattering data for a Cu(001)
surface in Cl-containing electrolyte, illustrating
the various contributions to the scattered inten-
sity. The scan was performed along the b; axis
at small ¢, (I = 0.1) and is scaled in units of
the reciprocal lattice. Visible are sharp peaks
at the positions of the CTR at (2 0 0.1), i.e.,
close to the (2 0 0) Bragg peak, and of a su-
perstructure rod at (1 0 0.1), that indicates the
presence of an ordered ¢(2 x 2) Cl adlayer, as
well as the broad distribution, caused by scat-
tering of the bulk liquid electrolyte.
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(see section 6.2.4 for an example).

4.4.1 In-plane surface diffraction

In gracing incidence X-ray diffraction, the crys-
talline order within the surface plane is probed.
Prime applications are studies of surface recon-
structions and adsorbate layers. In these mea-
surements, the incident X-ray beam impinges
on the surface under a small incident angle
a; and the intensity scattered under similarly
small exit angles «y is recorded. Under these
conditions, the wave vector lies almost in the
surface plane, i.e., ¢ =~ ¢ whereas the out-of-
plane component ¢, < ¢ (see Figure la). By
varying the scattering angle 26, the radial com-
ponent ¢ can be changed; by rotating the sam-
ple around its surface normal, the azimuthal
orientation of the wave vector relative to the
surface lattice is altered.

In typical grazing incidence X-ray scattering
(GIXS) experiments the incident angle is cho-
sen to be close to the critical angle for total re-
flection, i.e., o; =~ .. Under these conditions,
the transmitted intensity at the interface is en-
hanced by up to a factor 4 (see Figure 12b), re-
sulting in a corresponding enhancement of the
X-ray scattering (the height of this maximum
decreases with increasing X-ray absorption of
the material, as illustrated in the figure for the
case of Si and Au surfaces). A similar enhance-
ment effect is also found for exit angles oy =~ ..
The increase in intensity leads to the amplifica-
tion of the weak scattering by 2D crystalline
layers, such as adsorbates. However, in in situ
studies of electrochemical interfaces often sub-
stantially larger angles are used, in particular,
if the experiments are performed in thin layer
cells of the type shown in Figure 8a. Here, the
gain in intensity due to this enhancement can
be easily overcompensated by the longer X-ray
path length in the electrolyte, which increases
proportionally to a; and ay.

A second advantage of choosing angles near
the critical angle is the small penetration depth
A, which reduces the contributions from the
bulk material. As shown in Figure 12¢, A in-
creases in a strongly non-linear way from values
of a few 10 nm at angles clearly below a. to sev-



eral 100 nm up to several um, depending on the
X-ray absorption coefficient. Thus structural
properties of the material in the near-surface
region and in the bulk can be probed in the
same experiment, simply by a small variation of
the incident angle. For example, this allows the
determination of surface strain or an increased
defect density near the interface. Such exper-
iments are only possible with samples of very
high surface quality, however. In reality, even
metal single crystal electrodes often do not ex-
hibit a sufficient planarity to realize a (within
~~ 0.1°) defined incident angle, required for uti-
lizing these effects.

Typical applications of in situ and operando
GIXS are studies of surface reconstructions and
chemisorbed adlayers on electrodes (see section
5.1.1 and 5.2.1), which form ordered 2D atomic
layers with unit cells that differ from those of
the underlying substrate lattice. GIXRD mea-
surements allow to determine these superstruc-
tures with high precision. To illustrate how
the in-plane surface structure is obtained by
GIXS measurements, we consider typical ad-
layer structures found on substrates with a
hexagonal surface lattice (lattice spacing a),
such as the (111) surface of fcc metals (Figure
16a-b). One of the most simple types of super-
structures formed by adsorbates on these sur-
faces is a simple commensurate (v/3 x v/3)R30°
superlattice (red symbols), where all adsorbates
sit on identical adsorption sites, separated by
the next-nearest neighbor spacing v/3a. The
presence of this 2D superstructure gives rise to
additional diffraction rods, which are located
at ¢ that are a factor 1/ V3 further inward and
30° rotated with respect to the CTRs of the
substrate lattice. In a simple picture, these su-
perstructure peaks may be considered as Bragg
reflections at regular rows of the adsorbates
(e.g., at the close-packed rows of neighboring
adsorbates for the first-order peaks). For this
commensurate structure, some of the adlattice
peaks are located at the in-plane positions of
the substrate CTRs and therefore will not be
directly visible. However, they will modify the
intensity distribution of the CTRs, and thus
adlayer formation may manifest in the form of
sudden intensity changes at those peaks.
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Furthermore, incommensurate structures are
observed in many electrochemical systems,
where one or two of the adlattice’s unit cell
vectors cannot be described as a rational frac-
tion of substrate lattice vectors. Such struc-
tures are frequently found for simple atomic or
ionic adsorbates and usually exhibit potential-
dependent lattice parameters. We illustrate
GIXS studies of incommensurate structures by
two examples, found on hexagonal surfaces. In
the first case — a uniaxially incommensurate
superstructure denoted as c¢(p x v/3) (Figure
16a-b, blue symbols) — the adlattice maintains
the commensurate v/3a spacing along one of
the main lattice directions but is slightly com-
pressed in the perpendicular direction. As a
consequence of this compression, the super-
structure peaks shift outwards from the posi-
tions of the (\/g X \/§)R30° structure. Because
the adlattice can be compressed along any of
the three symmetrically equivalent main direc-
tions of the hexagonal substrate, a splitting
in three adsorbate peaks is observed at each
position, corresponding to the three rotational
domains of this phase. Concretely, the full
diffraction pattern is obtained by rotating the
pattern corresponding to a single domain by
+60°.

A typical 2D incommensurate superstructure
on hexagonal substrates exhibits a hexagonal
lattice, which has a different spacing a,qs than
the substrate lattice and is rotated to the latter
by an angle +¢(Figure 16a-b, green symbols).
Consequently, the GIXS diffraction pattern is
obtained by scaling the in-plane pattern of the
substrate’s CTRs by a factor a/a.q and rotat-
ing it appropriately, leading to pairs of peaks
separated by 2¢. Such a structure is formed
for example by bromide adsorption on Au(111)
electrodes. Typical in situ GIXS data at the
superstructure peaks, obtained by measuring
the X-ray intensity while rotating the sample
(azimuthal scans) or changing ¢ (radial scans)
are shown in Figure 16c-e. The rotation an-
gle of ¢ = 3.7° relative to the v/3 direction
(i.e., h = k) and the spacing a,q of 4.24 to
4.03 A, depending on potential, can be directly
obtained from such scans with a precision of
~ 0.1° and sub-picometer, respectively. The
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Figure 16: Schematic (a) in-plane diffraction pattern and (b) real space structure of a commensurate
(v/3 x v/3)R30° superstructure (red), a uniaxially incommensurate ¢(p x v/3) superstructure (blue),
and a 2D incommensurate hexagonal-rotated superstructure (green). 1st, 2nd, and 3rd order peaks
are indicated by circles of decreasing size; open black circles indicate the CTRs of the substrate.
In addition to the superstructure domains shown in (b), the diffraction spots of other rotational
domains are shown in lighter colors. The shift of the diffraction peaks of the incommensurate
structures upon compression are indicated by the blue and green lines. For clarity, the peaks of
the incommensurate phases are omitted in the full diffraction pattern (a, left side). (c) In-plane
geometry and (d-e) in situ GIXRD data for an incommensurate hexagonal-rotated Br adlayer,
formed on Au(111) in 0.1 M HCIO, + 10 mV NaBr. (d) Azimuthal scans at the positions of the
Ist (top), 2nd (center), and 3rd (bottom) superstructure peak, obtained at 0.2 (filled circles) and
0.6 V (open circles) vs. Ag/AgCl, where the superstructure is present and absent, respectively. (e)
Radial scans through the 1st order peak at various potentials between 0.48 and 0.68 V, showing
the outward shift of the peaks with increasing potential (Reproduced from Ref.%. Copyright 1996
American Chemical Society.
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accuracy in the determination of these lattice
parameters surpasses other methods, such as
scanning probe microscopy, by orders of mag-
nitude, which is a major strength of this tech-
nique. In particular, it allows precise measure-
ments of the potential-induced compression of
the adlattice — a phenomenon that is typical for
incommensurate adlayers at electrochemical in-
terfaces.

As visible in Figure 16d, the 1st order Bragg
peaks are of equal intensity as the background
scattering of the bulk electrolyte, the intensity
of the 3rd order peaks is a factor of ~ 20 lower
and only slightly above background. Never-
theless, even those weak peaks can be clearly
identified and associated with the Br adlayer
by shifting the potential to more negative val-
ues, where the adlayer becomes disordered, re-
sulting in a disappearance of these peaks. As
expected, the scattering of the bulk electrolyte
(as well as of X-ray windows and other contri-
butions to the background) remains constant
and thus can be removed by such potential-
dependent measurements. If the peak posi-
tion does not shift with potential, as e.g. in
the case of commensurate adlayers or CTRs,
the potential-dependence and kinetics of the
in-plane adlayer order can be directly moni-
tored by measuring the peak intensity during
cyclic voltammograms, often denoted as "X-
ray voltammogram" (XRV), or during potential
steps, which provides a powerful tool for study-
ing structural transitions at electrode surfaces.

The decrease in the peak intensities from the
1th to the 3rd order Bragg peaks is caused
by the ¢-dependence of the atomic form fac-
tors and Debye-Waller factors, i.e., the displace-
ments due to thermal motion or in-plane disor-
der. Such static disorder may arise from the
occupation of different adsorption sites in such
adlayers. Specifically, adsorbates may be dis-
placed toward energetically favored sites (e.g.,
hollow sites) and away from unfavorable sites
(e.g., top sites), leading to a modulation of the
adlattice. In the most extreme case, a periodic
network of commensurate domains, separated
by domain boundaries of higher or lower surface
density may be formed. A well-known example
of such a network is the Au(111) surface recon-
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struction, discussed in chapter 5.1.1. In such a
case, one will still observe diffraction peaks at
the positions corresponding to the average spac-
ing in the adlayer, but also additional weaker
“satellite peaks” separated from each other and
the main peaks by a small Ag that corresponds
to the size of the domains. If the network is
not well ordered or the surface density changes
rather gradually across the domain boundary,
the satellite peaks intensity often becomes too
weak to be distinguished from the background
— a situation found in most studies of electro-
chemical systems.

Also, the peak width contains information
about the adlayer. According to chapter 3.3.3,
the full width at half maximum of the peak in
the radial direction is given by 27 /L, where L is
the characteristic size of (incoherently scatter-
ing) adlayer domains. In the experiment, the
actual peak width is convoluted by the instru-
mental resolution function. However, for exper-
iments at typical surface scattering beamlines
of modern synchrotron sources, the latter has
typical widths in the range of 107 A~' and
thus often can be neglected for many electro-
chemical systems. The azimuthal peak width is
determined by both the domain size and the ro-
tational dispersion. These effects can be decon-
voluted by measuring the width of peaks with
different ¢. (the ¢ width due to the domain size
is identical for all peaks, whereas that caused
by the rotational dispersion scales with q).

All the above is valid for 2D ordered struc-
tures with single atoms in the primitive unit
cell as well as more complex surface struc-
tures, formed by periodic ensembles of differ-
ent atoms. In the latter case, the interference
between the atoms within the unit cell gives
rise to a structure factor F'(q), which leads to a
modulation of the peak intensities.

4.4.2 CTR measurements

For a full surface crystallographic determina-
tion of both the lateral and the vertical posi-
tions of the atoms at the interface, the CTRs of
the sample have to be measured. As demon-
strated in Figure 17, the intensity distribu-
tion along the CTRs is highly sensitive to



the structural arrangement at the crystal sur-
face. Even rather small deviations from a per-
fectly truncated crystal lattice can give rise
to |Scrr(q)]? distributions that strongly dif-
fer from that given by Eq. (20). For exam-
ple, an expansion or contraction of the spacing
between the topmost and second atomic layer
at the crystal surface can lead to pronounced
asymmetry in the decay of the intensity to both
sides of the Bragg peaks and a corresponding
shift and deepening of the minimum in inten-
sity in between. At selected reciprocal space
positions, the intensity can change by orders
of magnitude, providing a highly sensitive tool
for measuring surface relaxations of the lat-
tice. Changes in the electron density of the
surface layer, e.g., due to surface reconstruc-
tions or a pseudomorphic adlayer formed by a
different atomic species, likewise result in clear
changes of the intensity in between the Bragg
peaks. Specifically, the intensity increases for
a higher and decreases for a lower density, re-
spectively. A similar decrease is found, if the
displacement amplitude of the atoms along the
surface-normal direction increases or if the sam-
ple exhibits roughness. However, in these cases,
the effect increases with a larger L, i.e., increas-
ing ¢,. Displacements parallel to the surface
obviously cannot affect the specular CTR (see
chapter 4.3.1), but lead to intensity decreases
in the non-specular CTRs.

In real interface systems typically a combina-
tion of changes in layer density, spacing, and
displacement amplitudes occurs. These can of-
ten be disentangled, because of the different
effects they have on the CTRs. Furthermore,
one may have to consider structural deviations
from the bulk lattice structure in more than
one atomic layer as well as layers of adsorbed
species, including laterally disordered layers of
water or hydrated ions in the double layer. Just
as in the crystallographic analysis of bulk crys-
tals, the structure determination becomes more
precise with an increasing number of indepen-
dent reflections measured, i.e., larger numbers
of (symmetrically non-equivalent) CTRs and an
extended range of [ values.

As demonstrated in section 5, CTR measure-
ments are capable of providing very detailed in-
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Figure 17: Influence of changes in the struc-
ture of the topmost atomic layer at an fcc(001)
crystal surface on the specular (left) and a non-
specular (right) CTR. The effect of a change in
the vertical spacing between this layer and the
underlying lattice (top), an increase or decrease
in the layer density (center), and an increase
in the in-plane or out-of-plane vibrational dis-
placements of the atoms in this layer (bottom)
are illustrated. For reference, the CTRs of an
ideally terminated crystal are shown in all fig-
ures (dotted lines).



sight into the interface structure. However, one
should keep in mind that high-quality n situ
CTR data can only be obtained by experiments
at synchrotron sources that employ single crys-
tal samples of high crystallinity and with very
smooth surfaces. In addition, recording a full
set of CTRs typically requires hours, even at X-
ray sources of high brilliance, since it requires
sequential recording of the intensity at differ-
ent angles of the detector and the sample. In
studies where time resolution is critical, e.g., in
operando studies of structural changes at elec-
trodes under reaction conditions, the measure-
ments are therefore often confined to locations
in reciprocal space that are particularly sen-
sitive to the surface structure, e.g., the “anti-
Bragg” positions between two Bragg peaks of
the substrate and the locations of superstruc-
ture rods.

4.4.3 High energy surface diffraction

Modern hard X-ray synchrotron sources can de-
liver beams with sufficient intensity for surface
scattering experiments up to photon energies of
150 kV, i.e., very small wavelengths \. HES-
XRD has recently been introduced as a new
method for operando studies of heterogeneous
catalysts in the gas phase™" and of electro-
chemical interface processes.”® % Employing
very high photon energies has several advan-
tages: First, the linear X-ray absorption coeffi-
cient becomes very small. This allows penetra-
tion of large amounts of condensed matter with-
out significant attenuation of the beam, which
is highly beneficial for in situ studies of electro-
chemical interfaces. Secondly, because of the
small A\, the same q values are reached at much
smaller scattering angles 26. In other words,
X-ray scattering at high energies occurs pre-
dominantly in directions close to that of the
incident beam. This forward scattering can be
measured simultaneously with a 2D X-ray de-
tector (Figure 18a). The latter collects the in-
tensity for all scattered beams with outgoing
wave vectors ky in a certain solid angle. This
allows direct imaging of a fraction of the Ewald
sphere. At high photon energies, the curva-
ture of the Ewald sphere is low and a nearly
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planar slice through reciprocal space is imaged
by the detector. Under grazing incident angles,
this allows projecting a large section of a CTR
onto the detector, enabling rapid acquisition of
the surface structural data. By taking detector
images while rotating the sample around the
surface normal, a large reciprocal space volume
can be collected within a few minutes, enabling
subsequent quantitative analysis of CTRs and
superstructure rods as well as other scattering
features, e.g., Bragg peaks of deposited ma-
terials. The strong Bragg peaks of the sub-
strate have to be blocked by absorbers to avoid
damage of the detector. Because of the large
Ewald sphere volume, the accessible reciprocal
space in HESXRD measurements can be several
times larger than that in conventional SXRD.
This leads to considerable improvements in the
structural resolution and allows more precise
and more complex modeling of the interface
structure. Nevertheless, these data sets can be
obtained in a much shorter time than in conven-
tional SXRD, opening up possibilities for time-
resolved surface crystallographic studies, e.g.,
operando measurements of transient interface
structures. HESXRD measurements require ex-
tremely precise alignment, because the angle of
incidence should be kept near the critical angle,
which is very small (= 0.1°) at small A. This
make the experiments technically challenging.
Specialized high-precision diffractometers and
samples with very high bulk crystal quality and
surface planarity are needed. A further dis-
advantage is the lower resolution in reciprocal
space, although the latter can often be compen-
sated for by moving the detector further away
from the sample.

As a variant of this method, high energy
X-ray scattering may also be performed in a
geometry, where the beam impinges approxi-
mately perpendicular onto the interface (Figure
18b).192 X-ray beams with photon energies in
the range 70 to 150 keV can even penetrate sev-
eral hundred micrometers of high-density ma-
terials such as Au, allowing experiments where
the beam passes through a thin single crystal,
a layer of electrolyte, and an X-ray window. In
this transmission geometry, the detector images
a slice that is almost parallel to the surface and



Figure 18: High energy surface diffraction (a)
in grazing incidence and (b) in transmission ge-
ometry, shown in real space (left) and recip-
rocal space (right), respectively. X-ray diffrac-
tion peaks are located at the intersections of
the CTRs and adlayer rods with the Ewald
sphere (Reproduced from Ref.'%2.  Copyright
2014 American Chemical Society).
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thus can record the in-plane intensity distribu-
tion. The obtained structural information is
similar to that of a GIXRD experiment, but in
contrast to the latter can be recorded in a sin-
gle shot. As a further advantage as compared to
studies under grazing incident conditions, only
a surface area of the size of the beam diame-
ter is probed, which can have (sub-)micrometer
dimensions. This enables studies with corre-
sponding spatial resolution in real space, which
can be used e.g. for the local mapping of the
atomic scale interface structure on the pum scale
or for studying the surfaces of materials that
cannot be grown as large single crystals. 10%103

4.5 Methods for studies of

nanoscale morphology
4.5.1 Small angle X-ray scattering

Small-angle X-ray scattering (SAXS) allows to
determine the inhomogeneities in materials on
the order of tens to hundreds of A. It is therefore
an appropriate technique to look at the mor-
phology of electrode materials and electrolytes
(both solid and liquid). As the SAXS probe
lengths are substantially larger then the atomic
distances, the medium is typically treated as a
continuum of electronic density. Consequently,
the scattering is described as scattering of elec-
tron density embedded in a matrix of different
electron density (see chapter 2.4).

While wide-angle scattering measures the
atomic scale structure of a material, small-
angle scattering probes structural correlations
between larger units. For simplicity, we con-
sider a nanoscale object of homogeneous den-
sity (e.g., a metal nanoparticle) and of a char-
acteristic size Ry (e.g., the particle’s radius).
Inside this object, the electron density has a
constant value p. (neglecting the atomic struc-
ture); outside the density is assumed to be 0.
If the particle is embedded in another medium,
the difference in electron density has to be used
here instead of p.. This is called a 'contrast’.
The scattering amplitude and the scattered in-
tensity of such an object can be calculated from
Eq. (1) and (2) in chapter 2.2, respectively (ex-
plicit examples for simple object shapes can be



found in the more advanced literature, e.g., in
Ref.?). This procedure is completely analogous
to that used in the calculation of the atomic
form factor f(q) and leads to similar decay at ¢
values larger than 27/R,. For this reason, the
resulting P(q) is called the form factor of the
particle. The main differences to f(q) are the
shift of the decay to smaller ¢ and the appear-
ance of characteristic oscillations. The latter is
caused by interference effects due to the abrupt
change in density at the particle boundary.

In the second step, we consider now an en-
semble of such objects. Even in the absence
of interactions between them, short-range order
will emerge at sufficiently high number densities
pn of the objects, because the particles cannot
overlap. This situation is analog to the local
order in a liquid and thus can be described by
the same formalism as that discussed in chap-
ter 2.3.4. The scattering by the ensemble is
consequently described by a structure factor
F(q) with the relevant ¢ range being now in
the small-angle regime. The most prominent
feature in F'(q) is a peak that corresponds to
the correlations between neighboring objects —
analogous to the first peak in the structure fac-
tor of real liquids. Given the above, the total
scattered intensity is therefore given by

I(q) = ILN(Ap)*V?P(q)F(q)  (62)
, where I is proportional to incident X-ray flux,
N is the number of nanoscale objects in the vol-
ume of the sample intersected by the beam, Ap
is the contrast, and V is the volume of one ob-
ject. For uncorrelated particles, F'(q) = 1 and
I(q) contain only information about the size,
shape, and internal structure of the particle.
For correlated objects, F(q) characterizes the
type of order. The separation of these two con-
tributions is a challenge and good knowledge of
the model helps with this task.

Because the SAXS signal increases very
strongly with the particle volume (e.g., for
spherical particles the SAXS signal increases
with a power of six with the radius), the parti-
cle size distribution determined from the SAXS
pattern is weighted by the particle size. As
an example, SAXS intensity from one 10nm
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particle is the same as the SAXS intensity from
10% 1nm particles. This is important to keep in
mind when comparing the size of nanocatalyst
particles measured by different techniques, as
the determined average size is often not the
same even for the same sample. Eq. 62 also
shows that the SAXS signal is proportional
to squared contrast, so the sign of the contrast
does not play a role. Voids in the matrix, there-
fore, result in the same scattering as material
particles in the matrix.

The assumption that all N particles in the
probed volume of the sample have the same
size is typically not correct. Usually, the parti-
cles have a distribution of sizes (polydisperse)
or different shapes (polymoprhous). The scat-
tering curves can be then seen as a sum of all
N form factors P(q) from each particle and the
result is an averaged form factor with no sharp
minima. In contrast, an experimental profile
with sharp minima is a sign of a monodisperse
sample.

The typical shape of SAXS patterns, if plot-
ted on a double logarithmic scale, is a plateau
at low ¢ followed by a decreasing intensity with
a transition at \* defined by the average size of
the objects (Figure 19a). It can be shown that
at low ¢ the particle form factor can be ap-
proximated by P(q) ~ exp|—(qRg)?/3] where
R is the radius of gyration.?® This is known as
Gunier law and provides an independent way
of size determination as R is closely related
to the size and from the plot of In(I(q)) ver-
sus ¢? it is straight forward to find Rg. In
practice, however, this analysis can be challeng-
ing for composite materials, such as nanocata-
lyst used in electrochemical systems, due to the
strong small-angle scattering from the carbon-
based supports (or any other fractal materials).
The shape of the SAXS curve at high q typically
follows I ~ C'/q—“, which is easily observed in
the scattering curves (Figure 19). The ¢~ re-
lationship is known as Porod law and it is uni-
versal to all structures with a sharp interface
(Figure 19 a,b,c). Smeared interfaces or fractal
structures lead to exponents larger than -4 and
are typical for materials used as supports for
electrocatalysts (Figure 19 d.). The constant C
in the Porod law relates to the specific surface
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Figure 19: Representative SAXS patterns. (a) Guinier approach and Porod’s law for obtaining the
sizes and surface areas of particles/voids, respectively, and (b) SAXS curves for different nanos-
tructures (Adapted from Ref.!%. Copyright 2020 Elsevier). c) Scattering curves obtained from
SAXS measurements on cubic silica shells. The cyan curve is the measured scattering profile while
the blue, green, and red curves are obtained from models of, respectively, a cubic 14 nm shell, a
cubic 13 nm shell, and a spherical 14 nm shell (Adapted from Ref.!%. Copyright 2020 Elsevier).
(d) Fitting of the SAXS of (a) the fresh and (b) the spent ORR electrocatalyst with a stochastic
model. The crosses are the data and the blue line is the best fit, with the contributions of the solid
support in black and of the particles in red. In each case, five realizations of the particle model are
shown, together with their projections. (Reproduced from Ref.!%. Copyright 2021 International
Union of Crystallography).

area and can be therefore used for its determi- due to lower X-ray flux and often in-vacuum
nation, provided that the contrast of the system detection, but can be also used for slow in-situ
is well known. This type of analysis can be use- and operando experiments. Such experiments
ful in determining changes in the porosity of are regularly performed at synchrotron beam-
materials in electrochemical systems. The full lines, which sometimes provide the possibility
SAXS curve can also be analyzed by combin- to combine various scattering techniques within
ing various models for nanoparticle form factors one experiment (e.g. SAXS, WAXS, XAS and
and structure factors and fitting those models imaging). The beamline choice and setup de-
to experimental SAXS data (Figure 19b,c,d). pend on the planned experiment. The use of
This is typically done by using specialized soft- high-energy probes allows to use more relevant
ware which contains a library of possible mod- electrochemical cells, but limits the g-range
els. Prior knowledge of particle size and shape and maximum size of probed objects. On the
is often needed to properly select the model other hand, lower energies provide possibilities
and extra caution has to be taken not to over- to measure lower g-values and thus larger ob-
interpret the fitted values, as the final interpre- jects, but the cells need to be optimized for X-
tation heavily depends on the model chosen for ray transmission. Both transmission and graz-
analysis. ing incidence geometries are used, each of them

SAXS can be measured on both lab instru- having advantages and disadvantages. Trans-
ments and at synchrotron beamlines. Cur- mission geometry (X-ray beam perpendicular
rently, several companies offer specialized in- to the sample) allows to measure with small
struments capable of SAXS/WAXS/USAXS beams and achieve good in-plane spatial resolu-
(Ultra SAXS) combination with variable X-ray tion in the scanning mode. However, the signal-
sources and flexible detection systems. These to-background ratio is low, and electrodes with
are suitable mainly for ex-situ measurements high loading need to be used. This limits the
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electrochemical performance and can lead to
misleading results, as parts of the electrode
might not be active. Grazing incidence geome-
try (X-ray beam parallel to the electrode) per-
mits the use of low-loading electrodes and su-
perior resolution in the direction perpendicular
to the electrode but does not provide in-plane
resolution. The detector is typically positioned
far from the sample (1-10 m) and an evacu-
ated or helium-filled tube between the sample
and the detector is used to reduce the back-
ground. Ideally, this tube is equipped with a
beamstop before the exit window to block the
direct beam before the detector. The beam is
often focused on the beamstop to further lower
the background.

4.5.2 Grazing incidence small angle X-
ray scattering

The same ideas as for general SAXS scattering
hold true for a spatial distribution of objects
on a surface, such as deposited nanoparticles or
islands formed by a growth process. This 2D
distribution can be probed by an X-ray beam
impinging on the surface under grazing inci-
dence (Figure 20a). Because the curvature of
the Ewald sphere can be neglected in the small
angle regime, the intensity distribution of this
scattering in a plane perpendicular to the in-
cident beam direction 1(g,,q,) can be directly
recorded by a 2D X-ray detector. This scatter-
ing is much weaker than that of the reflected
beam, which has to be masked by a beam stop.
However, in situ measurements at electrochem-
ical interfaces are still feasible, since the back-
ground scattering by the electrolyte is low at
small angles.

Typically, this grazing incidence small angle
X-ray scattering technique is used for studying
nano- and mesoscale structures in the range be-
tween one and several hundred nanometers. As
an example, we discuss the case of a Pt(111)
surface, which has been roughened by repet-
itive potential cycles into the potential range
of Pt surface oxidation (Figure 20b,c). Such
oxidation /reduction cycles result in the forma-
tion of 3D Pt islands with characteristic dis-
tances of a few nm (see chapter 6.2.1. The
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in situ GISAXS data obtained from this sur-
face exhibit wings at reciprocal space positions
+27/(, where ( corresponds to characteristic
distances between the islands. This scattering
represents a specific case of diffuse surface scat-
tering, which originates from the deviation of
the surface from a perfect plane. Along ¢, the
intensity reaches a maximum at ¢, = q., caused
by the enhancement effect discussed in chapter
4.3.1, and then decays. The diffuse peaks in-
tensity increases with increasing scattering vol-
ume of the islands; their width is a measure
of how well-defined the short-range order is.
For epitaxial systems, Sy(q) is not necessarily
isotropic, but may reflect the sample symme-
try. For example, anisotropic island growth on
surfaces with a uniaxial symmetry will result
in GISAXS images that depend on the in-plane
orientation of the sample relative to the inci-
dent beam.
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Figure 20: (a) Scattering geometry of a

GISAXS experiment. (b) STM image and cor-
responding autocorrelation function and (c) in
situ GISAXS data obtained on a Pt(111) elec-
trode that was roughened on the nanometer
scale by potential cycling into the oxide forma-
tion regime (Adapted from Ref.!°". Copyright
2017 American Chemical Society).



Because GISAXS images can be obtained
within seconds, this technique is well suited
for time-resolved in operando studies of the
nanoscale evolution of the surface structure
during interface reactions. Studies of that type
have been performed for electrochemical and
other interface processes. Furthermore, since
GISAXS is insensitive to the crystal structure,
it does not require single-crystal surfaces but
can be performed on any sufficiently planar in-
terface, including amorphous and liquid sub-
strates. It thus fills an important niche between
in situ atomic-scale characterization methods
and ez situ studies by techniques such as elec-
tron microscopy.

A more recent variation of GISAXS is trans-
mission small angle X-ray scattering (TM-
SAXS).1%® Here, the measurements are per-
formed with high photon energy beams at in-
cidence angles above the critical angle, and the
scattering of the transmitted X-ray beam is
measured. Analysis of the data obtained in this
geometry is substantially simplified, because re-
fraction of the X-rays can be neglected.

4.6 Locally resolved measure-
ment techniques

4.6.1 X-ray nanodiffraction

The advent of spatially coherent X-ray sources
and sophisticated X-ray optics enabled the fo-
cusing of the hard X-ray beams to 10 nm and
below 10911 Step-wise scanning these small
beams across the specimen and recording scat-
tering signal at every position allow imaging
that is reminiscent of dark field microscopy con-
ventionally used with light or electrons. Nan-
odiffraction, which is possible with X-rays and
electrons, yields direct access to the crystal
structure and distortions thereof. While elec-
tron nanodiffraction typically works in trans-
mission geometry on thin membranes, X-ray
nanodiffraction often finds application in reflec-
tion geometry and has extensively been used
to image nanoscale heterogeneity in thin crys-
talline films epitaxially attached to substrates.
In X-ray nanodiffraction, one records diffrac-
tion profiles of sample volumes that are only
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a few tens of nanometers across all directions.
Recent research focused on interpreting these
diffraction profiles and forming images of co-
existing phases during phase transitions!*?113,
domains in poled ferroelectrics''*, and local
crystal distortions!!®.  While early work fo-
cused on manual interpretation of diffraction
profiles, for example by choosing regions on
the detector corresponding to different struc-
tural phases, more recent approaches use unsu-
pervised machine learning for interpreting the
data!'®1'6 The high penetration depth of hard
X-rays makes X-ray nanodiffraction an appeal-
ing approach to studying electrochemical sys-
tems operando. In addition, the sample geom-
etry potentially allows forming of an operando
electrochemical cell on top of the thin film sup-
ported by the substrate.

4.6.2 Bragg coherent diffraction imag-
ing

Many electrochemical systems comprise active
crystalline particles ranging in size from a few
nanometers in electrocatalytic systems to up
to a micrometer in battery electrodes. Of-
ten, it is desirable to study fundamental pro-
cesses inside these nanoparticles under real op-
erating conditions. For particles of the or-
der of 50 nm and larger, high-quality diffrac-
tion data can be collected at the modern X-ray
synchrotron sources, which includes the Bragg
peak and the interference fringes surrounding
it 71T - The 3D diffraction profile can
be recorded by using an area detector, which
records 2D slices of the Ewald sphere through
the reciprocal space, and rocking the crystal
through the diffraction condition (typically tens
of angles within about 1 degree of total rota-
tion) 17,

As shown in 2.3.2, one can readily calcu-
late the scattering amplitude from an arbitrar-
ily shaped and strained particle via a Fourier
transform. The Fourier transform is invert-
ible, yet the notorious phase problem — one can
only measure X-ray photon intensities, not their
phases — prevents a direct inversion of the co-
herent X-ray data into a real-space structure.
Bragg Coherent Diffractive Imaging is a tech-
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nique that uses phase retrieval!?! to find the
lost phases of the intensity profile (@) and
thereby invert the diffraction profile into a 3D
image of the nanocrystal. The method gener-
ates the density of Bragg planes (allowing to
determine the shape of the nanocrystal) and
displacement field (allowing a study of the inter-
nal displacement field inside the nanocrystal).
The conventional BCDI uses iterative phase re-
trieval algorithms. One starts with a random-
ized guess of what the crystal might look like,
typically a phase object where in 3D, every
voxel receives a random phase. The algorithm
consists of four steps (see figure 21): (1) Fourier
transform, (2) reciprocal space constraint, (3),
inverse Fourier transform, and (4) real space
constraint. In the reciprocal space constraint,
the modulus of the complex X-ray field is re-
placed with the square root of the measured in-
tensity. Often, a low-pass filter is applied at the
beginning of the procedure and gradually elim-
inated towards the end: this is believed to de-
termine the overall shape first and subsequently
achieve a higher resolution while taking higher
(@ values into account. More recently, convo-
lution networks have been used to invert the
coherent diffraction data'?". One advantage of
the approach is the ability to invert the data
within a single step, avoiding the tedious itera-
tive procedure. The network is trained on sim-
ulated data and can continuously be improved.

BCDI combines a spatial resolution on the
order of 10-50 nm (excellently suited to im-
age the long-range displacement fields due to
crystalline distortions) with sub-picometer sen-
sitivity to displacements (excellently suited to
resolve the minute lattice displacements due to
defects). Through a numerical differentiation,
the displacement field can be converted into a
local strain field or local crystal inclination!?2.
Importantly, the local displacement, strain, and
crystal-plane inclination are all measured on
the crystal planes that are normal to the re-
ciprocal lattice point Gpr;. Measuring the full
strain tensor is possible by combining BCDI
measurements on multiple Bragg peaks!?124,
Furthermore, the X-ray interference of all parts
of the crystal is critical for detecting clear in-
terference fringes and therefore is a key require-
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ment for capturing the distortions in the co-
herent diffraction profile, although small devia-
tions from perfect coherence can be accommo-
dated '2>126. The size of the nanocrystal is lim-
ited from below by the amount of scattering sig-
nal: too small particles will generate insufficient
intensity in the interference fringes and make
the inversion impossible. The size of the crystal
is limited from above by experimental geome-
try (interference fringes become too small to be
resolved) and more importantly by the break-
down of the kinematic approximation!?”. While
the experimental geometry limitation can be
overcome by larger sample-detector distance or
smaller detector pixels, the latter requires an in-
terpretation of the diffraction signal in terms of
dynamical diffraction theory. The limit for the
validity of kinematical approximation is about
1 pm for Au nanocrystals?”. An interpretation
of BCDI data from intermediately sized crystals
is possible within the quasi-kinematical approx-
imation 2%,

4.6.3 Ptychography

Ptychography is another method that uses it-
erative phase retrieval to form an image of the
specimen under study®?. Ptychography com-
bines raster scanning during the experiment
with iterative phase retrieval during the anal-
ysis. Specifically, the early works on X-ray pty-
chography 2 showed that the overlap of illu-
mination regions during a raster scan leads to a
robust conversion of the iterative phase retrieval
algorithm. In the last decade, X-ray ptychogra-
phy matured and is widely used to study biolog-
ical systems 39131 X-ray optics*%133 magnetic
structures®!, or the structure of integrated cir-
cuits at nanoscale'®>. Ptychography can be
used to image extended objects, which is a ma-
jor advantage as compared with other diffrac-
tive imaging approaches such as BCDI. Finally,
X-ray ptychography is appealing to studying
electrochemical systems: the method is applica-
ble operando due to the high penetration depth
of hard X-rays, enables studying extended ob-
jects, and leads to a robust inversion of scatter-
ing data.



4.7 Determination of composition
and electronic structure

4.7.1 Resonant anomalous X-ray scat-
tering

Resonant anomalous X-ray scattering (RAXS)
combines X-ray diffraction techniques with X-
ray absorption spectroscopy (XAS). It allows
to probe the long-range structural order and,
in addition, to provide element-specific struc-
tural information for atoms of a selected el-
ement within this structure. The theoretical
foundation for RAXS and its applications in
experiments at modern synchrotron X-ray ra-
diation sources was reviewed comprehensively
by Walker and Specht. 3¢ RAXS is based on the
analysis of the scattering near an X-ray absorp-
tion edge, where the atomic form factor of the
corresponding element exhibits a pronounced,
so-called anomalous dependence on photon en-
ergy (see chapter 2.5). By quantitatively ana-
lyzing the scattered X-ray intensity distribution
as a function of the energy, the position of the
atoms of this element in the structure can be
located. This principle can be applied to every
X-ray scattering method.

RAXS experiments have to be performed at
synchrotron X-ray sources, where the energy
can be scanned with a resolution of at least 1
eV through the absorption edge of the studied
resonant element. During this energy scan, the
scattering vector q must be maintained. The
scattering intensity at a specific q as a func-
tion of energy is called a RAXS spectrum. Its
variation near the absorption edge energy con-
tains both structural and electronic information
about the resonant element, which can be re-
trieved by modeling.

The general mathematical equation for com-
puting the RAXS intensity is given by combin-
ing Eq. 4, 5, and 40, resulting in

Fror(a,epn) = Fnr(q) + Fr(a, epn)
= Gifos(@e e

+ (f/(gph) + Z.f”(‘L:Ph» Z eriq'rke_Mk

k (63)

o6

According to Eq. 63, the RAXS structure fac-
tor Fror(q,epy) can be split into two contribu-
tions, one (Fyg) from the non-resonant Thom-
son scattering described by the g-dependent
form factors fy;(q), and the other (Fg) from
the resonant contributions of the selected ele-
ment caused by the dispersion corrections (f’
and f”), which vary with X-ray energy epy,.
Fygr is a sum over all atoms in the sample’s
unit cell, which are described by their position
r;, their site occupancy 0;, and their Debye-
Waller factor M;. The sum in F only includes
the atoms of the resonant element. This cal-
culation requires as prior: knowledge of the
dispersion corrections f’ and f” as a func-
tion of photon energy. f” can be obtained
experimentally by X-ray absorption near edge
spectroscopy (XANES), f’ is computed from
f" through a Kramers-Kronig transformation.
In addition, the non-resonant structure factor
Fnr(q) is needed for fitting the RASXS spec-
tra. The latter is usually obtained from scatter-
ing data recorded at an energy far away from
the absorption edge, where the resonant scat-
tering factor can be ignored. Once the non-
resonant total structure factor is known, the
RAXS can be fitted by optimizing the occu-
pancy, position and Debye-Waller factor for the
resonant atoms.

Besides this traditional fitting approach based
on a structural model, F'r can also be obtained
from a model-independent approach, where the
structure factor for the resonant atoms is ex-
pressed as

Fr(q,epn) = [f'(epn) + if"(epn)|Ar(q)e™ @

(64)
This expression is independent on the struc-
tural parameters of resonant atoms and intro-
duces instead two new fit parameters, the co-
herent occupancy Agr(q) and coherent position
Pgr(q).8* If Fyg is known, each RAXS spec-
tra can now be fitted separately with one pair
of coherent parameters. Using this approach
for multiple RAXS spectra recorded at differ-
ent ¢ values, the obtained Ag(q) and Pgr(q)
values can be employed in a discrete Fourier
synthesis to regenerate an electron density pro-
file for the resonant element. Due to the fi-



nite number of q positions where RAXS spec-
tra are recorded, the resonant element peak in
the deduced electron density profile is broad-
ened, but the peak positions correctly represent
the positions of the associated resonant atoms.
The atomic positions determined by this model-
independent approach can then be used as con-
straints in further fits of the RAXS data by con-
ventional modeling, which then provides the full
structural parameters, including position, oc-
cupancy, and Debye-Waller factor. This pro-
cedure can be iterated until a self-consistent
structural model is obtained where the posi-
tions from model-independent fitting and the
deduced electron density profile of the resonant
element are in agreement with the total electron
density distribution derived from non-resonant
CTR fitting.

Because of the strongly increasing X-ray ab-
sorption with decreasing photon energy, most in
situ RAXS studies of electrochemical or solid-
liquid systems employ hard X-rays (> 5 keV).
Studies at lower photon energy ("tender X-
rays") typically have to be performed under
vacuum, as even air leads to pronounced ab-
sorption. Light elements are therefore difficult
to access by in situ RAXS. Nevertheless, first
ex situ RAXS studies of electrochemical ma-
terials that studied Bragg reflections at the CI
and S L edges using tender X-rays have recently
emerged. 137 Similar in situ studies seem feasi-
ble but will require adapting cell designs and
approaches from in situ X-ray absorption and
photoelectron spectroscopy.

4.7.2 Resonant anomalous surface X-
ray scattering

Even though the theory of RAXS was estab-
lished by Walker and Specht as early as 1994,
its wide application to surfaces and interfaces
was only realized one decade later. Park et
al.8 employed RAXS in pioneering anomalous
X-ray reflectivity studies to resolve two species
of outer-sphere adsorbed Pt(NH3),%T above a
quartz (100) surface. In that work, the math-
ematical basics for modeling resonant anoma-
lous surface X-ray scattering (RASXS) data
were provided, which laid the foundation for
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many follow-up studies. Most in situ RASXS
measurements focused on the surface sorption
chemistry of ions or nanoparticles at different
mineral-water interfaces under open circuit con-
ditions. Applications of RASXS in the field
of electrochemistry and energy science are still
scarce. Nevertheless, this technique is of great
interest here as well, as it’s element sensitivity
can significantly help to unambiguously resolve
the location of species of interest at the solid-
fluid interface.

In a RASXS experiment, the resonant anoma-
lous scattering at q values along the specular
and non-specular CTRs (see chapter 4.4.2) is
recorded. These data are analyzed using the
methodology described in the previous chap-
ter, i.e., by applying Eq. 63 to the structure
factors of the CTRs. As an example, data ob-
tained from an in situ RASXS study of Zr,0O,
aggregation on muscovite (001) surface in aque-
ous NaCl solutions is shown in Figure 22.!38
Here, the evolution of the aggregate on the
surface was investigated as a function of ionic
strength. The measurement in each solution in-
cluded recording the specular reflectivity (Fig-
ure 22a) at a photon energy of 16 keV (figure
22) and collecting 21 RAXS spectra (example
shown in Figure 22b) at different ¢ positions
along the specular axis by scanning the photon
energy through the Zr K-edge (17.998 keV). The
modeling of the reflectivity data provided the
total electron density profile (solid lines in Fig-
ure 22c), while the vertical distribution of the
electrons associated with the Zr atoms was ob-
tained from independent fits of the RAXS spec-
tra (filled area in Figure 22¢). In combination,
these data revealed together, with complemen-
tary AFM measurements, a multistep growth
process with increasing ionic strength. Here,
the primary building units first aggregated into
nanosheets, which then grew laterally and, fi-
nally, became stacked vertically, resulting in
3D nanoparticles. RAXS played a key role in
unraveling this complex mechanism, as it al-
lowed to unambiguously separate the contribu-
tion of the Zr atoms from that of other inter-
facial species in the total energy density distri-
bution. This example illustrates the value of
element-sensitive data in determining complex



interface processes on a molecular scale.

4.7.3 Determination of electronic struc-
ture by RAXS

By combining RAXS with ab initio theory
calculations, information about the electronic
structure can be obtained, for example, on elec-
tron transfer and electric orbital hybridization
during covalent bond formation. To understand
how this works in principle, we first revisit the
conventional approach for fitting RASXS spec-
tra described in chapter 4.7.1. Here, the dis-
persion corrections to the form factor (f' +
if”) are obtained from experimental XANES
data, using the assumption that all resonant
atoms are structurally equivalent in terms of
geometrical surrounding, symmetry, and elec-
tronic state. This constraint works well in many
cases, for example, in RASXS studies of systems
where the resonant atoms are present as ad-
sorbates above a substrate. However, problems
arise if the resonant atoms are present in differ-
ent environments, e.g., at the interface and in
the substrate itself, since those structural non-
equivalent atoms of the resonant element should
respond differently to the energy scan through
the absorption edge. In this case, the resolved
distribution of the minority species of the reso-
nant atoms, i.e., the adsorbed atoms at the in-
terface, could be faulty, because the experimen-
tal dispersion corrections used in the fits by the
structural model are only average values. This
limitation can be overcome by using dispersion
corrections f’ and f” that are calculated by
density functional theory (DFT). This method
became practically feasible only recently with
the advent of advanced self-consistent ab initio
software for the simulation of X-ray absorption
and X-ray resonant scattering spectroscopy, '3
which allows the simulation of the CTR inten-
sity for a known surface structure (to be re-
solved by fitting CTR data) at any specified
momentum transfer q and X-ray energy epy,).
In these simulations, the structurally nonequiv-
alent resonant atoms can be described by differ-
ent resonant form factors, depending on their
geometrical surroundings and symmetry. In
addition, also the polarization dependence of
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RAXS spectra can be simulated. As a result,
a full picture of the local environment of the
resonant absorbing atoms can be obtained, in-
cluding both geometrical surroundings and elec-
tronic parameters. This allows geting insights
into changes of the electronic orbitals due to in-
terface processes, such as electron transfer and
orbital hybridization. Although the applica-
tion of this DFT-assisted approach to the elec-
trochemical interface is still in its early stages,
some interesting results have recently been pub-
lished by Soldo-Olivier, Grunder and cowork-
ers. 10141 Tn this work, pioneering experimen-
tal results on the charge distribution at metal-
electrolyte interfaces, specifically platinum and
Br-covered copper electrodes, were reported.
These studies found that, contrary to common
belief, the surface charge is not located directly
at the metal surface but spread out over the two
outermost atomic planes. Such data can be di-
rectly compared to ab initio molecular dynam-
ics simulations. RAXS is unique in its ability to
probe simultaneously geometric and electronic
structures and expected to play an important
role in future fundamental studies of electro-
chemical interfaces.

5 Fundamental electrochem-
ical interface structure

Insight into the atomic-scale structure of elec-
trodes in an electrochemical environment is an
important prerequisite to the fundamental un-
derstanding of reactions at these interfaces. In
situ surface X-ray diffraction methods have pro-
vided detailed structural data on the electrode
surface structure. In particular, these methods
have revealed surface structural changes as a
function of potential as well as differences in the
surface structure found under UHV conditions.
In this section, we review results on the inter-
face structure in the absence of electrochemi-
cal reactions, i.e., in the double layer potential
regime. Because many of these studies have al-
ready been described in previous reviews, 1427153
we keep this section brief. We first discuss in
situ SXRD studies of structural transitions at
metal electrodes, both of the metal itself and of



1S=102 mM
.

100 mM NaCl

Intensity

10 mM NacCl

1 mM NacCl

Intensity

0 mM NaCl

0 5 10 15 20 25 30
Height from the Surface(A)

18.00 18.05 18.10 18.15

Energy(keV)

1790 17.95 -5
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(reprinted from Ref.!3®. Copyright 2018 American Chemical Society).

adsorbate layers on top of the metal, and then
provide an overview of the interface structure
at non-metallic electrodes, especially oxides.

5.1 Metal electrode structure
5.1.1 Surface reconstruction

Surface reconstruction is a well-known phe-
nomenon in UHV surface science. It denotes
the case where the atoms in the materials’ sur-
face layer(s) form a 2D ordered arrangement
that deviates from that of the ideally truncated
crystal lattice. In the following, we adopt this
traditional definition of surface reconstruction.
However, we note that in the more recent lit-
erature, often a less stringent wording is em-
ployed, where any restructuring at the surface
of a material, including morphological changes
(e.g., surface roughening), the formation of dis-
ordered structures, and chemical phase changes
(e.g., surface oxidation), is called surface recon-
struction.

Under UHV conditions, surface reconstruc-
tions are found on the clean surfaces of cer-
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tain metals, e.g., Au, Pt, and Ir, but also can
be induced by adsorbates. They originate from
the different chemical environments of the sur-
face atoms and result in a reduced surface en-
ergy. Typically, the 2D unit cell describing
the periodicity of the reconstructed surface is
larger than that of the unreconstructed sur-
face and has a defined orientation with respect
to the underlying bulk lattice. This results
in additional superstructure rods in between
the CTRs, which are well accessible to sur-
face diffraction measurements. Indeed, GIXRD
studies and surface crystallographic analysis of
CTR data played a central role in determining
the structure of the reconstructions of Au and
Pt at the metal-vacuum interface. 14158
Surface reconstructions can also be observed
on Au and Pt single-crystal surfaces in an elec-
trochemical environment, where their stability
usually depends on the potential.'®® Specifi-
cally, the reconstructed surface is usually only
stable below a critical potential, which is de-
termined by the electrolyte composition. Pos-
itive of this critical potential, a surface phase
transition to an unreconstructed surface oc-



curs. Direct evidence for the presence of sur-
face reconstruction in electrolyte solution was
first provided by in situ GIXRD measurements
of Ocko et al. for the case of Au(100) electrodes
in HCIO, solution. % They demonstrated that,
similar to the surface structure found in UHV,
the reconstruction of the Au(100) electrode con-
sists of a densely-packed hexagonal Au sur-
face layer on top of the square substrate.
Upon increasing the potential, the reconstruc-
tion was found to disappear above the poten-
tial of zero charge but recovered upon chang-
ing the potential back to values below -0.3
Vag/agct, albeit with some hysteresis. Similar
in situ GIXRD were performed by Ocko and
coworkers for Au(111)!61162 and Au(110)%3
in acidic and neutral electrolyte solutions, re-
vealing a qualitatively similar potential depen-
dence. Au(111) electrodes exhibit at negative
potentials a (23 x v/3) reconstruction, consist-
ing of dislocation stripes. The reconstructed
Au surface layer is 4% uniaxially compressed
along the [100] direction and exhibits the same
local order as in the herringbone reconstruction
found on well-annealed Au(111) single crystals
but has a more disordered arrangement of the
3 differently oriented domains. Upon increas-
ing the potential, the phase transition between
the reconstructed and unreconstructed surface
at the critical potential occurs gradually via
a gradual change in the average separation of
the reconstruction stripes. Furthermore, the
transition potential was found to strongly de-
pend on the anion species in the electrolyte.
This was attributed to the effect of the sur-
face charge on the electrode surface but may
also be caused by the onset of anion chemisorp-
tion, as both are closely correlated and can-
not be easily separated (see Ref.10416° for a
discussion of this still controversially discussed
topic). In the case of Au(110), a mix of a
(1 x 2) and (1 x 3) reconstruction was found
in HCIO4, whereas in alkali halide solutions
only a (1 x 3) reconstruction was observed. 63
Also here, highly reversible transitions be-
tween reconstructed and unreconstructed sur-
faces occurred. Furthermore, a similar struc-
tural behavior was observed for the Au(111)
and Au(100) reconstruction in sulfuric acid
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solution!® and alkaline electrolyte.'67-169 All
these results were in good agreement with data
obtained by complementary surface-sensitive
methods, such as in situ scanning tunneling mi-
croscopy (STM), 170-172.172-175

In contrast to the very detailed studies of re-
constructions of Au single crystals, data on the
reconstruction of other metals is scarce. For
platinum electrodes, only the thermally pre-
pared (1 x 2) reconstruction of Pt(110) was
observed by in situ SXRD.!"®!" This struc-
ture was remarkably stable over a wide poten-
tial range and found to persist on the surface
even in the presence of adsorbed CO, which un-
der vacuum conditions induces a lifting of the
(1 x 2) phase on Pt(110). The reconstructed
Pt(100) surface does not survive immersion into
the electrolyte according to in situ STM obser-
vations, resulting in an unreconstructed surface
covered by 0.25 monolayer (ML) of Pt mono-
layer islands.'™ In contrast to Au, potential-
induced transitions from the unreconstructed to
a reconstructed surface were not observed on Pt
electrodes. This is probably related to kinetic
limitations of the required long-range surface
mass transport, because the surface mobility of
Pt is much lower than that of Au. Similar rea-
sons may be responsible for the inability to ob-
serve surface reconstructions on the electrodes
of other high melting point metals, such as Ir.
These limitations do not exist for metals such
as Cu and Ag, which have very high surface
mobilities at room temperature. Although the
clean metal surfaces of Cu and Ag do not recon-
struct, surface reconstructions can be induced
by adsorbates. Such reconstructions were ob-
served by in situ STM and AFM on all three
low-index Cu surfaces in the presence of ad-
sorbed anions, hydrogen, and hydroxide. !79-18
However, in situ SXRD studies of these systems
have not been reported up to now.

In addition to the steady-state surface struc-
ture, also the dynamic behavior of surface re-
constructions was assessed by in situ X-ray
scattering techniques. The kinetics of the struc-
tural transitions between reconstructed and un-
reconstructed surfaces were already addressed
in the early studies of Au(111) by Wang et al,
where the (23 x v/3) ¢ (1 x 1) transition was



studied during potential sweeps and steps by
monitoring the intensity at selected reciprocal
space positions along the CTRs and (23 x v/3)
superstructure rods.'61162 Lucas and cowork-
ers extended such in situ SXRD studies to el-
evated temperatures and found faster kinetics
of the surface phase transitions, which could
be attributed to the faster surface mass trans-
port. 186187 You and coworkers pioneered the
use of coherent surface scattering techniques to
study equilibrium fluctuations on Au(100) elec-
trode surfaces. 88189 Using in situ X-ray pho-
ton correlation spectroscopy (XPCS), they in-
vestigated fluctuations between reconstructed
and unreconstructed areas on the partly recon-
structed surface. These studies showed that the
electrochemical environment leads to increased
dynamics as compared to Au(100) surfaces un-
der UHV conditions and that the dynamics in-
crease further in the presence of halides, as ex-
pected on the basis of studies by in situ scan-
ning probe microscopy.

5.1.2 Surface relaxation

Even in the absence of surface reconstruction,
the symmetry break at the surface of a crystal
leads to changes in the bond distances. This
surface relaxation results in deviations of the
spacings between the topmost atomic layers as
compared to the bulk spacing, which are typ-
ically on the order of a few percent or lower.
Specular and non-specular CTRS are highly
sensitive to such changes in the layer spacings
(see Figure 17). Surface relaxations are signifi-
cantly affected by the presence of chemisorbed
species, ' which provides an indirect probe of
the latter, even for very weak X-ray scatterers
such as hydrogen. On the other hand, the effect
of surface relaxation as well as increased surface
vibrations (i.e., Debye-Waller factors) has to be
taken into account in any quantitative surface
crystallographic analysis.

Surface relaxation at a metal electrode was
first reported by Wang et al., who found on
the (23 x v/3) reconstructed Au(111) a 3.3% re-
laxation of the topmost layer whereas on the
unreconstructed, halide-covered surface no sur-
face relaxation was observed.!%? More detailed
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studies of the potential-dependent surface re-
laxation were reported by the group of Ross,
focusing on Pt electrodes. For Pt(100), an ex-
pansion of the top layer spacing was observed
when the potential was shifted 400 mV neg-
atively, from the region of hydroxide adsorp-
tion to a potential where the surface was cov-
ered by a hydrogen monolayer.!®? Similar re-
sults were obtained for (1 x 2) reconstructed
Pt(110), revealing a complex relaxation of the
topmost 4 Pt layers and an additional expan-
sion in the presence of both hydrogen and hy-
droxide adsorbates.'™ An outward surface re-
laxation was also induced by adsorbed CO? or
halides'® on Pt(111) electrodes. The amount
of vertical relaxation can depend strongly on
the local adsorption geometry. For example,
the atoms in the surface layer of Pt(111) cov-
ered by a (1/(19) x v/19) adlayer of CO exhibit
a very large expansion of 0.28 Aunder near-top-
site CO molecules, but only 0.04 Aunder near-
bridge-site CO.'%* Similar local relaxation ef-
fects were also observed on halide-covered Cu
electrodes!91% and will be discussed in more
detail in the next chapter. Surface relaxation
effects were also observed in SXRD studies of
bimetallic electrode surfaces'®” 2% and in non-
aqueous electrolytes.?°! Furthermore, a close
correlation between the vertical surface relax-
ation and the surface stress was found, which
could be rationalized by their dependence on
the metal’s electronic structure. 202203

5.2 Adsorbates at metal elec-

trodes

Adsorption of electrolyte species at the elec-
trode surface, such as anions, cations, neu-
tral chemisorbed species, and solvent molecules,
is a ubiquitous phenomenon in electrochemi-
cal systems. These adsorbates can either di-
rectly participate in electrode reactions or be
present as spectator species that influence the
reactions. Clarifying the precise arrangement
of these species at the interface is thus of cen-
tral importance for understanding the electro-
chemical reactivity. Together with in situ scan-
ning probe microscopy, in situ surface X-ray
scattering methods have played a central role



in such data on the adlayer structure. First
attempts at investigating adsorption phenom-
ena by in situ XRD were made by Fleischmann
and coworkers, who employed a laboratory X-
ray anode for studies of potential-dependent
changes in the scattering of polycrystalline and
thin film electrodes.?%4 2% However, unambigu-
ous surface structural data was only obtained
in studies by Melroy, Toney, and coworkers,
where synchrotron radiation was used for in situ
GIXRD studies of metal monolayers formed
by underpotential deposition (UPD) on single
crystal electrodes.?°" 210 Indeed, these studies
represent the very first direct determination
of the atomic-scale structure at an electrode-
electrolyte interface. Many similar studies of
adlayer structure have been performed since
then, revealing a complex, potential-dependent
surface phase behavior of the adsorbed species.
In the following chapter, a short overview is
given, focusing on the results from SXRD mea-
surements. For a more detailed discussion of

adlayer structures at electrode surfaces, we re-
for to Ref,148:149,211

5.2.1 Anion adlayers

In situ SXRD studies of anion adlayers fo-
cused on halides adsorbed on coinage met-
als and platinum electrodes. %14 Here, vari-
ous ordered adlayers were found positive of a
critical potential. The structure of these ad-
layers depends on the in-plane order of the
substrate and the coverage, which in electro-
chemical systems is determined by the poten-
tial. On the (111) surface of Au, Ag, and Cu,
incommensurate structures were dominant, in
which the halide packing density continuously
increased with increasing potential (see Figure
16c-¢). 961452127216 At the most positive poten-
tials, prior to the onset of halide-induced metal
dissolution, Au(111) and Ag(111) are covered
by close-packed 2D incommensurate adlayers.
In the case of iodine, this 2D adlayer is pre-
ceded by an uniaxially-incommensurate c¢(p X
v/3) phase and, on Ag(111), a commensurate
(v/3 x v/3)R30°.** On Cu(111), GIXS mea-
surements were only performed for CI, finding a
2D incommensurate adlayer.?216 On Pt(111)
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disordered adlayers or commensurate structures
with larger unit cells were observed, usually
with more than one adsorbate in the super-
structures unit cell. Examples are a (3 x 3)
and (\/7 x /T YR19° superstructure of iodide on
Pt(111) 15193 Apart from GIXS studies, also in
situ CTR studies were performed for Cl and
Br on Au(111), which provided similar adlayer
coverages as the in-plane studies and a vertical
spacing between the halide and the Au surface
layer of 2.4 A, indicating chemisorption of these
species. 162

On (100) and (110) surfaces, predominantly
commensurate structures are observed, reflect-
ing the higher energetic corrugation of the (100)
as compared to the (111) lattice. Incommensu-
rate adlayers were only found on Au(100) elec-
trodes, namely a (v/2 x p)R45° structure, which
undergoes a 2D phase transition to a commen-
surate, quasi-hexagonal (v/2 x 2v/2)R45° ad-
layer, 145148217 and for iodide coadsorbed with
alkali cations on Au(110).?'® The most com-
monly observed structure on (100) surfaces is a
¢(2 x 2) adlayer with a coverage of 0.5 ML (Fig-
ure 23a), which has been observed for Cl and Br
on Ag(100) and Cu(100).146:195,196,219-224 g
particularly simple type of adlayer is highly
suited for in-depth studies of anion adsorp-
tion. Ocko et al. studied by in situ GIXS
the potential-dependent transition between the
disordered and the ¢(2 x 2) ordered Br ad-
layer on Ag(100).2!%220 They found that the
formation of the ¢(2 x 2) phase occurred in
a second-order phase transition at a coverage
of 0.35 ML as determined from chronocoulo-
metric measurements, in good agreements with
simulations.??>226 Detailed in situ CTR mea-
surements were performed for Cl and Br on
Cu(100), revealing the detailed adsorption ge-
ometry. 195196221224 A i UHV,?%7 the halide
ions adsorb in fourfold-hollow sites. However,
in-depth SXRD studies and corresponding DFT
calculations revealed subtle but distinct differ-
ences to adsorption from the gas phase, caused
by the adjacent electrolyte.!9%:196,221,223,228,229
Specifically, the Cl-Cu bond length is notice-
ably increased, the spacing between the two
topmost Cu layers is contracted, and the buck-
ling of the Cu atoms in the second layer is



reversed in the presence of the electrolyte as
compared to UHV. On the basis of DFT cal-
culations, these effects could be assigned to
the influence of water and cations in the outer
Helmholtz plane of the electrochemical double
layer.

In a similar way, also the influence of “specif-
ically adsorbing” cations that interact more
strongly with the adlayer has been assessed.
On Ag(100) and Cu(100) surfaces that are
fully covered by a ¢(2 x 2) halide adlayer a
partial coverage of coadsorbed (hydrated) K+
and Cs™ cations was found by SXRD (Figure
23b).223,228-230 Thege coadsorbed cations were
proposed to be located in fourfold coordinated
sites with respect to the halide anions under-
neath. They were bound to those via bridg-
ing hydration water and gradually desorbed to-
wards more positive potentials (Figure 23b,c).
In an intermediate coverage range, the anion
and cation mutually promoted their adsorption
on the electrode surface.??® This cooperative
adsorption manifests in an enhanced Br ad-
sorption as compared to electrolytes with non-
specifically adsorbing Li™ cations and a corre-
sponding maximum in Cs™ coverage near the
potential of the 2D phase transition between
disordered and ¢(2x2) adlayer. Recently, also
adsorbed Cs™ on the (1 x 2) reconstructed
Pt(110) was reported.?®! These measurements
illustrate that also the outer parts of the elec-
trochemical double layer are accessible to in
situ SXRD studies, making it possible to probe
the subtle interplay of the molecular interac-
tions in this part of the interface region. Fur-
thermore, Nakamura et al. demonstrated for
the same system that the dynamics of adsorp-
tion processes can be studied on sub-millisecond
time scales by fast time-resolved SXRD mea-
surements, allowing to detect short-lived tran-
sient states.?? Based on these experiments they
proposed that the Cs™ ions were in a first step
accumulated in the outer Helmholtz plane, fol-
lowed by a slight vertical relaxation towards
the surface (Figure 23c). These time-resolved
studies required averaging over ~ 10 potential
cycles and thus require highly reversible sys-
tems. However, with the increasing availabil-
ity of 4th generation synchrotron sources and
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XFELs, also dynamic studies of less reversible
processes may get into reach. Finally, also the
electronic interface structure of halide-covered
electrodes has been recently probed by pioneer-
ing studies of Grunder et al., using resonant
surface X-ray diffraction.*232 Together with
ab initio calculations, these measurements al-
lowed to determine the charge distribution at
¢(2 x 2) - Br covered Cu(100) electrode. They
showed that the bonding of the chemisorbed ad-
sorbate to the metal leads to a rearrangement
of the charge and a shift of the surface dipole
moment into the metal electrode. 4!
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Figure 23: (a) Structural arrangement in the
¢(2 x 2) halide adlayer on (100)-oriented fcc
metal surfaces. (b) Influence of alkali cations on
the Br adlayer coverage on Ag(100) (reprinted
from Ref.??® with the permission of the APS).
(c¢) Temporal changes of the adlayer structure
in Cs-containing solution during a potential
step from -0.1 to -0.6 V, derived from in situ
XRR measurements with 100 ps time resolu-
tion (Reprinted from Ref.??. Copyright 2014
American Chemical Society).

5.2.2 Metal adlayers

The formation of metal adlayers via under-
potential deposition (UPD) is an extensively
studied phenomenon in interfacial electrochem-
istry. 23324 In situ surface X-ray scattering
technique have contributed greatly in resolv-
ing the atomic-scale structure of these adlay-
ers. From the initial in situ GIXS studies



on, UPD adlayers of heavy metals, such as
Ph, 177,193,207-210,235,236 | 236-243 5, By 244247
were studied on the (111) and (100) surfaces of
Ag, Au, and Pt. For Pb and Tl on Ag(111) and
Au(111), hexagonal close-packed adlayers with
2D incommensurate structures were found that
were continuously compressed with decreasing
potential. 207210:236 This electrocompression ef-
fect is similar as found for halide adlayers, but
much smaller in magnitude. For T1 on Au(111)
in alkaline electrolyte, in addition, an incom-
mensurate aligned-hexagonal phase was found
at more positive potentials.?3%23% T1 UPD lay-
ers on Au(100) and Ag(100) form (p x v/2),
which compress uniaxially. 24241 A particularly
rich structural phase behavior was observed for
Bi UPD layers. On Au(111), first a (2 x 2)
and then a uniaxially incommensurate (p x v/3)
structure forms with decreasing potential. 245246
The latter structure was also observed for Bi
on Ag(111).2** On Au(100), a sequence of even
three ordered adlayer phases is observed: a
(3 x 3)R45° structure consisting of square Bi
quadrumers, a c(\/§ X 3\/5) structure, where
the Bi adatoms are arranged in zigzag chains,
and a quasi-hexagonal close-packed c(p x 2)
adlayer, which is uniaxially incommensurate
and compressible.?*” In contrast, UPD layers of
these metals on Pt electrodes had commensu-
rate structures or were disordered. Pb forms
a (3 x V/3) structure on Pt(111), whereas it
is disordered on Pt(100) and Pt(110).2*> Bro-
mide anions have a strong influence on the Pb
adlayer, inducing on Pt(100) a ¢(2 x 2) order-
ing?%249 and on Pt(111) a p(2 x 2) structure,
which was attributed to a PbPt surface alloy. 2°°
SXRD studies of irreversibly adsorbed Bi found
a disordered adlayer with a coverage of ~1/3
ML on Pt(111)%"! and a ¢(2 x 2) structure on
Pt(100). 22

The arguably best-studied system is the UPD
of copper. In this case not merely a metal
monolayer is formed, rather Cu coadsorbs with
specifically adsorbing anions. A key system
here is Cu UPD on Au(111) in sulfuric acid so-
lution where a with decreasing potential first a
(\/3 X \/§)R30° superstructure is formed, which
in a second surface phase transition changes to
a full Cu monolayer with adsorbed sulfate on
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top. The arrangement in the (\/§ X \/§)R30°
phase was clarified in detailed surface crystal-
lographic studies and shown to consist of a Cu
honeycomb lattice with 2/3 ML coverage, in
which 1/3 ML of sulfate ions were adsorbed in
the honeycomb centers, bound via 3 of their
oxygen atoms.?*?* An identical behavior was
found for the Cu UPD adlayer in sulfuric acid
on Pt(111).%° The influence of the anion on the
adlayer structure increases for more strongly
coadsorbing ions, such as halides. For Cu UPD
on Pt(111) in Cl or Br containing solution sto-
ichiometric bilayers with a hexagonal incom-
mensurate structure are formed, in which the
2D Cu and the halide lattices were in reg-
istry with each other, but not with the sub-
strate. 297258 This type of arrangement, which
was determined using anomalous surface scat-
tering, resembles that found in the (111) plane
of CuCl and CuBr salts, respectively. Cu
UPD on Pt(100) was found to occur always in
form of a pseudomorphic (1 x 1) layer, but the
potential range and formation kinetics signifi-
cantly increased in the bromide-containing so-
lution, 249:259,260

The mutual stabilization of anions and
cations on metal electrodes is not restricted
to Cu UPD, but has been observed in a num-
ber of systems. Particularly insightful are in
situ X-ray surface scattering studies of Wang
and coworkers that reported the presence of
salt-like adlayers of halides coadsorbed with
Tl or Pb on Au(111) electrodes in acidic elec-
trolyte.?42:243.261. These systematic studies re-
ported a complex potential-dependent sequence
of differently ordered adlayer structures. With
increasing potential, the stoichiometry changes
stepwise from a purely metallic adlayer to a
pure halide layer. In an intermediate potential
range, various salt-like phases are found, in-
cluding phases with a square 1:1 arrangement
of halide and metal. The halide is either coad-
sorbed with the metal species on the Au surface
or resides on top of the adsorbed metal layer.
In both cases, the ad-metal is stabilized on the
electrode surface at much more positive poten-
tials as in halide-free electrolyte. For Pb in
Br-containing solution, the transition between
the different mixed adlayer phases was found to



be slow, resulting in the long-term coexistence
of those phases. 20!

Among the other UPD systems studied by in
situ SXRD methods, the most interesting cases
are Ag and Pd UPD. Ag UPD on Au and Pt
is unusual in that respect that not only mono-
layer but also bilayer phases are formed prior to
the onset of bulk Ag deposition. According to
SXRD measurements on Pt(111), the initially
formed Ag monolayer is pseudomorphic, despite
the large lattice mismatch to the Pt substrate,
whereas the bilayer adapts an expanded hexag-
onal lattice to partly release the associated sur-
face stress.?%2:263 This commensurate to incom-
mensurate transition is accompanied by a sub-
stantial decrease of the Ag-Pt spacing and an
expansion of the vertical spacing between the
two Ag layers as compared to bulk Ag, which
was attributed to charge transfer from Ag to
Pt and results in enhanced adsorption of sul-
fate anions and CO on the Ag top layer. Pd
UPD is of interest for electrocatalysis and hy-
drogen storage (see section ). It was studied on
Pt(111) and Pt(100) by the Markovic group,

who reported a pseudomorphic growth behav-
Jor, 198,264,265

5.2.3 Molecular adsorption

Adsorbed molecular species play a central role
in electrochemical reactions, e.g. as intermedi-
ates, inhibitors, or accelerators. Although these
molecular adsorbates often only contain low-
Z elements (C, O, H) and thus scatter X-rays
only weakly, their in-plane order often could
be detected successfully. The reason for this
is the local relaxation of the substrate lattice,
induced by the chemisorbing molecule. This re-
laxation leads to a periodic modulation of the
(strongly scattering) atoms in the substrate’s
surface layer(s) with the same in-plane period-
icity as that of the adlayer structure, which can
provide a strong and often dominant contribu-
tion to the diffraction signal.!%*

The by far most studied molecular adsorbate
is CO, owing to its importance as a catalyst
poison and reaction intermediate. Especially
CO on Pt(111) is a key model system in in-
terfacial electrochemistry and has been studied
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in detail by in situ surface diffraction. 194:266-270

In situ STM studies showed that CO adlayers
formed by adsorption from CO-saturated solu-
tion adapt at potentials near the onset of hy-
drogen evolution a (p2 x 2) structure with a
coverage of 0.75 ML, which undergoes a transi-
tion to a (v/19xv/19)R23.4° adlayer with 13 CO
in the unit cell (13/19 ML coverage) upon in-
creasing the potential into the "pre-oxidation"
range.?"1?”2 This adlayer phase behavior was
confirmed by wn situ SXRD measurements,
which allowed not only to clarify the structure
but also to study the adlayer kinetics during
potential sweeps. 194267270273 Thege studies re-
vealed that the stability of the two phases and
the surface phase transition depend strongly on
the CO partial pressure in the solution as well
as on the anion species in the electrolyte. Fur-
thermore, temperature-dependent SXRD stud-
ies of the p(2 x 2) ¢ (v/19 x v/19)R23.4° transi-
tion showed that the ordering of the (p2x2) CO
adlayer has a maximum near room temperature
and that (v/19 x v/19)R23.4° ordering increases
with temperature.'* The (p2 x 2) CO adlayer
was also studied by n situ resonant anomalous
surface X-ray scattering, from which the Pt-C
binding distances were determined.?™

On Pt(100) electrodes, CO induces surface re-
laxation, but no ordered CO adlayers were ob-
served in SXRD studies,?™ in contrast to re-
ports by in situ STM.27%2"" No ordered CO ad-
layers were also found on Au(111), Au(100),
and Au(110) electrodes, however, in alkaline
electrolyte the presence of CO in the electrolyte
stabilized the surface reconstruction in these
systems over a wide potential regime.1%9278 In
addition, bimetallic systems of Pt and other
metals have been investigated, owning to the
interesting electrocatalytic properties of Pt al-
loys. Lucas et al. studied the interaction of
CO with metal UPD layers adsorbed on Pt
single-crystal surfaces. Cu and Pb adlayers on
Pt(111) and Pt(100) were found to be displaced
by CO, whereas the (¢2 x 2) Bi UPD layer on
Pt(100) was unaffected. *"2™ Pd monolayers on
Pt(111) exhibited a reversible vertical contrac-
tion of the Pd-Pt spacing upon CO adsorption
and transformed into a Pd oxide phase in the
CO oxidation region.?®" Ag mono- and bilayers



on Pt(111) were found to adsorb and oxidize
CO, contrary to Ag(111) electrodes, which was
attributed to Pt-induced changes in the elec-
tronic structure.?%3

A second type of molecular adsorbates that
are of great importance in fundamental elec-
trochemistry and electrocatalysis are oxygen
species, such as OH, water, and H3;O". For
Pt(111) in HCIO, solution, Kondo et al. re-
ported a continuous increase in the coverage
of oxygen species and a concomitant relax-
ation of the spacing of the topmost Pt layer
in the entire double-layer regime.?®!' In accor-
dance with results for Pt(111) oxidation in the
gas phase and DFT calculations, they reported
a p(2 x 2) phase in their in situ SXRD studies
and assigned it to a mixed layer of OH,,, and
H,O. Furthermore, they observed in potential-
dependent measurements of the non-specular
CTR a distinct two-step process. This behav-
ior was attributed to random adsorption in the
broad region, followed by the formation of a
transient p(2 x 2) adsorbate phase and a sub-
sequent phase transition to a p(1 x 1) adlayer
at the sharp butterfly peak. In addition, SXRD
studies by Liu et al. found the formation of a
buckled top Pt layer in the butterfly region,?5?
in good agreement with DFT predictions.?®3 In
both SXRD studies, the CTR data was modeled
with the oxygen atoms in fcc or hep hollow sites,
on the basis of results from theory and oxygen
adsorption in the gas-phase. Nakamura et al.
reported a pronounced cation effect on OH ad-
sorption on Pt(111) in alkaline electrolytes.?%
Whereas Li" ions were found to stabilize OH,,
no such stabilization was observed in the case
of Cs" ions. A similar cation-induced stabiliza-
tion of OH,, was also reported for Ag(111) in
an alkaline solution.?®® Furthermore, in situ X-
ray reflectivity studies of Ru(0001) in H,SO,
solution revealed that the (bi)sulfate adlayer is
partially replaced by adsorbed oxygen species
between 0.6 and 1 V vs. reversible hydrogen
electrode (RHE).

The structure of water near metal electrodes
has been a topic of some controversy. Toney
et al. performed detailed CTR measurements
of Ag(111) in NaF solution.?%27 According
to their analysis, the orientation of the water
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dipoles flips upon reversal of the electrode’s po-
larity and the density of the interfacial water
layer significantly exceeds that of bulk water.
While the water layering and orientation rever-
sal are undisputed, the strongly enhanced wa-
ter density was not found in other X-ray sur-
face scattering studies and molecular dynamics
(MD) simulations of water at metal surfaces.
For Ag(100) in NaF electrolyte®® and Au(111)
in halide solutions, 62 the CTRs were well de-
scribed with water layers that corresponded to
the bulk water density. MD simulations as
well as more recent AIMD simulations of wa-
ter at Ag, Hg, and Pt electrodes also found
water layers with bulk-like density at the in-
terface. 897292 Furthermore, the interfacial wa-
ter at multilayer graphene on SiC was studied
by SXRD.?%3:294 Although the electron density
contrast between water and the solid is more
favorable here than in the case of metals, the
intrinsic heterogenity of these electrodes leads
to additional difficulties in the data analysis.
Zhou et al. studied this interface at open circuit
conditions and reported a slight hydrophobic
gap between graphene and the first water layer,
as predicted by AIMD simulations.?** How-
ever, the water-graphene interactions depended
strongly on the number of epitaxial graphene
layers and defects. Hayashi et al. performed
potential-depend measurements and proposed
an ice-like water bilayer at the interface with-
out adsorbed ions in the double layer.?%*

More recently, these studies of the near-
surface structure of the electrolyte near the
solid surface were extended to non-aqueous sys-
tems, in particular ionic liquids (ILs). First,
in situ XRR studies of these types of inter-
faces were performed for ILs at a sapphire sin-
gle crystal surface and revealed strong stratifi-
cation into alternating cationic and anionic lay-
ers, with the layering decaying into the bulk on
length scales of 1-2 nm.?% Studies of electro-
chemical interfaces to Au(111)2%297 graphene
on SiC,#%29  SrTi0,,%, boron doped dia-
mond, 3!, and Si.3%? These studies found simi-
lar interface layering, as well as a reversal of the
anion and cation layers with potential. In some
cases, substantial crowding, i.e., accumulation
of more than a single layer of one of the ion



species at the electrode surface, was observed
at potentials far away from the pzc.3093% Very
recent studies of mixtures of ILs with carbonate
solvents reported at positive potentials several
nanometer thick layers, in which the anion con-
centration was 3 to 5 times higher than that of
the cations.?"? Furthermore, very slow interfa-
cial dynamics on time scales from 10 to 1000 s
were reported. 2977299304

Overall, these studies illustrate the unique ca-
pabilities of X-ray surface scattering methods
for probing not only species that are directly
chemisorbed at the electrode surface, but also
the molecular arrangement within the outer
parts of the electrochemical double layer. How-
ever, precise measurements are challenging, and
clarification of the detailed structure of the elec-
trolyte near the electrode and its dependence on
the potential will require further efforts.

5.3 Interface structure of oxides
and minerals

Metal oxides have received increasing attention
in many research fields, including catalysis, gas
sensing, and contaminant removal. In the con-
text of electrocatalysis, oxides have become of
great interest in recent years, in particular as
catalysts for oxygen evolution and reduction.
Furthermore, oxide films and oxide-electrolyte
interfaces are of great interest in electrochem-
ical materials science and corrosion, especially
if they exhibit sufficiently high electric conduc-
tivity. Most studies of oxide interface structure
have been driven by questions coming from geo-
chemical and environmental science and focus
on common minerals, such as calcite, barite,
quartz, corundum, hematite, rutile, and mus-
covite. Although these are, with the excep-
tion of hematite, good electric insulators and
the state of their interfaces is, thus, controlled
by the solution chemistry rather than the po-
tential, the results obtained here are still rele-
vant for electrochemical systems. First, general
insight on oxide-electrolyte interactions is ob-
tained that can be transferred to oxidic elec-
trode materials. Second, (ultra)thin films of
such oxides or related species may form during
electrochemical reactions, e.g., due to passiva-
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tion, and affect the latter. We, therefore, in-
cluded this work in this and the following chap-
ter.

Oxides and other minerals typically have
multiple energetically stable crystallographic
planes of different terminations that would ex-
pose a rich combination of different surface oxy-
gen groups. The latter are potential binding
sites and are involved in a range of interfa-
cial processes. For example, they may facilitate
the surface complexation of metal ions, modu-
late the H-bonding network of interfacial water,
and induce the aggregation of small molecules
to form nanoparticles at the surface. Similar
to metals, oxide surfaces may reconstruct as
a function of potential and electrolyte condi-
tions. Obtaining insight into the atomic-scale
oxide-electrolyte interface structure is thus of
substantial importance for an improved under-
standing of oxide surface chemistry. In this
chapter, we will discuss in situ SXRD results
on the surface structure of oxides and minerals
in aqueous solutions.

5.3.1 Surface termination and surface
reconstruction

Because of the more complex bulk structure,
also the surface and interface structure of ox-
ides is much more complex than those of met-
als, as shown in extensive studies of clean ox-
ide surfaces under UHV conditions.3%5:3% Dif-
ferent crystal facets on oxides and minerals can
have very different stability. For oxides in con-
tact with the vacuum, a key aspect is sur-
face polarity. Surfaces that are charge-neutral
(nonpolar surfaces), i.e., carry identical an-
ionic and cationic charges in the top layer, are
typically thermodynamically stable. In con-
trast, surfaces that carry an excess charge (po-
lar surfaces) are unstable. Here, stabilization is
achieved either by reconstruction of the surface
or adsorbates, in particular the replacement of
surface oxygen species by OH. The latter stabi-
lization mechanism is easily accessible in aque-
ous solutions. Furthermore, in electrochemical
systems, the surface charge and, thus, the de-
gree of surface hydroxylation can be varied by
the potential.



Most oxide interfaces found in natural (aque-
ous) environments correspond to low-index
crystallographic facets. High-index surfaces can
usually only be obtained through specific syn-
thesis procedures and are typically very reac-
tive. Although the latter is often desired in elec-
trocatalysis, such high-index surfaces are unsta-
ble and tend to undergo structural reconstruc-
tion. In addition, different surface terminations
may coexist on surfaces with the same crystallo-
graphic orientation, depending on the prepara-
tion conditions. For example, an r-cut hematite
(1102) surface tends to terminate with a stoi-
chiometric crystallographic plane (Figure 24a)
upon annealing at 500°C,3"" whereas prepara-
tion via a chemical mechanical polishing pro-
cedure resulted in a partial transformation of
this stoichiometric surface termination into a
so-called half-layer termination.3*®. Consider-
ing that in all oxide crystal lattices multiple
atomic layers with different surface symmetries
exist, different surface termination patterns are
likely to occur in other oxide materials as well.

On well-prepared oxide single-crystal surfaces
in ultrahigh vacuum, often ordered surface re-
constructions are observed. Whether similar re-
constructions exist also in an electrochemical
environment is largely not clear, because of the
challenges to prepare oxide electrode surfaces of
similar quality. A first in situ GIXD study on
this topic was recently performed by Grumelli
et al. for the case of the (100) surface of mag-
netite.3%? This surface exhibits a characteristic
(\/5 X /2) R45 deg reconstruction, in which the
presence of subsurface Fe vacancies and inter-
stitials leads to a modified structure where the
top four atomic layers exclusively contain Fe3*
cations. 313! By exposure to pure water vapor,
this reconstruction is quickly lifted.3!! Never-
theless, the work by Grumelli et al. revealed
that the (\/5 X \/§)R45 deg structure remained
at least partly stable in 0.1 M NaOH, if the
potential is kept above 0.8 V vs RHE. Only
at more negative potentials, where the mag-
netite surface starts to be reduced, irreversible
removal of the (\/5 X \/§)R45 deg superstruc-
ture rods occurred. Considering that the recon-
struction corresponds to an oxidized state of the
surface, these results indicate that sufficiently
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oxidizing conditions are required to maintain
the reconstruction. Similar may be true for
other reconstructed oxide surfaces in an aque-
ous environment.

5.3.2 Surface relaxation

Similarly as in the case of metals, the atomic
layers at oxide surfaces tend to relax at surfaces
and interfaces, i.e., the bonds to neighboring
atoms expand or contract as compared to the
bulk lattice. This relaxation depends on the
oxidation state of surface species and the pro-
tonation of the surface and, thus, on the solu-
tion pH. The associated displacements from the
bulk lattice positions are in the sub-angstrom
range and can be easily resolved by surface X-
ray diffraction measurements. Schlegel et al.
applied X-ray reflectivity to probe the struc-
ture of quartz (100) and (101) surfaces in wa-
ter.312 The vertical relaxation of terminal oxy-
gen was found to be as large as 0.4 A, and the
relaxation observed for atoms in deeper layers
were decreasing quickly within a slab of 14 A.
A similar surface relaxation was observed on
barite (001) and (210) surfaces, which showed
a larger displacement of 0.4 A for the outer-
most SO, ions.?'? In addition, the second and
third SO, ion group was significantly rotated
with respect to the surface normal direction by
8° and 19°, respectively. The relaxation of Ba
ions is negligible (<0.07 A), and the relaxation
extended to a much lower depth (/3 A) much
smaller than that observed on quartz.?'? The
solution chemistry can influence surface relax-
ation as well. Zhang et al. compared the re-
laxation of the rutile (110) surface in deion-
ized water with that in Rb™ solution at pH
12.34 Interestingly, the surface Ti atoms are
displaced from their bulk positions by up to 0.05
A when exposed to deionized water, whereas
this relaxation is largely suppressed in Rb* so-
lution. Lee et al. studied by X-ray reflectivity
the surface relaxation of the muscovite (001)
surface in solutions containing different alkali
ions, including Li*, Na*, K*, Rb* and Cs*.31?
They reported systematic trends in the verti-
cal atomic displacements within a region up to
40 A from the surface. These involved a general



<0.1 A shift of the interlayer K* cations toward
the interface and an expansion of the tetrahe-
dral-octahedral-tetrahedral layers, except for
the top layer in contact with the solution. This
cation-dependent relaxation was found for the
distortion of the top tetrahedral sheet as well
as its tilting angle.

5.4 Adsorption on oxides and

minerals
5.4.1 General aspects

In situ surface X-ray scattering methods have
played a central role in determining the binding
geometry of adsorbed species on oxide surfaces,
which is considerably more complex than in the
case of metal surfaces. On oxides, surface func-
tional groups, namely under-coordinated oxy-
gen species, are reactive surface sites respon-
sible for a variety of interface reactions, in-
cluding adsorption of surface complex species.
In an aqueous solution, metal atoms at ox-
ide surfaces are coordinated with aqueous O
species (OH™, Hy,O, H3O™). Those groups are
under-saturated, i.e., containing unoccupied or-
bitals that enable surface complexation reac-
tions. In addition, lattice O atoms may be
under-coordinated as well due to the presence
of broken metal-O bonds at the surface, e.g., at
surface defects. Consequently, surface complex
species can be bound to different types of sur-
face functional groups, giving rise to numerous
binding configurations. Traditionally, surface
binding is categorized into two large groups,
inner-sphere (IS) and outer-sphere (OS) bind-
ing mode, which correspond to species in the
inner and outer Helmholtz layer in electrochem-
ical nomenclature.

In IS binding mode, the adsorbate forms at
least one covalent bond with a surface O group,
resulting in a comparably short distance of the
complex from the surface. The binding con-
figuration is then further distinguished by the
number of formed covalent bonds to the sur-
face. Common configurations are monodentate
(MoD), bidentate (BD), tridentate (TD), and
tetradentate (TeD) binding corresponding to
adsorption via one, two, three, and four cova-
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lent bonds, respectively. Apart from the num-
ber of covalent bonds, the origin of the surface
O species that are involved in the surface com-
plexation reaction can be different. One dis-
tinguishes mononuclear (MN), binuclear (BN),
and trinuclear (TN) surface complex species,
depending on whether the complexing oxygen
groups belong to the same structural motif in
the oxide lattice, i.e., are coordinated to the
same metal cation, or belong to two or three
structural motifs, respectively. Furthermore,
involved O atoms can share the edge or face of
the same structural motif (called edge-sharing
and face-sharing, respectively) or, on polynu-
clear complexes, binding O atoms can be lo-
cated at the outer corners of the structural
motifs (corner-sharing). In combination, these
classifications are commonly used to describe
the adsorption geometry of species that bind
covalently to oxide surfaces.

In the OS binding mode, the adsorbate is
surrounded by a complete coordination shell of
oxygen species (OH™, HyO, H30™) from the so-
lution, and the complex species adsorbs through
electrostatic attraction or hydrogen bonding.
Accordingly, this binding mode is structurally
less defined and the binding strength is sensi-
tive to the surface net charge. Furthermore, OS
complex species are located further away from
the oxide surface and are described by a broader
density distribution along the surface normal
direction. In some high-resolution X-ray reflec-
tivity studies,®'% it was found that OS species
could be further classified into two sub-types ac-
cording to the distance of the species from the
substrate surface, namely adsorbed OS species
and extended OS species. Adsorbed OS species
are located directly above the substrate surface
with one or two water layers confined between
the surface complex species and the oxide sur-
face. In contrast, the extended OS species is
located further away, typically >1 nm from the
surface, and exhibits a broader density distri-
bution.

5.4.2 Metal cation adsorption

Cation complexation on oxide and mineral sur-
faces has been extensively addressed by in situ



SXRD methods. Here, we briefly summarize
those studies, starting with calcite (CaCOs),
the most stable polymorph of calcium carbon-
ate. Calcite is ubiquitous in natural water and
has a significant impact on the environment due
to its ability to buffer pH and scavenge trace
metals. In SXRD studies, both As(IV)3!7 and
Pb(II)3!® were found to associate with the cal-
cite (104) surface in an IS mode, where the
cation adsorbate substitutes the structural Ca
atoms (also called incorporation process). The
bound Pb species were vertically displaced by
0.2 A compared to the unrelaxed Ca positions,
which was related to the larger size of Pb. In
contrast, U(VI), which has a similar size as
Pb(II), was found to not bind to calcite(104)
through isomorphic substitution but via the
formation of covalent bonds with O groups
originating from surface carbonate groups.3!®
Similar studies on barite(BaSO,) showed both
Pb(I1)3% and Sr(II)**! to be able to incorpo-
rate into the barite surface structure through
substitution. Interestingly, in the case of Pb(II)
on barite(001), these incorporated species were
found to coexist with IS binding species and,
at the highest Pb concentrations (200 pM), OS
species.

Hematite (a-Fe203) is a common natural
mineral as well as a widely studied material
for electrochemical water oxidation.3? It has a
corundum-type structure and a hexagonal unit
cell with two-thirds of the sites filled with Fe
atoms. As mentioned in section 5.3.1, the r-cut
hematite (1102) surface can be prepared with
different types of surface terminations (Figure
24a), containing a mixture of different surface
O groups. The adsorption of different metal
cations on r-cut hematite has been studied us-
ing in situ X-ray reflectivity and X-ray stand-
ing wave (XSW) measurements. The associated
binding structure was found to depend on the
type of studied cation. Se(IV) was found to
form a surface complex species via a bidentate
binuclear binding.3*® XSW studies of arsenate
adsorption on r-cut hematite suggested a biden-
tate bound As species, bridging two terminal
O groups.??”. In subsequent RAXS measure-
ments, evidence of additional OS-bound species
was also found (Figure 24b).3?? In detailed sur-
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face crystallographic studies, Qiu et al. in-
vestigated the Pb(II) binding mechanism on 1-
cut hematite (1102), treated by different proce-
dures to prepare different types of surface termi-
nation.3?3328 The best fit of the CTRs was ob-
tained by a structural model in which Pb(II) is
bound in bidentate binuclear edge-sharing sites.
On a half-layer terminated hematite surface two
types of such sites were shown to be occupied
(Figure 24c,d). In contrast, on a stoichiometri-
cally terminated surface Pb(II) selectively binds
to only a single type of these sites whereas the
other site was not occupied. The latter was
attributed to the structural mismatch between
the binding species and the surface sites. The
same group also investigated Sb(V) adsorption
on a half-layer terminated hematite surface.3?*
Here, the SXRD results indicated a tridentate
binding structure that bridged two terminal O
groups and another type of O group that is
coordinated with two lattice Fe atoms (Figure
24e).

A key oxide system that has been studied ex-
tensively in the past is titanium dioxide, espe-
cially in the rutile structure.?* Surface com-
plexation of metal ions on the rutile (110) sur-
face has been widely studied using surface X-
ray diffraction. Rutile (110) has a well-defined
surface structure with two alternating rows of
oxygen atoms, one composed of terminal O
groups binding to one Ti atom (fO) and one
in which the O atoms are coordinated by two
adjacent Ti atoms (Y/O). This configuration en-
ables multiple binding modes, such as biden-
tate binuclear corner-sharing and tetradentate
trinuclear corner-sharing/edge-sharing binding
geometries. A comprehensive study of metal
binding occurring at rutile (110) surface in con-
tact with Rb*, Sr?*, Zn?* and Y?* solutions
was conducted by Zhang et al. using a range of
different techniques, including X-ray reflectiv-
ity and X-ray standing wave measurements, ab
initio calculations, molecular dynamics simula-
tions, and classical macroscopic surface sorp-
tion experiments.?3 The molecular structure
derived from the X-ray data suggests that all
cations are bound to rutile (110) via a tetraden-
tate binding geometry which bridges four ad-
jacent surface functional O groups, except for
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(1102) (adapted from Ref.32*. Copyright 2018 American Chemical Society)
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Zn?", which dominantly adsorbs in a bidentate
mode above two /O and, to a smaller extent,
IO groups (Figure 25a). Similar results were
reported by Predota et al., who studied the
binding geometry of different ions (Rb™, Na¥,
Sr?t. Zn**, C17) by molecular dynamics simula-
tions, X-ray standing waves and CTR measure-
ments.3¥! Also here, a bidentate geometry of
Zn?* was found, as opposed to the other cations
which displayed a tetradentate binding config-
uration. The difference in the binding geom-
etry observed for Zn?*t compared to the other
cations was attributed to the difference in ionic
radii of the studied cations (Figure 25b). In-
terestingly, a more recent work by Zhang et
al. proposed Zn?* to be bound in addition in
a monodentate mode to a single /O group.?3?
This study also showed that the pH (pH 8 and
6) has no effect on the adsorption geometry but
favors the bidentate surface species at pH 6.
The same group also studied the binding ge-
ometry of Rb* on rutile (110) in an alkaline
solution at pH 12 and found the same bind-
ing mode as in earlier reports, i.e., a tetraden-
tate binding geometry.3!4 Using RAXS, the ad-
sorption heights of Rbt (3.72 + 0.02 A) and
Sr?t (3.05 4+ 0.16 A) relative to the first Ti
layer was determined and identified as the av-
erage height of surface species with both biden-
tate and tetradentate binding modes.333 Such a
multi-site adsorption mechanism was not pro-
posed in those studies mentioned above, and
further work is necessary to reach a consensus
on the metal binding mechanism at rutile (110)
under different conditions.

Muscovite has been widely used as a model
substrate for studying interfacial chemistry us-
ing surface X-ray diffraction techniques since
it has a cleavable (001) surface that is atom-
ically flat. The muscovite (001) surface has a
fixed structural charge (0.34 C/m?), indepen-
dent of solution pH, and thus differs from the
oxides described above, which carry a surface
charge that depends on the protonation of sur-
face functional groups and thus on solution pH.
X-ray reflectivity studies on cation sorption on
muscovite (001) were first performed by Park
et al., who compared the binding geometry of
Rb* and Sr** cations in pH 5.5 solution. 34 The
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structural modeling of these data suggested si-
multaneous IS and OS binding for Sr**, but
only IS binding of Rb*. However, in a later
study also for Rb* an extended OS species at a
distance of 7 A was reported and attributed to
a diffuse ion profile with a large vertical mobil-
ity. 3 In addition, the IS Sr** species was found
to disappear upon decreasing the pH to 3.5.33°
Schlegel et al. investigated by XRR the adsorp-
tion geometry of KT, Cs*, Ca?t and Ba?* 336
The derived electron density profiles revealed
two solution layers adjacent to the muscovite
surface, corresponding to IS surface complex
species with a partial hydration shell and com-
pletely hydrated OS species. In a systematic
in situ XRR study of the sorption behavior of
alkali ions (Li* , Na® , K* | Rb™ | Sr*" ) on
muscovite (001), it was found that the speci-
ation of adsorbed ion could be understood by
the difference of the associated hydration en-
ergy of the alkali ions3!®. It was proposed that
metal ions of smaller hydration energy (KT |
RbT | Sr*") tend to form IS species in which
the hydration layer is partially replaced by sur-
face oxygen, whereas for metal ions of larger
hydration energy (Li* , Na®) OS-binding ge-
ometry with an intact hydration shell energeti-
cally more favorable. Similar studies of diva-
lent cations (Cu®T, Zn**, Sr?* Hg?T Pb?")
indicated a more complex adsorption geome-
try.?16 Here, the proposed binding configura-
tion consists of an IS species, an adsorbed OS
surface complex species close to the surface,
and an extended OS complex species further
away (Figure 25c¢). RAXS modeling allowed
to determine the relative proportions of those
three surface complexes species (Figure 25d).
The results could be explained by the energy
balance of cation hydration, interfacial hydra-
tion, and electrostatic attraction. The intro-
duction of competing ions can alter the sur-
face complexation speciation in different ways.
For example, the introduction of NaCl back-
ground electrolyte does not alter the binding
speciation of Y(III), which can be described by
one IS species, one adsorbed OS species, and
another extended OS species, but rather sup-
pressed the surface overcharging.®*”. The in-
fluence of fulvic acid (FA) on the adsorption
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of Ba?*338 Hg?" 3% and Sr?*?4° on mucvovite
(001) was investigated by Lee et al. by RAXS.
FA was found to decreased the IS/OS ratio of
Sr?* surface species, suggesting the competi-
tive adsorption of FA for IS binding sites. In
the case of Ba?*, the binding geometry, dom-
inadomainsted by IS mode, is not affected by
the presence of FA, if Ba?t is premixed with
FA before exposure to the muscovite surface.
However, if muscovite is first exposed to FA first
and then to Ba?* solution, the IS Ba?" species
was found to be more broadly distributed and
present also in the FA layer, suggesting an en-
hanced uptake of Ba?" in the presence of FA.
In contrast, in Hg solution premixed with FA
the uptake of Hg?* was enhanced and exhibited
an additional broader distribution. The dif-
ference in competitive adsorption of Ba?* and
Hg?t with FA may reflect the intrinsic differ-
ence in the binding strength of these cations
on the muscovite (001) surface. In addition,
surface-induced nanoparticle aggregation and
accumulation, another surface-induced reaction
on a charged oxide mineral surfaces, was com-
monly observed for tetravalent cations, such as
Zrit 138341 and numerous actinide ions (Pu't,
Th#t)34234 Tt was proposed that nanopar-
ticle aggregation starts with the oligomeriza-
tion of simple structural monomers to form
species of larger polymer structure, such as
dimers, trimers, and tetramers, which then
form nanoparticles. This nanoparticle aggre-
gation mechanism was attributed to the pres-
ence of surface charges, as it should not occur
in a pure solution system according to specia-
tion predicted from the thermodynamic model.

Surface complexation of ions represents an
important surface process on all mineral-fluid
interfaces. The described studies by in situ
SXRD methods showed the surface binding ge-
ometry to be determined by a range of different
factors, such as cation hydration energy, sur-
face charge, solution chemistry, and availabil-
ity /reactivity of surface binding sites. Many
of these factors are coupled and interrelated to
each other, and thus defy up to now a uni-
form thermodynamic description of the hetero-
geneous surface adsorption process over a wide
range of external conditions. Deeper insights

74

into these complex issues will require systematic
studies by a combination of different structure-
sensitive and computational methods such as
in the work of Zhang.3*® These complexation
phenomena are also of high relevance in the
context of electrocatalysis on oxide surfaces,
where adsorbed species may significantly alter
the catalyst activity. A well-known example of
this is the strongly activating influence of small
amounts of adsorbed Fe ion impurities on the
oxygen evolution reaction on transition metal
catalysts.?*> Future in situ SXRD studies may
provide a structural basis for explaining this im-
portant phenomenon.

5.4.3 Interfacial water structures at ox-
ide surface

The importance of interfacial water at the ox-
ide surface has been realized for decades. In situ
X-ray reflectivity studies allowed its structural
characterization, showing that the interfacial
water ordering depends on the surface chem-
istry of the studied substrate. As for other lig-
uid interfaces, interfacial water forms a layered
structure, consisting of one or two near-surface
layers with strong structural ordering and sub-
sequent quick decay of the layering within a
few nanometers. The layered water structure
typically has weak lateral structural order, but
well-defined vertical positions. It manifests in
the scattering along the surface-normal direc-
tion, as described in section 2.3.5, and thus can
be probed by XRR. Pioneering XRR studies of
the water structure on muscovite (001) surface
were performed by Cheng et al.?4® In that work,
the proposed water layering included a near-
surface oscillatory region with a layer spacing
matching the size of the water molecule and a
more broadly distributed extended structure.
For some substrates, a water layering struc-
ture is not observed. Instead, adsorbed water
species either directly bind to surface cations
to complete their coordination shell or form H-
bonds to surface oxygen groups, resulting in
both lateral and vertical ordering. For example,
the derived positions of bound water molecules
on both barite (001) and (210) surfaces reacting
with pure water are consistent with the satura-



tion of broken Ba-O bonds at the surface with-
out additional water layering structures.3!3 Re-
cent CTR studies on barite (001) surface gave
a more detailed picture of the water structure,
revealing four distinct water species in addition
to those required to complete the broken Ba-O
bonds. " It should be noted that in the latter
study, not pure water but a solution containing
a mixture of different ions was used, including
Ba?*, Na™, and SO4%~. Therefore, the observed
difference may reflect an effect of the solution
chemistry on interfacial water speciation. Dif-
ferent from barite, a single-layer water structure
was found above quartz (100) and (101) sur-
faces®? and on brushite (010).3%® From model-
ing of the reflectivity data and two non-specular
CTRs, it was deduced that the deduced water
layer only exhibits ordering in the vertical di-
rection but no lateral ordering. Interestingly,
the adsorbed water species on the rutile (110)
surface exhibits both vertical and lateral order-
ing at three distinct sites, according to CTR
measurements by Zhang et al.3!* Similarly, on
calcite (104) surface the derived water struc-
ture has two interfacial water species at dis-
tinct heights of 2.3(1) A and 3.5(2) A without
extended layering structure.®*® The derived wa-
ter structure is consistent to that reported later
in an X-ray reflectivity experiment3. A more
extended water structure including two sites of
adsorbed water and an additional layering was
reported on the hematite (110) surface (Fig-
ure 26a,b).%! The water structure on hematite
(110) was compared to that on the (1102) sur-
faces reported earlier by the same group (Fig-
ure 26¢),%? showing differences in the vibra-
tional amplitudes or positional disorder of the
adsorbed water molecules and in the average
spacing of near-surface layered water. In that
earlier work, Catalano et al. also studied the
difference of the water structure on the (1102)
plane of two isostructural oxides (hematite and
corundum). The obtained water structure is
similar on the studied oxide surfaces, except
for a less pronounced structural ordering on
the hematite surface(Figure 26d). These stud-
ies highlight the importance of surface com-
position and structure on the induced interfa-
cial water network. Subtle differences observed
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in the interfacial water structure may reflect
different oxygen exchange rates from surface
functional groups or the structural match of
water adsorption sites on the terminated sur-
face. Furthermore, Rao et al. studied by var-
ious in situ techniques the interface structure
of (100),(101), and (110) RuO, surfaces in the
context of electrochemical water splitting (see
chapter 6.2.3).35373%

The interfacial water structure has an im-
portant influence on the surface complexation
of foreign ions. A strong hydrogen bonding
network will hamper the inner-sphere binding
of ions, which requires breaking the hydrogen
bonding network. For a charged surface, such
as muscovite, the orientation of water dipoles
affects the water polarization properties, which
in turn can influence the transport of ions,
biomolecular self-assembly, and surface chem-
ical reactions. However, because H atoms are
almost invisible to X-rays, a full picture of the
water network at the surface is hard to achieve

by XRD methods alone.

5.5 Liquid-liquid interfaces

Interfaces between immiscible liquids are par-
ticularly difficult to access by surface-sensitive
probes. X-ray scattering techniques can pro-
vide unique insights into these interfaces, espe-
cially into the average structural arrangement
along the surface-normal direction, which can
be directly determined by XRR. Because of the
three-phase boundary between the two liquids
and the containment vessel induces curvature
(see Figure 27a, inset), large sample diameters
of several centimeters are required. Thus, the
X-ray beam is strongly absorbed and the mea-
surements are only possible with beams of high
brilliance and high photon energies > 20 keV.
Furthermore, specialized liquid surface diffrac-
tometers are required that allow to tilt the
beam down on the liquid interface. 22

The most well-known type of liquid-liquid in-
terface in electrochemistry is the boundary be-
tween a liquid metal and a liquid electrolyte
solution. This type of interface has historically
been of great importance for developing a fun-
damental understanding of the electrochemical
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double layer structure, adsorption phenomena,
and electroanalytical methods, but has recently
received new interest because of applications in
electrochemical materials synthesis, 35" materi-
als processing,?® and electrocatalysis.? The
structure of liquid metal-electrolyte interfaces
has first been determined by Elsen et al. for
the case of liquid Hg, the most prominent lig-
uid metal electrode, in NaF solution.3% In situ
XRR studies indicate a low surface roughness
and a shallow peak at ¢, = 2.15 Afl, where the
reflectivity increases above the Fresnel reflectiv-
ity (Figure 27a,b). This peak has been found
before in studies of the Hg-vapor interface and
results from an atomic layering in the Hg near
the interface that exponentially decays into the
bulk.!3 The corresponding electron density pro-
file and interface structure is illustrated in Fig-
ure 27c. This type of structure was found over
the entire double-layer potential range. Vari-
ations in the profile with potential could be
explained by a combination of surface rough-
ness, induced by electrocapillary effects, and
changes in the intrinsic interface profile due to
the electronic polarization at the liquid metal
surface.?®® Later temperature-dependent stud-
ies allowed to separate these contributions in
more detail and confirmed this picture.36!

Surface layering has been shown to be a gen-
eral property of liquid Hg and other liquid
metals302363 and was also observed in other
electrolytes, including electrolytes that contain
chemisorbing species.364368 In the latter stud-
ies, also insight into the adlayer structure could
be obtained. Specifically, measurements in so-
lutions containing Pb and halide ions revealed
the formation of salt-like layers at the inter-
face, 365368 similar to those observed on solid
electrodes. ?42:243:261 Ag an example, the elec-
tron density profile and interface structure of
Hg in PbBr,-containing NaF solution is shown
in Figure 27d, where the formation of a defined
layer of crystalline c-axis oriented PbFBr with
a thickness of one unit cell was observed. 36

A second class of liquid phase boundaries
that have been studied by in situ XRR are
interfaces between immiscible electrolyte solu-
tions. Seminal studies of such interfaces were
performed by Schlossman and coworkers, who
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investigated the ion distribution at the inter-
face between water and nitrobenzene containing
a common tetrabutylammonium cation.369:370
They found clear deviations from the predic-
tions of the classic Gouy-Chapman theory, but
good agreement with MD simulations. In these
initial experiments, the measurements were per-
formed under open circuit conditions and the
ion distribution was controlled via the concen-
tration. Later studies analyzed the distribution
as a function of potential and arrived at simi-
lar conclusions.®* 37 Together with DFT cal-
culations, the obtained results revealed the role
of ion—ion correlations and ion—solvent interac-
tions in the structure of these interfaces. More
recently, these studies were extended to inter-
faces between aqueous electrolytes and ionic lig-
uids (IL).37™37 Here, anion/cation multilayers
were observed in the IL’s near-surface region, an
effect known also for the free surfaces of ILs and
their interfaces to solids. The polarity of these
layers was inverted upon changing the sign of
the applied potential. Finally, also phospho-
lipid monolayers at liquid-liquid interfaces were
studied at variable potentials as a model for
biomembranes and shown to be highly stable
in the range of typical membrane potentials.3™

6 Electrocatalysis

Driven by seminal results from model surfaces
science which established activity descriptors of
metallic surfaces for numerous reactions in the
framework of the Sabatier principle3™37  the
development of commercial electrocatalysts fol-
lows a ‘catalyst-by-design’ approach, in which
both catalysts activity and stability on the
long-term are tailored by their crystallographic
structure and chemistry®™. In that framework,
operando X-ray scattering methods are power-
ful tools for monitoring relationships between
structure, activity, and stability in electrochem-
ical environments. As detailed in the following,
operando X-ray diffraction allows not only the
identification of the active phase present in the
system, which often differs from the as-prepared
or post-reaction states observed in ez situ stud-
ies, but also enables tracking of the structural
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evolution during catalyst operation. This holds
true for both single crystal model catalysts and
nanoparticulate electrodes.

6.1 Hydrogen oxidation, evolu-

tion, and absorption
6.1.1 Hydrogen oxidation and evolution

Hydrogen oxidation (HOR) and hydrogen evo-
lution (HER) are central electrochemical reac-
tions and are commonly investigated due to
their relevance to energy technologies, such as
electrolysis and fuel cells. Platinum is typically
used as an efficient catalyst for both HOR and
HER | because of its unrivaled electrocatalytic
performance. However, the high price and
scarcity of Pt push research to find less noble
alternative materials. Furthermore, whereas Pt
is an excellent HER/HOR catalyst in acidic me-
dia, its activity in an alkaline solution is lower
and depends on the cation species in the elec-
trolyte. Tanaka et al. investigated this cation
effect by operando SXRD studies of Pt(110)
in Li™ and Cs™ containing solution.?3! They
found that the (1 x 2) surface reconstruction re-
mained stable during the HER, but that the in-
terface structure on the solution side could sub-
stantially rearrange, dependent on the cation
species. In Li* containing solution, the dense
interfacial water layer was maintained, result-
ing in high activity, whereas the Cs™ adsorbed
in a bilayer on the Pt surface, which inhibited
the HER. Chattot et al. systematically stud-
ied the structure of Pt nanoparticulate catalyst
during HER in alkaline electrolyte®. Besides
the change of lattice parameter due to the Hypp
before the onset of HER, no structural differ-
ences were observed at potentials in the HER
regime.

Whereas the internal structure of platinum
catalysts does not significantly change under
HOR/HER reaction conditions, this is not the
case for many non-noble catalysts. For the
latter, reaction-induced phase transformations
have been studied by operando XRD. In the
case of Nickel based selenides, Zhai et al.
showed that the original NiSe, cubic phase is
rapidly transformed into the hexagonal NiSe
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phase in the first several hours of HER (Figure
28).380 The formed NiSe phase has an enhanced
catalytic activity and is the active phase un-
der HER conditions. Theoretical calculations
based on this observation suggested that the
charge transfer from Se to Ni site during this
phase transition leads to an increase in conduc-
tivity, shifting up the d-band center and overall
enhancement of activity.

Multimodal operando characterization em-
ploying XRD was also used to determine the
phase transformations of a phosphide-based bi-
functional catalyst (CoP) for hydrogen/oxygen
evolution.¥! Two catalysts, pristine and Fe-
doped CoP, were studied. Upon polarization in
an alkaline electrolyte, Fe-doped CoP retained
its structure under HER conditions, whereas
undoped CoP transformed first to a mixture of
hydroxides and subsequently to an amorphous
Co metal phase. This two-step transformation
was found to be detrimental to catalytic activ-
ity.

Electroreduction of Iridium and Ruthenium
oxides under HER conditions was thoroughly
studied by XRD and SXRD on polycrys-
talline thermally prepared RuO, and IrO, 382383
and on ultrathin RuO,(110)/Ru(0001) and
Ir0,(110)/ TiO4(110) films3¥* 3% respectively.
According to Pourbaix diagrams, both metals
should first reduce to a hydroxide phase and
then further reduce to their metallic phase un-
der HER conditions3®”. The first step was con-
firmed in the basic environment (0.1M NaOH)
by an early in situ SXRD study, where the
formation of hydroxide on a RuO,(110) sin-
gle crystal surface was clearly observed®®®. In
acidic conditions, (0.5M H,SO,) the situation
is not as obvious and polycrystalline RuO, is
neither transformed to the corresponding hy-
droxide nor to the metallic phase. Instead,
it undergoes lattice expansion at HER condi-
tions, which was attributed to proton incorpo-
ration>%3. However, further experiments on ul-
trathin RuO, films provided clear evidence of a
full transformation from Ru*" oxide to Ru" via
transformation of lattice oxygen to OH ™ and
water3®!. Even though IrO, should behave in
a similar manner, it was shown to be very sta-
ble under reductive potentials, at least down to
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cathodic potentials of -1.2V vs. RHE. Studies
using IrO,(110) ultrathin layers found no evi-
dence of swelling or loss of crystallinity under
these conditions.?*® Such extraordinary stabil-
ity of both polycrystalline RuO, and IrO,(110)
can be traced to a hindered kinetics of the re-
duction reaction. Such operando diffraction ex-
periments play a prominent role in assessing the
structural transformation of electrodes during
HER and provide important insight into degra-
dation mechanisms.

6.1.2 Electrochemical hydrogen loading
of Pd

Beyond its excellent electrocatalytic properties
for various fuel cell devices3®”, the peculiar abil-
ity of Pd to absorb large volumetric quantities
of hydrogen in the form of hydrides (PdH,)
enables its application in numerous other hy-
drogen technologies, such as hydrogen purifica-
tion, storage, and detection3”. In all cases, a
detailed understanding of the physico-chemical
parameters ruling the onset and amount of hy-
drogen insertion into Pd is pivotal to the fur-
ther development of these applications. In
the gas phase, it has been established for a
long time that at low hydrogen partial pres-
sure, H, molecules dissociate on the Pd surface
and occupy the surface, subsurface, and octa-
hedral interstitial lattice sites of the bulk.3%173%
As the hydrogen partial pressure is increased,
the hydrogen content first increases in the Pd
metal phase, referred as PdH,-a. Below a crit-
ical temperature, a certain gas pressure can be
reached at which the hydrogen chemical poten-
tial in the PdH,-a phase equals the one of a
PdH,-3 phase, thus triggering the phase tran-
sition. This phase transition manifests as a
plateau in the pressure-composition isotherm.
As the phase transition continues to the PdH,-
[ phase, further increase in hydrogen partial
pressure increases the hydrogen content in the
PdH,-g phase. Importantly, the existence of a
microscopic energy barrier for the phase transi-
tion results in a hysteresis, and the phase tran-
sition from PdH,-5 to PdH,-«a occurs at lower
hydrogen partial pressure.

Because this phase transition consists in

81

a sharp lattice expansion of the Pd lattice,
the latter is easily monitored by wn situ and
operando XRD techniques. Numerous studies
investigated the hydrogen pressure-composition
isotherms in the gas phase3% 3% where the hy-
drogen partial pressure controls the hydrogen
chemical potential. Electrochemistry, however,
represents a convenient and straightforward al-
ternative to such an approach, as the chemical
potential of hydrogen can be controlled by mild
polarization of a Pd electrode. Thermodynami-
cally, only about 100 mV polarization should in-
duce hydrogen content in Pd equivalent to that
obtained with pressures in the GPa range39%4%0
at room temperature. The versatility of elec-
trochemical hydrogen insertion opens an avenue
to numerous applications for Pd, (including the
highly controversial case of cold fusion!), but
requires a better understanding of the enabled
fast insertion dynamics in nanoparticulate Pd
under an electrochemical environment, which
makes adapted characterization methods nec-
essary.

The electrochemical loading of Pd foil cath-
odes with deuterium and hydrogen in LiOH
(Hy0) or water LiOD (D20O) electrolytes, re-
spectively, has been investigated in situ via
energy dispersive X-ray diffraction by Felici
et al.?? and Knies et al.**® The authors es-
timated the Pd loadings from its lattice pa-
rameter, measured by XRD, and the relation-
ship between composition and lattice param-
eter at 77 K**, which they extrapolated to
room temperature. They demonstrated that
this approach was more accurate than other in
situ methods, such as the electrical resistance
ratio measurement technique*®4%. Moreover,
they confirmed the possibility to reach a H:Pd
ratio close to 1 at room temperature by elec-
trochemical loading. However, the nature and
temporal resolution (> 5 min) of the energy-
dispersive X-ray diffraction method employed
did not allow to obtain mechanistic insights on
the hydride formation. X-ray diffraction was
also used by Jisrawi et al. to assign particu-
lar cathodic or anodic peaks in the adsorption
and desorption of hydrogen to specific layers
in thin film multilayered electrodes (Pd, Pd-
capped Nb and Pd/Nb)47. These authors re-



ported an anisotropic lattice expansion along
the c-axis, which was interpreted as a con-
sequence of a film-substrate interaction. Us-
ing in situ surface X-ray diffraction, Ball and
co-workers followed the morphology of electro-
chemically deposited Pd films on Pt(001) elec-
trode surface in the presence of CO*8. They re-
ported the formation of larger Pd islands follow-
ing a pseudomorphic Stranski-Krastanov (SK)
growth. The effect of adsorbed CO was found to
enhance hydrogen permeation into the Pd film
only at low electrode potential below the Hypp,
region. Similar SXRD studies were performed
by Lebouin et al., who investigated the hydro-
gen insertion into a 3 ML thick electrodeposited
Pd film on Pt(111)4%®. The results showed over-
all good reversibility of the insertion-desorption
processes in the thin film. However, a high re-
sistance to hydration of the two first atomic
Pd layers closest to the Pt substrates was de-
duced from observed changes of the correspond-
ing interlayer distances. The strong effect of the
Pt(111) substrate thus explains the low H:Pd
ratio that can be achieved in such films up to
14 MLs%,

More recently, Benck et al.%®® used high-
energy powder X-ray diffraction to investigate
the electrochemical insertion of hydrogen into
Pd foils and thin films via aqueous liquid,
solid polymer and solid ceramic electrolytes.
In their seminal contribution, the authors em-
ployed three different electrochemical cells for
operando XRD, and provided important new
insights on the H:Pd ratios possibly achieved
in the different systems investigated. As shown
in Figure 29a-b, they could reach a temporal
resolution below 10 min for powder XRD pat-
tern collection. However, the quality of the sig-
nal was highly dependent on the nature of the
electrochemical cell. Importantly, using a col-
lection of data from past literature, they pro-
posed an updated calibration of the PdH - lat-
tice parameter (a) as a function of H:Pd ratio
(c) at 25 °C and 1 atm (Figure 29c), namely
alA] = 3.9321 + 0.179 - ¢ £ 0.0034. Employ-
ing this calibration, Benck et al. showed that a
H:Pd ratio in Pd thin films of up to 0.96 + 0.02
could be obtained in room temperature aqueous
0.05 M H,SO4 at a cathode potential of -1.5 V
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vs. RHE. As shown in Figure 29d, faster inser-
tion rates and shorter stabilization times were
observed for thin films compared to thicker foils.
Also, the liquid electrolyte was found to possi-
bly produce higher H:Pd ratios than polymeric
or ceramic electrolytes. In general, achieving a
higher H:Pd ratio was found to be limited by
competition with the hydrogen evolution reac-
tion (HER) and electrochemical damage due to
significant volume changes in the Pd layer dur-
ing hydrogen absorption.

Using the recently upgraded Extremely Bril-
liant Source of the European Synchrotron Radi-
ation Facility (ESRF-EBS, Grenoble, France),
Chattot et al. investigated the mechanism of
electrochemical hydrogen absorption in com-
mercial carbon-supported Pd nanoparticles
(Pd/C) in alkaline aqueous electrolyte (0.1
M NaOH)®. The unprecedented temporal
resolution (333 ms) and signal-to-noise ratio
achieved during these operando high energy
powder X-ray diffraction experiments enabled
the continuous recording of diffraction patterns
during cyclic voltammograms and potential
steps experiments (Figure 29e-f). This allowed
capturing the transient core-shell mechanism
of the PdH, phase transition and showed that
it involved supersaturated and undersaturated
hydrogenated phases, in agreement with pre-
vious theoretical predictions and observations
from the gas phase394:396:397410.411 " Pinally. the
onset and end potentials for hydride formation
in various PdM alloys was found to depend on
the second M metal in studies by Lee et al.*!?

6.2 Oxygen reduction and evolu-
tion

The oxygen reduction reaction (ORR) and the
oxygen evolution reaction (OER) are undoubt-
edly the most studied electrocatalytic reactions
in recent decades. These reactions have large
overpotentials, which contribute significantly to
the limited efficiency of electrolysers and fuel
cells. To improve the kinetics, the elemen-
tary reaction mechanisms have to be under-
stood, which requires knowledge of the atomic-
scale interface structure of the electrocatalyst
under reaction conditions. Furthermore, ORR
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and, especially, OER occur at very positive po-
tentials, i.e., under highly oxidizing conditions.
This poses significant challenges for catalyst
stability, which is a main issue for technological
applications. Knowledge-based approaches to
improve stability require insights into the pre-
cise mechanisms of electrocatalyst degradation
and dissolution under ORR/OER conditions.
Operando X-ray scattering methods played an
important role in addressing these issues.

6.2.1 Platinum group metal based sin-
gle crystals

In recent years, Pt electrochemical oxidation
has received renewed interest, triggered by the
relevance of this process for the stability of
Pt-based oxygen reduction catalysts. Detailed
studies by state-of-the-art in situ X-ray scatter-
ing techniques and ab initio theory provided an
atomistic picture of the surface during oxida-
tion and new insight into the elementary mech-
anisms of oxidation/reduction and its detailed
connection to Pt dissolution. The basic under-
standing of the surface structure at potentials
relevant to oxygen reduction and evolution for
Pt(111) surface is depicted in Fig. 30, mostly
determined by a combination of SXRD tech-
niques with electrochemical measurements and
DFT.4!3 The relevant potential range for ORR
and OER starts in the “butterfly” region, 0.60
to 0.95 V in the case of HCIO,, which consists
of two parts: the sharp peaks at 0.80 V and the
broader region leading up to them. The broad
regions were associated with OH and H,O ad-
sorption into a transient disordered p(2 x 2) ad-
layer, while the sharp peaks are attributed to a
phase transition into a p(1 x 1) phase.?®! These
transitions are accompanied by Pt surface buck-
ling.?®2 In the case of H,SO,, the phase transi-
tion in the “butterfly” region is from disordered
bidentate (bi)sulfate to an ordered (v/3 x v/7)
overlayer of tridentate (bi)sulfate with coad-
sorbed water.?®! Most of this information has
been found by careful analysis of CTR profiles
acquired during in situ measurements, provid-
ing the exact position of substrate Pt atoms as
well as adsorbate molecules.

The anodic peak at ~1.06V is traditionally
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assigned to the further oxidation of OH,_,, to
O,qs- However, first in situ SXRD measure-
ments on the structure of the oxidized Pt(111)
surface by You et al. showed that place ex-
change, in which a Pt surface atom exchanges
with an oxygen species, occurs in the poten-
tial region of this peak. 4”44 In addition, early
in situ RASXS experiments by the same group
verified the oxidation of Pt surface atoms in this
process.*1%46 The place exchange process is
structurally reversible on Pt(111), i.e., cycling
returns the Pt atoms to their original state,
as evidenced by SXRD measurements. Thus,
the voltammogram is stable for many cycles at
typical sweep rates. The main structural mo-
tif responsible for this rather unusual behavior
is the particular location of extracted (place-
exchanged) atom (Pt_.) on Pt(111) surface. For
low Pt,, coverages, this atom is located exactly
above the vacancy, stabilized by three oxygen
atoms adsorbed in close vicinity.*'” This stabi-
lization allows Pt_. atoms to return to the orig-
inal position in the Pt lattice upon the subse-
quent reduction. This unusually stable atomic
arrangement is also responsible for the overall
stability of Pt(111) surface against dissolution,
as shown by combined operando HESXRD and
inductively coupled plasma mass spectrometry
(ICP-MS) studies by Fuchs et al.?® Further-
more, similar SXRD measurements performed
in O, containing electrolyte did not show any
major influence of O, presence on the place ex-
change process. 4%

Time-resolved studies of Pt(111) oxidation in-
dicated a complex kinetics of Pt surface extrac-
tion with a fast initial process and a subsequent
slower logarithmic growth law.%?41%418 In ad-
dition, recent studies where SXRD data were
obtained during voltamogramms at sweep rates
up to 1000 mV /s indicated a very fast Pt,, for-
mation whereas the corresponding charge trans-
fer in the O,,, peak was much slower.'% This
behavior suggests that the extraction is driven
by the potential rather than the O,y cover-
age, indicating fundamental differences of elec-
trochemical oxidation as compared to oxida-
tion in the gas phase. HESXRD studies em-
ploying very slow sweep rates to thermodynam-
ically stabilize the surface structures showed
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that increasing the potential beyond the place
exchange onset (>1.2V) leads to the forma-
tion of a mixed oxide structure, where about
20% of atoms remain on the stable place ex-
changed sites, 30% occupy regular sites away
from the original vacancy, and the remaining
50% are incorporated in the rather disordered
oxide.!®* This severe restructuring of the sur-
face leads to less stable arrangements, where
Pt atoms are more prone to dissolution and sur-
face migration during the reduction. The struc-
tural reordering of these less stable atoms in-
duced by oxidation/reduction cycles was stud-
ied in detail by in situ GISAXS.197419 This ap-
proach allows quantitative characterization of
the nanoscale surface morphology as a func-
tion of the upper potential limit and the num-
ber of cycles. The results indicate a continu-
ous increase in the height of the nanoscale is-
lands and an increasingly homogeneous island
distribution with an increasing number of cy-
cles, whereas the characteristic distances be-
tween the islands predominantly depend on the
potential limit.

According to the combined in situ HESXRD
and ICPMS studies, oxidation of the Pt(100)
surface exhibits a strikingly different behav-
ior. %99 In this case, cyclic voltammetry shows
irreversible behavior from the very onset of
the place exchange process and the surface de-
grades much faster at the potentials relevant
to the oxygen reduction reaction. This rapid
degradation is linked to the different place ex-
change mechanisms, where the oxide grows in
rows along the main lattice directions and the
O-stabilized Pt,, are shifted by 1/2 of the
unit cell distance from the corresponding va-
cancies. These rows cannot accommodate all
the extracted atoms which leads to unstable Pt
species on the surface and enhanced anodic dis-
solution (Figure 31). At potentials of > 1.2 V,
the coverage of this stripe-like oxide saturates
and the amount of anodic dissolution starts to
decrease again. % In parallel, a more disordered,
second Pt oxide phase is observed that linearly
increase in coverage with increasing oxidation
potential and can be linked to the cathodic dis-
solution during oxide reduction.

The structure of bimetallic surfaces, and
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its relation to ORR catalysis, have also
been thoroughly investigated by SXRD
on model single crystal surfaces in the
last decade. The studies on most rel-
evant systems, such as Ni/Pt(111),42042
Pt,Co(111),%22 CusPt(111),423 Zn/Pt(111),4,
and Gd/Pt(111),*? paint a similar picture. In-
dependently of the initial surface composition
and structure of the crystal, a Pt-skin evolves
rapidly upon contact with the electrolyte. This
skin is then the active surface for ORR and its
electronic properties, which are significantly af-
fected by the underlying alloy layer, determine
the overall electrocatalyst activity. 429423425 The
structure of the surface further changes upon
cycling to oxidative potentials, similar to that
of the Pt(111) surface, but in these cases, the
transformation is mainly characterized by the
surface roughening and the dissolution of the
less noble metal. The thickness of the resulting
skin depends strongly on the upper potential
limit and the number of cycles.*?3425 Further-
more, the out-of-plane relaxation of the skin
layer’s uppermost atomic layer also changes
with its thickness and the most active surfaces
show compressive strain in this direction.*?342>
This effect can be explained by the weakening
of surface OH bonding, which affects not only
the electrocatalytic performance but also the
stability of the surface through suppression of
the oxide formation.2°

6.2.2 Platinum group metal based

nanoparticles

Platinum group metal (PGM)-based catalysts
are extensively used in the most developed
PEMFCs and water electrolyzer systems for hy-
drogen conversion and production. However,
considering the price and scarcity of such ma-
terials (Pt, Pd, Ir, etc.), the viability of PEMFC
systems relies on dramatic constraints in terms
of PGM catalysts performance and stability.
For both PEMFCs and electrolyzers, ensur-
ing efficient and durable oxygen electrocataly-
sis is the current major bottleneck notably be-
cause of the poor reaction kinetics and highly
corrosive environments. In this context, tun-
ing the nanocatalysts structure, size, morphol-
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ogy, and chemistry are the main parameters
to optimize their initial performance and long-
term stability. As reviewed in the following,
operando X-ray diffraction methods are pow-
erful in monitoring such parameters successful
implementation at the device level, also with
their evolution during operation. Due to the
powder nature of practical catalyst layers, pow-
der X-ray diffraction-based techniques (WAXS,
SAXS, PDF) are particularly suited.

A convenient metric of activity for PGM-
based catalyst materials is the metal mass-
normalized current density associated with a
given reaction reported at application-relevant
electrode potential. The mass activity can be
seen as the product of the catalyst electrochem-
ically active specific surface area (ECSA, in m?
9peas) and the surface-normalized current den-
sity (SA, in A m™2). At fixed chemical com-
position, the ECSA is mostly a consequence of
the catalyst particle size and morphology, which
should aim at maximizing the atomic surface-
to-volume ratio. Complementarily, at fixed par-
ticle size, the SA is mostly controlled by the
surface fine structure and chemistry. As sum-
marized in Figure 11, all those pivotal charac-
teristics are more or less directly accessible from
operando powder X-ray diffraction.

Implementing and maintaining the smallest
particle size possible during operation is prob-
ably the most straightforward but still chal-
lenging approach to ensuring the long-term
performance of heterogeneous catalyst materi-
als. In fact, if the smallest nanoparticles fea-
ture the highest ECSA, they are particularly
prone to dissolution in the environment of oxy-
gen electrocatalysis?®426435 favoring the Os-
wald electrochemical ripening and redeposition
processes 30439 In addition, corrosion of the
carbon or metal oxide supports is known to fa-
vor nanoparticle motion, aggregation and coa-
lescence??. In other words, nanoparticles’ size
increase is symptomatic of various degradation
mechanisms, with a direct detrimental impact
on the cell performance. Using anomalous small
angle X-ray scattering (ASAXS) on commercial
carbon-supported Pt nanoparticles mounted in
an electrochemical liquid cell, Haubold et al.
demonstrated during the late 1990ies the pos-
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sibility of investigating Pt nanoparticle size
distribution evolution in situ****2. By com-
bining n situ ASAXS and XANES, the au-
thors showed the apparent size of oxidized Pt
nanoparticle increases due to the formation of
a 1 nm thick oxide shell at high electrode po-
tential (1.1 V vs. Ag/AgCl compared to 0.25
V vs. Ag/AgCl in 1 M H,SO,). Complemen-
tarily, the method was shown to be powerful
in separating the scattering of the nanoparti-
cles from the porous carbon background scat-
tering even at low Pt loadings (5 wt.%)%3. If
ASAXS allows the obtention of strong scattered
signal from Pt, this is to the detriment of tem-
poral resolution since each measurement must
be performed at two distinct X-ray energies. In
2008, Smith et al. achieved high quality in situ
SAXS of carbon-supported Pt nanoparticle in
0.1 M HCIO,4 with 30 s temporal resolution***.
This seminal work revealed the incomplete size
dynamics reversibility during electrode cycling
(Figure 32.a). The continuous size increase of
the Pt nanoparticles even at the reduced state
was interpreted as the first in situ observation
of the Ostwald ripening process. From this
point, ASAXS was extensively used (possibly
in combination with XAS)*5 to monitor the
particle size distribution evolution during ac-
celerated stress test procedures (electrode po-
tential cycling). In a liquid electrochemical cell,
Gilbert et al. first evidenced the strong correla-
tion existing between the maximum surface ox-
ide coverage produced by different potential cy-
cle profiles and the resulting particle size growth
during ageing?’. However, while constant po-
tential holds at 1.0 or 1.1 V vs. RHE resulted in
only minimal changes in Pt nanoparticles size,
cycling to these same upper potential limits in
a high-frequency fashion was shown to trigger
significant particle growth. The fundamental
role of Pt oxide formation and subsequent re-
duction in Pt dissolution and redeposition pro-
cesses according to the place-exchange mecha-
nism was further evidenced by means of on-line
ICPMS*¥. The complementary effects of po-
tential cycle profile?, upper potential limit 446,
particles’ chemistry**”, particles’ initial size dis-
tribution**® or catalyst layer thickness*4 on the
particles’ size evolution were also investigated



with in situ SAXS.

If the nanoparticle size distribution derived
from SAXS measurements meets the intuitive
definition of particle size, such as those ob-
served in the transmission electron microscope
(TEM) images, another interesting parameter
is the coherent domain size possibly obtained
by WAXS. Contrary to the SAXS-derived size
which is independent of the particle’s crys-
tallinity, WAXS only captures the characteristic
size of the crystalline domains from the Bragg
peaks broadening. One of the main advantages
of the WAXS technique at high X-ray energy
considering in situ studies is its ability to pro-
vide signal from the catalyst at high diffraction
angle virtually free from the cell environment
and background, with higher temporal resolu-
tion compared to SAXS. Contrary to the pre-
viously discussed SAXS observations, Sasaki et
al. Y showed the formation of the oxide shell
during the potential step from 0.41 V vs. RHE
to 1.51 V vs. RHE leads to a decrease of the
coherent domain size of the Pt nanoparticles
from 2.6 nm to 2.1 nm, thus demonstrating the
amorphous nature of the as-formed Pt oxide
layer (Figure 32.b). By combining WAXS and
time-resolved quick scan X-ray absorption fine
structure (QXAFS), Sekizawa et al., captured
the key structural transformations kinetics of
Pt nanoparticles in PEMFC during fast poten-
tial steps#°?453. These authors evidenced the
Pt oxidation process being composed of a quick
Pt-O bond formation followed by subsequent
slower subsurface events, such as the formation
of subsurface oxygen leading to Pt crystal dis-
ordering®2. Interestingly, the kinetics trends
were found inversed during oxides reduction,
with fast removal of subsurface oxygen and slow
desorption of oxygenated species. Also using
WAXS, Martens et al. later evidenced the scale
factor (i.e. the intensity of scattered signal) a
powerful descriptor of Pt oxidation in close re-
lation with the particles’ size but with better
sensitivity*>*. Beyond the oxidation-dependent
size dynamics, WAXS has also been extensively
used to investigate the long-term stability of Pt-
based catalysts in the environment of electro-
chemical cells. Taking the nanoparticles’ coher-
ent domain size increase as an indicator of cat-
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alyst degradation, the influence of the catalyst
support material chemistry such as doped metal
oxides**® 7 or carbon functionalization®3%4%9,
the initial particles ’size distribution®4%9 the
liquid vs. solid electrolyte®®®, the upper poten-
tial limit during accelerated cycling®, or the
post-mortem cyclic voltammetry experiment 46!
on the material stability were investigated by
means of in situ WAXS.

The PDF can also provide insights on the
size of the nanoparticles, by probing the longest
atomic pair distribution distances. Compared
to the ASAXS and WAXS approaches, the PDF
combines the advantages of not being depen-
dent on particle crystallinity nor the periodic-
ity of their distribution on the support. n situ
monitoring of the growth of Pt/C and various
PtCo/C catalysts in PEMFC was successfully
performed by Redmond et al, and the largest
PtCo/C sample was found more resistant to
particle growth among the different samples“®2.

Finally, because the different X-ray scatter-
ing techniques can provide insights into the
nanoparticles size evolution with some subtle
differences in the definition of size, their com-
parison can be of high interest. For exam-
ple, it was proposed by Martens et al. to
compare the sizes obtained during simultane-
ous WAXS and SAXS in situ measurements.
Because SAXS does not distinguish between
aggregated (polycrystalline) or coalesced (sin-
gle crystalline) nanoparticles but WAXS does,
the distinct evolutions of the SAXS and WAXS
sizes allowed the authors to decorrelate cat-
alyst aggregation, ripening, and coalescence
processes inside operating PEMFC*! (Figure
32.c). Contrary to previous reports which used
only one of these techniques, nanoparticle ag-
gregation, and coalescence sequential steps dur-
ing ageing were revealed as major causes for
particles’ size increase, likely more significant
than the Oswald ripening process.

Nanostructured, or shape-controlled nanocat-
alysts are used in various fields of electrocatal-
ysis as they feature highly desirable catalytic
properties®.  However, the as-implemented
preferential-shape is subject to changes during
catalysis long-term operation. Post mortem,
er situ TEM imaging is by far the most
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powerful and widely used method to moni-
tor such changes (albeit the development of
ETEM)%64469 " hut X-ray scattering methods
can also provide valuable operando insights.
While tracking nanoparticles’ size from WAXS
can be performed using simple anisotropic de-
scription of the particles (spherical shape), re-
finements of X-ray scattering data can also be
performed by introducing anisotropy. Schmies
et al. used this approach to better describe
the anisotropic ellipsoidal shape of Pt nanocrys-
tallites synthetized on various carbon or ox-
ide support materials, and could correlate in
situ the shape of the particles with their resis-
tance to oxidation and dissolution®®”. A more
versatile description of the particle shape is
possible with SAXS. Using a model of hollow
nanoparticles to fit SAXS data, Asset et al.
could monitor in situ the shape evolution of
hollow PtNi/C nanoparticles during mild and
harsh accelerated stress tests®. The distinct
evolution of the inner and outer diameters of
the PtNi shell captured the partial collapse of
the hollow structure, triggered by enhanced re-
structuring during the harsher test (upper po-
tential limit of 1.1 V vs. RHE compared to 1.0
V vs. RHE). Following this study, Gommes de-
veloped a versatile stochastic model of dense or
hollow nanoparticles to fit SAXS data, which
was demonstrated to be powerful in capturing
the morphological changes that occurr during
accelerated stress testing of hollow PtNi/C cat-
alyst in operating PEMFC %,

The main advantage of X-ray scattering tech-
niques is undoubtedly their ability to probe
the nanoparticles’ structure and (to some ex-
tent) chemistry, which controls their intrin-
sic catalytic properties. A particularly conve-
nient and well-established structural descrip-
tor of Pt-based catalysts activity is the lat-
tice strain 463470471 "easily accessible from XRD
during operando measurements. Using WAXS,
the lattice strain dynamics of Pt nanopar-
ticles during oxidation were largely investi-
gated 60:450:452,454,457472 "9 d it was generally ob-
served that the Pt lattice expands during ad-
sorption of oxygenated species, prior to the for-
mation of Pt oxides. Consequently, the lattice
strain was recognized as a parameter sensitive
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to the adsorption of electroactive species, pro-
viding fundamental insights on adsorbate sur-
face coverage. Regrading Pt-based nanoalloys,
the direct application of Vegard’s law from lat-
tice constant measurements during catalyst op-
eration can inform on possible dealloying. Such
an approach can be performed either in the re-
ciprocal space by analysis of the Bragg peaks
or in the real space from PDF analysis.

Asset et al. used the Rietveld refinement of
operando WAXS patterns to track the progres-
sive losses of both global and local strain in hol-
low PtNi/C catalysts caused by Ni leaching and
restructuring during accelerated stress tests*.
More recently, Hornberger used the same ap-
proach to investigate the stability of quater-
nary RhMo-doped PtNi/C octahedra nanocrys-
tals*™. The presence of Rh and Mo was found
to enhance structural integrity of the parti-
cles by suppressing the migration of Pt sur-
face atoms. In general, it can be stated that
the reciprocal space analysis has been surpris-
ingly underused in the field for in situ and
operando studies of PGM materials in PEMFC
than the real-space analysis (PDF). In fact,
PDF analysis has been extensively used no-
tably by Petkov, Chuan-Jian Zhong and co-
workers. In 2018, these authors used high en-
ergy XRD coupled with PDF analysis to in-
vestigate the structural evolution of carbon-
supported PdSn/C and PdNiCu/C nanoalloys
of various compositions in an X-ray transparent
PEMFC during electrochemical cycling®®. This
study nicely showcases the power of operando
XRD technique, as combined operando insights
on the sample-dependent crystal phase tran-
sitions (between orthorhombic, hexagonal and
face-centered cubic PdSn) and strain relaxation
in direct comparison with electrochemical per-
formance in PEMFC were obtained (Figure
33.a-b).  Whereas similar information could
have been probably reached from Rietveld re-
finement of the WAXS patterns, Petkov later
further exploited the capabilities of the PDF
on trimetallic PtNiCo/C PEMFC cathode cat-
alysts?™. Using ‘large box’ models of various
PtNiCo nanoparticles’ type-structures (sand-
wich, janus, intermixed or core-shell) to fit the
PDF data, it was possible to resolve the var-
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ious particles’” compositional profiles reached
in situ during the segregation of the various
metals during catalyst accelerate stress test
(Figure 33.c). A similar approach was previ-
ously used for post mortem, ex situ analysis
of PtNi/C catalysts**”. More recently, Chuan-
Jian Zhong’s group applied this PDF approach
to the investigation of PtFe nanowires*”® and
PtPdCu/C*7 catalysts. Especially, in the case
of PtPdCu/C, the authors introduced the con-
cept of alloying-realloying, by probing the ab-
sence of pronounced segregation (maintaining
the disordered homogeneous alloy) even after
extended electrode cycling for this class of mul-
timetallic materials. Very recently, Altan et al.
used in situ electrochemical BCDI to probe the
potential-dependent strain evolution of a single
Pt nanoparticle in a liquid electrolyte. Their
study directly maps the adsorbate-induced sur-
face train field initiating at edge and corner sites
and propagating toward the facets, thus provid-
ing important insights for the design of strain-
engineered catalysts*7".

6.2.3 Ir and Ru oxide electrodes

Iridium and Ruthenium-based oxides are the
best-performing materials for the oxygen evo-
lution reaction in an acidic environment, and
currently, there are no substitutes. In this
respect, these materials have got substantial
attention in recent decades, and our under-
standing of the activity /stability relationships
improved considerably®*”. While RuO, is one
of the most active of the known oxides in an
acidic environment, stability is an issue. Con-
trary, IrO, is much less active but has bet-
ter stability. Several studies concluded that
the stability and activity of these materials
are coupled: more active materials are typi-
cally less stable and vice-versa#29478480  Thjg
spurred research into the structural aging of the
catalysts using operando techniques, in which
SXRD and XRD play a prominent role. The
atomistic picture of the degradation process has
been elucidated for both anodic and cathodic
corrosion. The anodic corrosion was studied on
a model IrO,(110)—Ru0,(110)/ Ru(0001 sur-
face by Weber et al. using SXRD and XRR
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techniques®®'. The anodic corrosion for this

system starts already at 1.48V vs. SHE via
pitting through the IrO,(110) layer. Once the
pits reach the RuO,(110)/ Ru(0001 interface,
the corrosion is accelerated due to the low sta-
bility of both RuO,(110) and Ru(0001). In
addition, evolving O, disrupts the cohesion of
IrO,(110) leading to further degradation by
lifting some of the weakly bonded IrO,(110)
flakes. The residual IrO,(110) seems to remain
stable up to 1.98V vs. SHE. To better under-
stand the stability of IrO,(110), the thin film
was also deposited directly on the TiO,(110)
substrate to circumnavigate the problem
of preferential RuO,(110) corrosion.  Such
IrO,(110)—TiO4(110) films were studied in
operando by high energy SXRD and XRR, and
separately with supercritical fluid chromatog-
raphy ICPMS“2. The results unambiguously
showed that such film is very stable (at least for
26 hrs) during galvanostatic hold in the OER
range (50 mA /cm™?) and that indeed the insta-
bility of RuO,(110) is the main degradation
pathway in IrO,(110)—RuO,(110)/ Ru(0001
films (Figure 34 a). Interestingly, the dissolu-
tion rate seems to depend on the operation con-
ditions: under steady-state conditions the film
is more stable than under dynamic conditions
(variable currents), pointing to the importance
of catalyst design when a water electrolyzer
is coupled with intermittent sources of energy.
The SXRD and XRR measurements were also
performed at lower X-ray energies (21.5keV
vs. 67.15keV) for the same system*®3. In the
studies at 21.5keV, the researchers observed X-
ray induced delamination of IrO,(110) film due
to the detoriation of the IrO,(110)—TiO,(110)
interface (Figure 34 b). This serves as a re-
minder that damage induced by X-ray radi-
ation can severely affect the outcome of the
experiment and suitable condition for measure-
ments have to be found prior to the exper-
iment. The activity-stability relationship of
high surface area IrO, at OER conditions was
studied by Povia et al. using operando ASAXS
and XAS techniques, probing both oxidation
state and morphology changes**. In agree-
ment with previous results, the lower oxida-
tion extent of as-synthesized sample (IrO,—AS)



correlated well with higher mass- and surface-
specific activity when compared with the high-
temperature treated sample (IrO,—HT). On
the other hand that was accompanied by lower
stability. ASAXS measurement reveal that the
IrO,—AS sample is composed of less stable
configurations of disk-shaped particles assem-
bled in a 2D structure, causing the change
of the ASAXS signal (Figure 34 c). In con-
trast, ASAXS studies of IrO,—HT showed that
the sample stays stable during the aging test,
disclosing excellent mechanical stability. This
work is an important step to understand the
relative contributions of different degradation
mechanism, in this case, morphological stabil-
ity. Rao et al. studied the nature of the active
site and the influence of their coordination on
the activity of (100),(101) and (110) RuO, sur-
faces by surface scattering techniques?3®3 356,
Based on a combination of SXRD and DFT,
they proposed specific adsorption sites of OOH
species at different potentials in 0.1 M HCIO,
and elucidated the rate-determining step for
each surface. However, some skepticism about
the analysis of the SXRD data in this work
renders the current interpretation open?®7.

6.2.4 Fe, Co, and Ni oxide electrodes

First-row transition-metal oxides and (oxy)-
hydroxydes containing Fe, Co, or Ni have been
identified as promising OER catalysts in alka-
line to neutral electrolytes, since they are earth-
abundant, scalable, highly efficient, and stable
without a serious degradation of catalytic per-
formance. 4489 Accordingly, extensive efforts
have been devoted to study the OER mech-
anism on these catalysts. Because these ma-
terial systems exhibit a rich potential and pH
dependent structural phase behavior,* struc-
tural transformations under reaction conditions
are likely. The atomic-scale composition and
structure of the OER active phase at the cata-
lysts’ surface and the nature of the active sites
is still controversially discussed and the sub-
ject of much current research. There is in-
creasing evidence from operando scattering and
spectroscopy studies that the as-prepared ox-
ide materials (often denoted "pre-catalyst") is
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Figure 34: (a) Comparison of experimental

(black hollow circles) and fitted (red lines) XRR
data at OCP and after 26 h of galvanostatic
hold at 50 mA cm~2. Film thickness as derived
by the fitting of the XRR data and applied cur-
rent density as a function of polarization time
(Adapted with permission from Ref.*®2. Copy-
right 2021 American Chemical Society). (b)
Analysis of the IrO,(110) Bragg reflections at
(h, k, 1) = (0, 3.88, 2.01) and (0, 3.88, 4.02):
integrated intensities of the specified reflections
as a function of the applied potential and the re-
flection positions and FWHM values. Adapted
with permission from Ref.%%3. Copyright 2022
American Chemical Society. (c) BOL, in situ
ASAXS curves obtained (at 1.0 V vs. RHE)
on the IrOx-AS and IrO2-HT catalysts, diame-
ter’s log-normal distribution, the corresponding
variation of the oxide disks’ average diameter
(<D>) and thickness (<L>) (Reproduced from
Ref.%%*. Copyright 2019 by the Royal Society of
Chemistry).



structurally transformed in a near-surface re-
gion due to chemical interaction with the elec-
trolyte or the OER itself.4%%92 In contrast
to the 2D-ordered surface reconstructions de-
scribed in section 5, the phases formed by this
restructuring are often amorphous or highly dis-
ordered.

A key example for the dynamic restructuring
of iron-group metal oxides under OER condi-
tions are Co oxides, which are the most active
single-metal oxides of this class of materials.
Especially Co;0, has been addressed in sev-
eral operando X-ray scattering studies, which
allows comparing the merits of the different ap-
proaches. Bergmann et al. studied polycrys-
talline Co;0, films in a neutral electrolyte by
powder diffraction under grazing incidence an-
gles. 4! Because of the employed thin layer cell,
these studies were limited to potentials in the
double layer range up to the onset of the OER.
At the most positive potential, a broadening of
the Co;0, Bragg peaks was observed, which in-
dicated a decrease in the average crystal size by
~ 1 nm, followed by a reversal of his broaden-
ing in diffractograms recorded ex situ after the
OER (Figure 35a,b). Based on these changes
and corresponding variations in complementary
X-ray adsorption spectroscopy data, the au-
thors concluded that the OER induces a re-
versible and highly dynamical structural transi-
tion of the near-surface region, where an amor-
phous Co (oxy)hydroxide skin layer without
long-range ordering is formed. In parallel to
this work, similar grazing incidence powder
diffraction studies in neutral and alkaline elec-
trolytes were performed by Tung et al., who
employed as samples cubic Co;0, nanoparticles
with (100) surfaces, which were coated by an ~
1 nm thin epitaxial layer of CoO with (100)
orientation and were supported on a fluorine-
doped tin oxide substrate (Figure 35¢,d).% At
the onset of the OER, new peaks that were as-
signed to S-CoOOH and, at somewhat higher
potentials, a further a-CoOOH phase was ob-
served. Although the ultrathin CoO surface
layer could not be detected by XRD, it was
proposed that it was reversibly transformed
into CoOOH under OER conditions. The au-
thors did not analyze the coherent crystal size,
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but the large intensity of the CoOOH peaks
suggests that the average thickness of these
phases clearly exceeds that of the original CoO
layer. These measurements were performed up
to currents of 30 mAcm =2, which required high
overpotentials, because of the high ohmic drop
within the thin layer geometry. Similar in situ
XRD measurements were performed by Wang
et al. on calcinated Co;0,,%* but in this case,
no new crystal phases were detected.

More recently, operando X-ray diffraction
studies of the oxide’s structural transformation
were performed using thin epitaxial Co oxide
films with well-defined orientation on metal sin-
gle crystals ((Figure 35g)).%31% The use of such
model systems has several advantages. First,
the roughness of these highly planar samples
is small, i.e., the ECSA is close to the geo-
metric electrode area, and the oxide film has
a defined surface orientation. Second, all oxide
crystallites have the same macroscopic lattice
orientation. For this reason, their Bragg peaks
are located at identical locations in reciprocal
space, rather than on the surface of a sphere
as in powder diffraction. This provides a gain
in scattered X-ray intensity of several orders
of magnitude, which allows structural studies
with < 1 s time resolution (as compared to
~ 1 min in the powder diffraction studies?®?).
Furthermore, the defined reciprocal space loca-
tion allows easy separation of the oxide peaks
from the isotropic background scattering of the
electrolyte and the sample environment. The
measurements therefore can tolerate the higher
background, which are concomitant with the
use of transmission cells as in Figure 8b. Such
cells enable studies under extensive gas evolu-
tion conditions, i.e., deep into the OER regime,
as well as simultaneous high-quality measure-
ments of current density and XRD scattering,
which allows direct correlation of the electro-
chemical and X-ray data.

Reikowski et al.  applied this approach
to operando studies of well-defined epitaxial
Co030,(111) and CoOOH(001) thin film model
catalysts in 0.1 M NaOH under OER condi-
tions.?® There, changes in the position and
width of one of the oxide’s Bragg peaks were
continuously imaged with a 2D detector as il-
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Figure 35: Operando X-ray scattering studies of Co;0, OER catalysts. (a) Powder diffraction
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range and at 1.62 V, above the onset of the OER, showing a reversible decrease in Co;0, crystal
size (Reproduced from Ref.%?'. Copyright 2015 Springer Nature). (c,d) GIXRD studies of cubic
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AFM image of the Co;04(111) film (Reproduced from Ref.%3. Copyright 2019 American Chemical
Society). (i) Correlation between average skin layer thickness and OER activity, obtained on 5
different types of epitaxial Co,;0,(111) films. (Reproduced from Ref.4%®. Copyright 2022 American
Chemical Society).
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lustrated in Figure 35e. These changes pro-
vide data on changes in lattice strain and av-
erage coherent width of the oxide film’s grains,
with changes in vertical and lateral direction
corresponding to structural changes normal to
and within the surface plane. By this method,
the oxide structure could be monitored dur-
ing cyclic voltammograms into the OER regime
(Figure 35f). The obtained data indicate a
profoundly different behavior of the two types
of catalysts (Figure 35h). The CoOOH sam-
ples were perfectly stable during potential cy-
cles into the OER regime. In contrast, the
studies of Co;0, films confirmed the reversible
formation of (sub-)nanometer thick skin lay-
ers with an amorphous structure, reported by
Bergmann et al.,*! and showed that it is ac-
companied by a contraction of the remaining
Co;0, lattice. However, the higher time res-
olution allowed to verify that this transforma-
tion of the oxide surface already started at a
potential well before the OER onset, indicating
that the skin layer forms because of the intrin-
sic Co redox chemistry rather than a product
related to the OER process, and demonstrated
a fast reversible back-transformation in the ca-
thodic potential sweep. Furthermore, the em-
ployed transmission cell allowed to extend these
studies to high OER current densities (Figure
35h, right panel), revealing a continuous thick-
ening of the surface skin layer.

Employing the same strategy, Wiegmann et
al. recently performed more systematic stud-
ies of a variety of epitaxial Co;0,(111) films,
prepared by electrodeposition or physical va-
por deposition on different single crystal sub-
strates.??® Despite the identical oxide lattice
structure, the deposit morphology and the ex-
tent of skin layer formation differed on these
samples. By correlating the simultaneously ob-
tained structural and electrochemical data, a
clear scaling of the OER activity with the effec-
tive skin layer thickness could be shown. This
indicates that the entire skin layer is a 3D OER-
active region.

Similar structural transformations were also
found in X-ray diffraction studies of other Fe,
Co, and Ni-containing oxides. Hsu et al. per-
formed in situ powder diffraction studies of fer-
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rite nanocubes (MFe,O, with M = Fe, Co, Ni,
Zn) in alkaline electrolyte.?*® On the highly ac-
tive CoFe,O, and NiFe,O, catalysts the forma-
tion of new phases was observed near the on-
set of the OER, which were assigned to oxy-
hydroxides of Co and Ni, respectively. In
contrast, no additional phases were found for
Fe;O, and ZnFe,O, up to potentials high in the
OER range, together with a lower OER activ-
ity. These observations suggest that the formed
oxyhydroxide phases are active phases in the
OER. Furthermore, similar XRD measurements
found a structural phase transformation and
high OER current densities in CoCr,0O, but not
in ZnCo,0,, indicating that phase transforma-
tions involving the divalent Co®* ions have an
important influence on the OER activity. The
same group also studied Co and CoFe phos-
phides and found first conversion into crys-
talline Co(OH), upon immersion into the KOH
electrolyte, followed by a gradual transforma-
tion into an amorphous state near the onset of
the OER.38!

Strong evidence for dynamic restructuring of
the near-surface region into an amorphous in-
terphase has been also found for perovskites,
another important class of OER catalyst in al-
kaline and neutral media.*’" %2 In many cases,
this restructuring results in thin transition
metal oxide layers, which constitute the ac-
tual catalyst. As an example, Wan et al.
reported the irreversible amorphization of a
2.3 nm thick region at the surface of SrIrO,
films during cycling into the OER range, using
ex situ XRR, CTR measurements, and com-
plementary X-ray absorption spectroscopy.®’?
Detailed operando X-ray scattering studies of
these structural transitions are still missing,
however.

Studies of single crystalline model electro-
catalysts of Fe, Co, and Ni oxides are largely
lacking. Many of these oxides have a limited
electric conductivity, which impedes the use of
large bulk crystals. A notable exemption is
magnetite(Fe;O,), which is sufficiently metallic
for electrochemical studies. Although the OER
activity of magnetite is moderate, it exhibits
the inverted spinel crystal structure found also
in other more active phases. A first operando



SXRD study of the OER on magnetite was per-
formed by Grumelli et al., who investigated
UHV-prepared Fe;0,(100) by GIXRD.3% In-
terestingly, the (v/2 x v/2)R45 deg reconstruc-
tion of this surface was found to be moderately
stable at potentials deep in the OER regime,
showing that this system is highly suitable for
studying the OER reaction at a highly defined
transition metal surface.

6.3 Other electrocatalytic reac-
tions

6.3.1 Electrochemical reduction of CO
and CO,

The electrochemistry of the carbon monoxide
reduction reaction (CORR) and the carbon
dioxide reduction reaction(CO,RR) has become
a subject of great current interest, as it may en-
able direct electrochemical formation of valu-
able chemical compounds by a one-step elec-
trolysis process.?%35%4 Most of the research in
this area focuses on copper and copper alloys,
which have the unique capability to reduce CO,
to multi-carbon products. A key challenge here
is to identify parameters that steer the reaction
toward specific products. It was found that the
reactivity and selectivity of COsRR strongly
depend on the catalyst material, on the inter-
face structure and composition, and on the cat-
alyst’s nanoscale morphology.®®

Particularly strongly debated has been the
question of whether, despite the very nega-
tive potentials, Cu oxides and subsurface oxy-
gen species are present on the electrode under
reduction conditions and whether these influ-
ence the catalytic reactions. In situ GIXRD
studies of CORR on polycrystalline Cu elec-
trodes in CO-saturated 0.1 M KOH indicated
a full reduction of Cu,O surface oxide at po-
tentials below 0.3 V vs RHE as well as evi-
dence for the formation of Cu(100) facets.?%
Similar studies in 0.1 M KHCOj; provided very
similar results and showed that Cu faceting oc-
curs only in the presence of CO, but not in
Ar-saturated solution.®®” Furthermore, the ra-
tio of the Cu(100) to the Cu(111) Bragg peak
increased with more negative potentials, indi-
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cating an increasing tendency towards faceting.
Operando powder XRD studies with a labora-
tory source were used to study Cu oxide and hy-
droxide on carbon paper during CO,RR.?% For
all samples full reduction to metallic Cu was ob-
served, albeit with different kinetics. Further-
more, the Cu samples derived from Cu hydrox-
ides exhibited considerable tensile strain with
corresponding increases in COoRR reactivity,
whereas those derived from CuO were strain-
free.

In contrast to studies under stationary reac-
tion conditions, recent time-resolved operando
XRD and XAS measurements of reduced Cu,O
nanocubes under pulsed CO;RR conditions
by Timoshenko et al. found clear evidence
for transient oxide species and correlations of
its presence with the catalyst’s selectivity.?"
At the anodic potential of the pulse a sub-
nanometer thick region of the Cu nanoparti-
cle was converted into a Cu,O surface oxide on
timescales of &~ 10 s. This oxide phase was re-
moved within 1-2 s after the cathodic poten-
tial was applied. The strain in the Cu,O lat-
tice was found to evolve on similar time scales
and to be anisotropic, whereas the Cu lattice
strain changed more rapidly to a steady-state
value. Comparison with electrocatalytic mea-
surements indicated an enhanced selectivity to-
wards ethanol formation in the regime of ca-
thodic pulses of intermediate length, which was
attributed to an optimal balance between oxi-
dized and reduced Cu surface species and a high
fraction of Cu(II) species.

Very recently, first operando SXRD results of
the Cu surface structure under CO3RR condi-
tions were reported for the case of Cu(100) in
CO,-saturated 0.1 M KHCO,.°'% Here, CTR
measurements were combined with operando
STM and Raman spectroscopy studies, show-
ing the formation of CO-induced Cu nanoclus-
ters below -0.2 V vs. RHE. These clus-
ters were stable down to -1.1 V and decayed
into Cu adatoms upon increasing the potential
back into the double layer range. These re-
sults indicate that irreversible formation of low-
coordinated Cu surface species even occurs, if
the Cu oxidation range is avoided.

In addition, CO3RR on CuAg bimetallic



catalysts was studied, as those have an en-
hanced selectivity towards multi-carbon prod-
ucts. Operando GIXRD studies of Ag-coated
Cu nanowires reported that the Cu Bragg peaks
irreversibly broadened for COs,RR below -0.55
V vs. RHE for materials containing 32%
Ag and attributed this change to alloy forma-
tion.”'! As Cu and Ag are immiscible in the
bulk, it was proposed that intermixing occurs
during the reduction of Cu surface oxide, as
the latter results in a highly defective Cu phase.
Studies of CuAg metallic foams found that oxi-
dation of these catalysts enhances the selectiv-
ity towards ethanol and propanol formation.>'2
Here, operando XRD studies indicated a full re-
duction of the Cu oxide at -0.2 V vs RHE, show-
ing that the activation of the catalyst before the
onset of the CO,RR.

X-ray scattering studies of CO;RR catalysts
other than Cu are rarer. Medina et al. em-
ployed XRR to investigate the structure of bis-
muth thin film electrodes during CO, elec-
troreduction in electrolytes containing ionic lig-
uids. %354 They found that these electrodes
originally correspond to a mixture of Bi and
Bi oxide, but are fully reduced to metallic Bi
under CO3RR conditions. Furthermore, ex-
tensive surface restructuring was observed at a
potential near the onset of CO, reduction in
a imidazolium-based electrolyte that promotes
CO formation, but not in electrolytes contain-
ing electrochemically inactive tetrabutylammo-
nium cations. Thus, surface restructuring pro-
cesses seem to play in general a critical role
in steering the catalyst selectivity under these
highly reducing conditions.

6.3.2 Nitrogen reduction

The electrochemical N, reduction reaction
(NRR) has recently attracted significant at-
tention as an mild and viable alternative to
ammonia synthesis through Haber-Bosh pro-
cess. Among others, Li-mediated, non-aqueous
NRR systems seem to be a promising route. In
this process, Li electrodeposition is followed by
a reaction with N, forming a LizN intermedi-
ate, which subsequently reacts with a proton
source to form NH,. Using in situ XRD, Gao et
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al. clarified the role of good electrocatalysts for
NRR. They showed that catalysts with higher
Li affinity, in this case Au plated carbon paper,
ease the first step of Li reduction and there-
fore speeds up the overall process®®. The role
of the solid electrolyte interface (SEI) was in-
vestigated by in situ neutron reflectometry by
Blair et al.?'%. They demonstrated that the
SEI layer consists mainly of carbonaceous elec-
trolyte degradation products. Current-cycled
NRR allows to limit the growth of the SEI,
which has positive effects on the NRR rate.
While this report uses a neutron technique,
the X-ray equivalent could also provide the
same level of information, and may be a valid
approach to assess the SEI growth and com-
position in future studies. In the case of a
1 T—MoS,—Ni catalyst, Li has a different role.
In situ XRD revealed intercalation of Li* ions
in 0.1M LiClO, at —0.3V, which results in
structural distortions, lowering the energy bar-
rier for N, fixation and higher NRR activity®".

Other materials for NRR have been also inves-
tigated by in situ X-ray techniques. Covalent
organic frameworks (COF) show an interesting
behavior, where the as synthesized material is
less active than the electrochemically activated
equivalent®®. The amorphization of the struc-
ture, as revealed by n situ XRD and Raman
spectroscopy, has a positive effect on the acces-
sibility of active sites as well as a strong affinity
to N,. A low overpotential during the NRR was
found to provide the optimal configuration with
high NRR activity.

6.4 Electrocatalytic devices

Conditions inside commercial electrochemical
reactors diverge from typical laboratory cells
in terms of temperatures, pressures, gas vs.
liquid phases, flowing vs. static electrolytes,
pH, fouling, reagent purity, and more. These
factors influence the kinetics, thermodynamics,
and mass transport of reactions inside the cell.
In many cases, such as CO, reduction, where a
diverse array of product distributions are possi-
ble, the reactions that occur inside the cell are a
strong function of coupled mass transport and
electrokinetics conditions. Therefore, studying



complex multistep processes such as PEMFC
catalyst aging, benefits from probing actual de-
vices, instead of laboratory model systems.

6.4.1 Proton exchange membrane fuel
cells

Platforms for operando X-ray scattering mea-
surements on complete PEMFC devices have
been developed at several synchrotrons. The
first-generation cells repurpose sample environ-
ments from early spectroscopy efforts, modify-
ing commercial cell designs by thinning down
flow field plates, and operating in transmission
mode. %62 This strategy allows operando scatter-
ing to be combined with simultaneous imaging,
fluorescence,®922Y  absorption spectroscopy,
and other complementary techniques.*®® In
transmission mode, the thin sample minimizes
parallax distortion®?! in the scattering signal
while providing a relatively constant back-
ground and a wide angular range. These ad-
vantages allow for high-quality operando pair
distribution function analysis of catalyst ag-
ing inside complete fuel cell membrane elec-
trode assemblies, as pioneered by the Petkov
group. 473475522 Gtydies across a diverse family
of alloy catalysts reveal how strain and local
disorder in the alloy change due to corrosion
over the life cycle of the device*™, as well as
reveal the microstructural evolution, e.g, of the
crystallite size%2,

Unfortunately, transmission geometry designs
that accumulate X-ray damage in a single spot,
do not allow probing of many heterogeneous lo-
cations inside the device, and provide a very
low signal-to-background ratio signal, necessi-
tating a sparse number of slow measurements
per sample. Grazing incidence designs offer
a solution to these problems without compro-
mising the device performance®’, but require a
high-energy, microfocused beam, and preclude
spectroscopy or high angular resolution diffrac-
tion. Grazing incidence geometry allows cor-
relative XRD and SAXS computed tomogra-
phy (XRD/SAXS-CT) experiments with suffi-
ciently high spatial resolution, which can reveal
interesting heterogeneities during PEMFC op-
eration. Using this combination Martens et al.
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showed that the catalyst degradation in the cell
is more severe under the land of the flowfield
and it is correlated with the increased water
content in the membrane in these areas*%’. The
same cell was later used to decouple the cata-
lyst degradation mechanisms in the operating
fuel cell by combined WAXS/SAXS measure-
ments?!. This has been achieved by comparing
the NP size measured by both techniques. From
the WAXS data the size of coherent domains,
i.e., the individual crystallites, was determined
and the SAXS data provided the size of aggre-
gated particles, given that aggregation occurs
during the aging of the catalyst. Furthermore,
Chattot et al. also characterized in operando
the anomalous aging of the Pt catalyst after
accelerated stress test (AST)*6!. Interestingly,
the catalyst fully degrades only when the po-
tential is swept below the AST’s low potential
limit, which removes the surface oxygen from
oxophylic sites and causes sintering of the cata-
lyst particles and increase of the electrochemi-
cal surface area. These findings are only obtain-
able by performing operando measurements in
industrially relevant, high-performance devices.

6.4.2 Solid oxide fuel cells

The major challenge of solid oxide fuel cell
(SOFC) engineering is their high operating
temperature, 500°C to 1000 °C, which is nec-
essary for oxide ion conduction. This difficulty
is even more acute for operando cell design®®,
and therefore relatively few studies have inves-
tigated microstructure and phase transitions of
the ceramic and metallic composites used in
the anode, cathode, and solid electrolyte in situ
with X-ray scattering.

SOFCs are relatively durable and typically
operated under steady-state conditions when
fed with hydrogen. This complicates operando
aging studies, particularly those requiring syn-
chrotrons, since the dynamics are very slow and
require hundreds to thousands of hours for sub-
stantial performance loss. The Hardy group
has run several long-term investigations into the
degradation of cathode microstructure, show-
ing that the occupancy of different sites in the
ceramic lattice is altered over time by diffu-



sion. %2524 Specifically, XRD is suited for track-
ing changes in strain, cation migration, and
depletion of O atoms, which are well under-
stood to be linked to conductivity loss, inter-
diffusion/poisoning, and other deleterious reac-
tions. %25

Startup/shutdown phenomena and side reac-
tions with fuel gases and impurities®?® can oc-
cur much faster. Korjus et al. investigated
the in situ activation of the metallic Ni an-
ode catalyst from NiO.%2" Obvious strain ef-
fects on both the Ni and the ceria-based sup-
port appeared as a function of operating po-
tential and fuel pressure, indicating consider-
able structural sensitivity to redox conditions
of the conductive oxides. Li and coworkers used
high resolution operando XRD-CT in a micro-
tubule SOFC to image the stability of the ce-
ramic/metallic phases during thermal cycling.
The homogeneous strain of the Ni catalyst is
observed throughout the whole device, which is
correlated with the quality of gas distribution
and local ionic/electronic conductivity. >

6.4.3 Electrolysers

The clear need for operando investigations of
materials functioning at high current densities
during electrolysis led recently to the develop-
ment of an electrochemical XRD cell able to
achieve high performance in membrane elec-
trode assembly (MEA) configuration®. This
cell has been used to study anion exchange
membrane-based CO, electrolyzers®®530.  In
those studies, XRD was used together with re-
action product analysis by gas and liquid chro-
matography, to quantify the amount of elec-
trolyte and salt in the gas diffusion layer (GDL)
during the electrolyzer operation. Both GDL
flooding and carbonate precipitation phenom-
ena play important role in the performance of
the device, because they block the access of the
CO, feed to the electrode, leading to switching
between CO,RR and HER. It was found that
the carbonate salt from the anode side trans-
fers through the membrane to the cathode caus-
ing salt precipitation and electrolyte buildup,
shifting the reaction to HER. HER accelerates
H,O transport through the membrane, dissolv-
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ing the blocking salt deposits and allowing CO,,
to reach the cathode, which switches the reac-
tion back to CO,RR. The cycle then repeats
itself>?°. The key parameter is the solubility
of the carbonate salt, where the key to cir-
cumventing salt precipitation is to use highly
soluble alkali cation salts as the anolyte (e.g.
CsHCO,) along with an optimal salt concen-
tration between 0.01 and 0.1 M53°,

7 Electrochemical phase for-
mation

The formation of materials by electrochemical
growth or structural changes in a material due
to electrochemical dissolution or phase change
processes are key application areas of scatter-
ing techniques. Such processes play an impor-
tant role in the context of (electro-)chemical
material synthesis, electrodeposition, etching,
and corrosion. XRD has been employed for
a long time as a standard method for the ex
situ characterization of the resulting materi-
als. However, also the processes itself can be
investigated in operando, often on the atomic
scale, which can provide detailed insights into
the growth mechanisms and kinetics.

7.1 Electrodeposition and disso-
lution

Electrodeposition and electrochemical etching
are widely used in industry, e.g., for electro-
plating, electrorefinement, and electropolish-
ing. Applications range from the production
of functional coatings to chip metallization in
the microelectronics industry and the prepara-
tion of nanomaterials. The latter ones require
to improve our understanding of the underlying
processes, which currently is still largely phe-
nomenological, on the atomic and nanometer
scale. As will be shown in the following, in
situ and operando XRD methods are well suited
tools for this.



7.1.1 Homoepitaxial electrodeposition

The conceptually most simple type of growth
process is the growth of a material on a single
crystal substrate of the same material. Such
homoepitaxial growth has been studied exten-
sively in the gas phase.®31%3? Here, studies that
monitor the scattering of electrons, ions, or
X-rays as a function of deposition time have
played an important part in determining the
temporal evolution of the surface morphology
during deposition. In particular, these meth-
ods allow to identify the kinetic growth modes,
which are determined by the flux of the de-
posited atoms to the surface, the intralayer
transport on atomically flat terraces of the crys-
tal surface, the interlayer transport across steps
between neighboring terraces, and the probabil-
ity for island nucleation on the terraces (Figure
36a). If the flux is sufficiently low and the sur-
face diffusion of the deposited adatoms high, all
deposited atoms are rapidly transported to ex-
isting step edges, where they are incorporated
into the crystal. During this step-flow growth
the surface morphology is maintained and, thus,
the scattered intensity at reciprocal positions
along the specular and non-specular C'TRs does
not change with time. Upon increasing the flux,
the surface concentration of deposited adatoms
increases until the nucleation threshold for the
formation of monolayer islands on the terraces
is reached. If adatoms can easily descend from
these islands, island growth and subsequent co-
alescence to a new layer occurs, on which then
the next layer islands nucleate and grow (layer-
by-layer growth), that is, the occupation of the
topmost layer oscillates between zero and a full
monolayer. The partially filled top layer re-
sults in destructive interference of the scattered
beam, which manifests particularly clearly at
reciprocal space positions that are halfway be-
tween two Bragg peaks along a CTR ("anti-
Bragg position"). Consequently, the scattered
intensity varies periodically in the form of so-
called growth oscillations, where each inten-
sity maximum corresponds to a newly deposited
layer. At very high flux or if the Ehrlich-
Schwoebel barrier for the diffusion of adatoms
across steps is high, new nuclei are formed on
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existing islands before they coalesce to a closed
layer. This results in a 3D growth mode, in
which multilayer islands are formed. This re-
sults in a gradual roughening of the growing
surface, leading to a continuous decay in the
scattered intensity along the CTRs.

In the gas phase, such studies are compara-
bly simple, because the deposition process can
be easily switched on and off. However, this is
not the case in homoepitaxial electrodeposition,
where either electrochemical deposition or dis-
solution occurs. These processes proceed even
at the equilibrium potential, making it difficult
to start the growth on a defined surface. For
these reasons, most studies of electrodeposition
have focused on heteroepitaxial growth. Fur-
thermore, the flux of deposited species and the
deposition potential, which influences the inter-
face structure and the dynamic behavior of ad-
sorbed species, cannot be easily controlled inde-
pendently due to the mass transport in the elec-
trolyte: Under potentiostatic conditions, the
deposition current will vary with time; under
galvanostatic conditions, changes in the depo-
sition potential will occur. To circumvent these
problems, first operando XRD studies of ho-
moepitaxial electrodeposition used low concen-
trations of the deposited ions and performed
the studies under diffusion-limited conditions.
Krug et al. employed this strategy to study Au
electrodeposition on Au(100) in Cl-containing
electrolyte and showed that the kinetic growth
behavior depends strongly on potential Figure
36b,c).52533 At the most positive potentials, no
changes in the scattered intensity with time
were found, indicating step flow growth. Sub-
sequently, the potential was step-wise changed
from this range to a more negative value. This
resulted first in the characteristic growth oscil-
lations of layer-by-layer growth and, at even
lower potentials, rapid intensity decay due to
step-flow growth. As the Au flux to the surface
was constant, these transitions indicate a strong
increase in the Au surface mobility with increas-
ing potential, which is in good agreement with
results from scanning probe microscopy. 335536
Interestingly, the growth reverted to layer-by-
layer mode at even more negative potentials,
where the Au(100) surface reconstructs, which



3D growth
S8

layer-by-layer growth

Sttt Blleadle

T TR

step-flow growth E E E E E E E

deposition time

I(t)/1(0)

o
T

« 402
0.1

Deposition rate / ML min-1
Au concentration / mM

0sF

layer by layer :

/ step flow

o

-0.2 0.0 0.2

E /Vag/agCl

0.4

0.03

150

Intensity / arb. units

125

0
-0.04 -0.02 0
-1
q, /A

0.03 0.04

el
/A

002 004 001 002

Figure 36: (a) Schematic illustration of the
three kinetic growth modes. (b) Time-
dependent scattered intensity during homoepi-
taxial Au deposition on Au(100) in 0.1 M HCI
+ 0.5 mM HAuCl,, indicating a crossover from
step-flow (yellow) to layer-by-layer (orange) to
3D growth (red) with decreasing deposition po-
tential, and (c) the regions of different growth
modes as a function of potential and deposi-
tion rate (Adapted from Ref.?3%. Copyright
2006 American Physical Society). (d) Selected
GISAXS data and (e) corresponding intensity
distributions as a function of in-plane momen-
tum transfer, showing the temporal evolution of
mounds during 3D deposition on Au(100). The
inset shows the change of the peak position with
deposition time (Adapted from Ref.?3*. Copy-
right 2014 American Physical Society).
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may be caused by a higher Au adatom mobil-
ity on the hexagonally ordered top layer of the
reconstructed surface as well as quasi-collective
transport mechanisms.?3"

In a subsequent study such step experiments
were performed systematically at different po-
sitions along the specular CTR, which allowed
measuring the latter with sub-100 ms time res-
olution.®®® Fits of these CTRs in the initial
stages of growth showed that deposition at 0.35
V vs Ag/AgCl is well described by nucleation
and growth of Au monolayer islands, whereas
at -0.2 V first the hexagonal reconstruction is
formed, followed by layer-by-layer growth. The
formation of the Au(100) reconstruction was
found to occur two orders of magnitude faster
than in the absence of Au deposition, which
can be attributed to the enhanced surface mass
transport under growth conditions. A simi-
lar influence of Au electrodeposition on surface
reconstruction was found in SXRD studies of
Au(111).5% Here, the compression of the Au
surface layer did not saturate at a (23 x v/3)
superstructure, but linearly increased with po-
tential. This behavior resembles the electro-
compression effect found for UPD metal adlay-
ers and can be explained by lower kinetic lim-
itations for surface restructuring under growth
conditions.

The evolution of the Au(100) surface mor-
phology during 3D growth was studied by Ruge
et al. via operando GISAXS.%3* The authors
monitored peaks in the small angle regime,
which result from the scattering by nanoscale
mounds that are formed on the surface by
the electrodeposition process (Figure 36d,e).
With increasing deposition time, the peak in-
tensity increased and the peak position shifted
to smaller angles, indicating vertical growth
and lateral coarsening of the mounds, respec-
tively. The coarsening followed a well-defined
scaling law with an exponent that shifted from
1/4 to 1/3 in the potential range of -0.1 to 0.2
V. In the context of 3D growth theory,33? this
behavior may be explained by a crossover from
mounds without defined slope to mounds with
faceted side walls.

Analogous SXRD studies were performed for
Cu electrodeposition, which is a process of



tremendous importance, especially because of
its applications in the microelectronics indus-
try. These measurements were performed in an
Cl-containing electrolyte at growth rates up to
38 ML per minute. Interestingly, the growth
behavior changed from 3D to layer-by-layer to
step-flow growth with increasingly positive po-
tential, i.e., in the opposite order as in the case
of unreconstructed Au(100).26:>10:541 This sur-
prising effect was attributed to the influence of
adsorbed Cl, specifically the formation of an or-
dered ¢(2 x 2) Cl adlayer, on the Cu surface
mobility. Vice versa, the Cu deposition process
was found to significantly slow down the kinet-
ics of Cl adlayer ordering.®* Furthermore, the
measurements indicated an oscillatory strain
in the surface layer, which was tentatively at-
tributed to surface stress induced by island step
edges and Cu adatoms. Furthermore, the influ-
ence of polyethylene glycol (PEG), which is an
important additive in the Cu damascene plat-
ing process, was studied by the same group.?®*?
CTR and superstructure rod measurements re-
vealed that the polymer interacts more strongly
with the partially ¢(2 x 2) covered surface than
with the close-packed Cl adlayer. However,
the growth-inhibiting properties of the PEG-
Cl complex are more pronounced in the latter
regime according to time-resolved SXRD stud-
ies. In addition, the presence of PEG in the so-
lution shifted the crossover from layer-by-layer
to 3D growth to significantly more negative po-
tentials.

7.1.2 Electrochemical and chemical dis-
solution

We first discuss dissolution at the crystalline
surface of a simple elemental metal, which is
the inverse process to homoepitaxial deposition.
This process was studied for the case of Au(111)
and Au(100) electrodissolution in Cl-containing
electrolyte using the same methodology as in
the electrodeposition experiments above. 343544
That is, the dissolution mode was analyzed by
time-resolved measurements of the X-ray inten-
sity near anti-Bragg positions and simultane-
ous measurements of the electrochemical cur-
rent density. Because the dissolution process
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is rather irreversible, these studies could only
be performed as single-shot experiments. Nev-
ertheless, a time resolution of down to 2 ms
could be obtained, which allowed studying the
etching of the surface at technologically relevant
rates of up to 20 ML/s. During the dissolution
of Au(100), the characteristic intensity oscilla-
tions of a layer-by-layer mechanism were ob-
served.?** However, at the most positive poten-
tials, the oscillating intensity rapidly decayed,
indicating an increasing surface roughening at
higher dissolution rates. Studies of Au(111) at
lower dissolution rates (< 20 ML /min) found a
transition from step-flow to layer-by-layer dis-
solution prior to surface passivation via gold
oxide formation.?*? From a quantitative analy-
sis involving both the X-ray intensity transients
as well as the current transients the dissolution
behavior could be shown to be described by a
smooth multilayer growth model. Here, pro-
gressive vacancy island nucleation occurs in the
whole active dissolution regime with next-layer
nucleation occurring at rather low critical top
layer coverages between 0.29 and 0.44 ML.
Furthermore, detailed studies were performed
on the dissolution of alloys, in particular deal-
loying. Here, the less noble component dissolves
selectively, leaving behind the matrix of the
more noble metal. Pioneering work in this area
was performed by Renner et al., who studied
this process by in situ SXRD and anomalous
GIXRD on alloy single crystals.?4575% Studies
of (111)-oriented CuzAu, an important model
system for dealloying, in sulfuric acid solution
revealed in the first stage of this process the for-
mation of a 2-3 ML thick passivation layer with
depleted Cu content (less than 40 %).545548 Tn-
terestingly, the stacking sequence of the atomic
planes in this passivation layer was inverted rel-
ative to the fcc stacking sequence in the un-
derlying CuzAu substrate (Figure 37. In the
later stages of the dealloying process, the pas-
sivation layer transformed into a thicker layer
consisting of Au-rich islands. This transition
heralds the onset of the nanoporous Au forma-
tion and confirms predictions by Monte-Carlo
simulations.?* Subsequent systematic studies
of the effect of halides on CuzAu(111) dealloy-
ing, 546:549:550 found for Cl and Br very similar



behavior as in pure H,SO, solution, apart from
a negative shift in the potential of the transition
between passivation layer and island formation.
These results suggest that the transition is not
thermodynamically driven but a kinetic effect,
caused by the (potential-dependent) rate of sur-
face diffusion, which is higher in the presence of
halides. In iodide-containing solution, no stable
passive film was observed. Instead, precipita-
tion of an epitaxial Cul(111) film was found,
which partly inhibited the dealloying, resulting
in the formation of a bimodal pore size distri-
bution in the resulting Au layer. In addition,
functionalization on CuzAu(111) electrodes by
thiols resulted in an inhibition of the dealloy-
ing.52%53 Other Cu alloy electrodes exhibit a
similar dissolution behavior, i.e., the formation
of an epitaxial metallic passivation layer com-
posed of islands of the noble alloy component
that suppresses massive Cu dissolution. On
Cu3Au(100), a layer of islands with (111) facets
was observed. 4" Dealloying of (111) and (100)
oriented CuzPd lead to the formation of epi-
taxial passivation layers of Pd on both sur-
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Figure 37: Dealloying of CuzAu(111) elec-

trodes. (a) Reciprocal space map showing the
Bragg reflections from the passivation layer
(red) and the CujAu substrate (blue). (b)
Schematic illustration of the electrode structure
in the passivated state. (¢) CV of the dealloy-
ing process (Adapted from Ref.?*>. Copyright
2006 Springer Nature).

More recently, dealloying has become of in-
terest for the formation of nanoporous metals,
especially nanoporous gold. A prototypical sys-
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tem here is the dealloying of AuAg in nitric acid
solution under open circuit conditions. This
process was first addressed by in situ XRD in a
study of polycrystalline Aus,Ag,, dealloying by
Van Petegem et al..? They observed the evolu-
tion of a broad component in the Bragg peaks
over several hours and revealed a decrease in
the coherent grain size by a factor of four and
a parallel build-up of tensile stress in the resid-
ual Au lattice. More detailed in situ SAXS and
XRD studies by Toney and coworkers at differ-
ent acid concentrations, performed using AuAg
thin film samples to achieve more uniform deal-
loying, revealed several characteristic stages of
this process.?®® After an initial fast dealloy-
ing, in which a random distribution of pores
and compressively strained Au ligaments were
formed, coarsening of the morphology was ob-
served. In the latter, first a bicontinuous mor-
phology with quasi-periodic character emerged,
which then coarsens in a self-similar manner.
Furthermore, both of these studies deduced
the presence of directional strain anisotropies
in the Au ligaments. More recent studies in-
vestigated the influence of temperature on the
dealloying process by in situ SAXS®75% and
determined the structural changes in isolated
AuAg nanocrystals that were induced by 10
s of dealloying by ex situ BCDI.? The lat-
ter work provided detailed strain distributions
within the nanoparticle that showed the for-
mation of nanopores near the surface induced
compressive strain 60-80 nm deep beneath, but
weak tensile strain deeper within the particle.
This coexistence of differently strained areas
is in agreement with previous averaging XRD
studies®>5%° and demonstrates the potential of
coherent imaging techniques in resolving struc-
tural transformations in complex materials.

In addition, the chemical dissolution of oxides
has been addressed. The surface dissolution of
orthoclase (001) has been studied using X-ray
reflectivity by Teng et al., who looked at the
dissolution process of orthoclase (001) at two
extreme pH conditions (pH 1.1 and pH 12.9).%5!
It was found the dissolution process in an acidic
solution proceeded nonstoichiometrically and is
accompanied by terrace roughening. In an al-
kaline solution, the dissolution is mostly stoi-



chiometric and occurs via a step-flow mecha-
nism. The dissolution mechanism at two differ-
ent pH was thought to be controlled by surface
reactions at distinct reactive sites. Fenter et
al. studied the same system and identified two
dominant reactive sites, namely bridging oxy-
gen between Al and Si sites (site A) and bridg-
ing oxygen between Si surface sites (site B).%62
Those two reactive sites are responsible for dis-
solution occurring at pH>0.5 and pH <0.5, re-
spectively. The terrace roughening at pH 1.1
observed by Teng et al. may correspond to the
surface reaction occurring dominantly at site
B with a smaller portion of surface dissolution
occurring at site A. In contrast, the step flow
motion at pH 12.9 should be related to surface
reactions occurring solely at site B. Besides so-
lution pH, the crystal orientation can also play
a role in the dissolution kinetics on orthoclase
surfaces. %% In addition, NaCl background elec-
trolyte was found to enhance the surface disso-
lution of orthoclase.?%* This effect was assigned
to a higher terrace reactivity in the presence of
Na(Cl that leads to more 3D dissolution, result-
ing in faster dissolution rates.

7.1.3 Heteroepitaxial electrodeposition

The evolution of the deposit’s lattice structure
and morphology during electrochemical nucle-
ation and growth on a substrate of a different
material is a complex process, which has been
studied extensively by a variety of in situ meth-
0ds.?% Commonly, a well-defined relationship
between the orientations of deposit and sub-
strate lattice exist, which is denoted as epitax-
ial growth and depends on the mismatch of the
in-plane lattice geometries at the interface. A
specific case is pseudomorphic growth, where
the deposit adopts the in-plane lattice of the
substrate, but this is usually only observed in
systems with very small lattice mismatch. The
interplay of interface energies and strain in the
deposit results in structural transitions with in-
creasing thickness of the deposit that can be
probed well by XRD methods.

In situ X-ray scattering studies of heteroepi-
taxial electrodeposition originally focused on
metal-on-metal deposition in aqueous elec-
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trolytes. In particular, the crossover from UPD
(see section 5.2.2 to multilayer growth was ad-
dressed. Early SXRD studies of Pb electrode-
posits on Ag(111) found a disruption of the Pb
UPD layer at coverages >5 ML and the forma-
tion of (111)-textured but randomly oriented
islands.?" In contrast, bulk electrodeposition
of T1 on Ag(100) and Au(100) proceeded epi-
taxially on top of the T1 UPD bilayer and
monolayer, respectively, in form of well-defined
3D islands of (0001) hep T1.2%° The stability
of the UPD layers underneath the bulk deposit
was explained by the low interface energies,
resulting from the similar (quasi-)hexagonal in-
plane lattices. Several in situ SXRD studies
investigated the electrodeposition of Pd on sin-
gle crystal substrates, because of its interest
in electrocatalysis and hydrogen storage. Pd
growth on Pt(111)2% and Pt(100)® was found
to proceed via a Stranski-Krastanov growth
mode, in which first a pseudomorphic Pd mono-
layer formed, followed by the growth of 3D is-
lands. For Pd electrodeposition on Au(111),
the first two layers are deposited via a non-
ideal layer-by-layer pseudomorphic growth, on
which subsequently relaxed 3D islands form.?6°
The important influence of interface energy and
deposit strain was illustrated in SXRD studies
of Cu bulk electrodeposition on Au(100)567-568
and Ag(100).5 In both cases, the large lat-
tice mismatch enforces an initial layer-by-layer
growth in form of body-centered cubic (bec)
Cu up to 10 ML. However, at larger film thick-
ness, this bee-like structure becomes unstable,
resulting in a buckling transition. The resulting
phase exhibits a uniaxial periodic modulation,
in which local orthorhombic regions are formed,
reminiscent of martensitic distortions in Fe al-
loys.

The electrodeposition of thin magnetic films,
a topic of substantial interest for industry, has
been studied likewise on defined single crys-
tal substrates. Co and Fe electrodeposition
on Cu(100) was investigated using simultane-
ous n situ XRD and magnetooptical Kerr ef-
fect (MOKE) measurements.®"%™ For Co, the
growth of a pseudomorphic fcc Co deposit was
found up to 15 ML, together with the forma-
tion of an in-plane relaxed component, which



was attributed to Stranski-Krastanov growth
of 3D islands. In the case of Fe, a transition
from pseudomorphic fcc Fe to a bee Fe(110)
film was observed at coverages >7 ML. In this
transition, the fcc lattice was reoriented. In
parallel, the MOKE measurements indicated
a reorientation of the easy axis of magneti-
zation from out-of-plane to in-plane. In situ
SXRD and STM studies of electrodeposited Co
layers on Au(111) indicated that the growth
started with the formation of an hep Co(001)
bilayer, followed by a smooth layer-by-layer
growth.?™ Interestingly, the presence of the Co
film was found to restructure the (23 x /3)
reconstructed top Au layer into an isotropi-
cally compressed arrangement, demonstrating
the unique capability of XRD methods to ac-
cess such deeply buried metal /metal interfaces.
Subsequent studies demonstrated the epitax-
ial electrodeposition of Pd(111) capping layers
onto Co/Au(111) and showed that the in-plane
strain in the Pd film upon H absorption was
coupled into the underlying Co film.5"

Only a few in situ XRD studies have ad-
dressed epitaxial electrodeposition on semi-
conductors. The main problem here is the
strong photoelectrochemical effects induced by
the X-ray beam.?"5™ Zegenhagen and cowork-
ers performed a series of in situ SXRD and
X-ray standing wave measurements of noble
metal deposition on Si and GaAs electrodes
from aqueous electrolytes.?"57657 Character-
istic for these systems is a 3D cluster growth of
the deposit. Studies of the electroless deposi-
tion of Au and Pb on H-terminated n-Si(111)
indicated wetting of the semiconductor sub-
strate by Au at sub-monolayer coverages, fol-
lowed by growth of epitaxially aligned (111)-
oriented clusters.?®%"" A similar epitaxy was
found for electrodeposited Au films on this sur-
face by ex situ XRD.?® Cu electrodeposition
on H-terminated n-Si(111) proceeded via the
growth of Cu clusters, in which the (111), (110),
and (100) planes were oriented parallel to the
Si(111) surface (with the first two orientations
being dominant) but only the Cu(110) clus-
ters had defined in-plane orientations relative
to the substrate lattice.?™5™ For Cu electrode-
posits on UHV-prepared GaAs(100) a splitting
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of the Cu diffraction pattern into 8 Bragg peaks
was found, indicating an unusual epitaxial rela-
tionship, in which the Cu(100) planes were ro-
tated by ~5° and tilted by ~9° with respect to
the substrate lattice.?"®5™ In addition, diffuse
intensity streaks extending from the Cu(022)
peak were observed, indicating that the sides of
the Cu clusters were terminated by (111) facets.

Non-aqueous electrolytes and, in particular,
room-temperature ionic liquids (ILs) allow to
deposit a wider range of materials and have
accordingly received much attention. SXRD
studies of Zn electrodeposition from ILs found
in the initial stages formation of epitaxial Zn
and Auy,Zngg films.?®! More extensive depo-
sition, studied on polycrystalline Au films by
powder diffraction under grazing incidence an-
gles, resulted in stronger alloying with the par-
allel formation of Zn and several Zn intermetal-
lic phases. XRR studies of Si electrodeposition
in ionic liquids reported the formation of an in-
termediate polymer-like Si chloride layer, which
subsequently was further reduced to the Si de-
posit. 32 Of particular interest in this field are
studies of alkali and second row metal electrode-
position as anode processes in advanced batter-
ies, as performed e.g. by Renner et al. for Li®®3
and Ebenshade for Mg®®* (see also chapter 8).

Electrodeposits of non-metallic materials
have been frequently characterized using ex situ
XRD methods, but in situ studies of the cor-
responding electrodeposition processes them-
selves are still scarce. A challenge for these
studies may be the more complex growth con-
ditions and, especially, the higher temperatures
often required for these studies. A rare example
was published by Ingham et al., who studied
ZnO electrodeposition on Au(111) under con-
ditions where growth was limited by Zn ion
diffusion.®® The XRD measurements showed
that a (002) texture develops in the nucleation
stage, followed by anisotropic growth of ZnO
nanorods along this axis.

Apart from wide-angle scattering studies of
the deposit crystal structure and epitaxial ori-
entation, also the nanoscale evolution of the
morphology during nucleation and growth have
been studied by in situ SAXS. Such studies
are well established for studies of chemical and



physical deposition processes™ and have also

been applied to electrodeposition.®®6 59 Ustar-
roz et al. employed SAXS to determine the
evolution of the nanoparticle size during Ag
nucleation and growth on HOPG and found
good agreement with the growth behavior de-
duced from electrochemical measurements. %50
Combination of in situ SAXs and ex situ elec-
tron tomography allowed to monitor the elec-
trochemical growth of dendritic aggregates of
Pt, showing that the deposition potential in-
fluenced the aggregation and coalescence of the
primary nanoclusters.®®” In similar SAXS and
WAXS measurements, lateral and orientational
ordering during Pt electrodeposition in 3D or-
dered lipid templates was studied.?®592 SAXS
is not only sensitive to the deposited particles,
but can also provide insight into the surround-
ing electrolyte, as indicated by detailed studies
of Hammons et al. on Pb and Zn nanoparti-
cle growth in deep eutectic solvents.?**%% For
Pb, mesoscale anisotropic scattering was ob-
served in SAXS measurements at different in-
cidence angles, which was attributed to strong
potential-dependent perturbation of the solu-
tion structure around the Pb particles. The
latter was described in a simplified model by
a layered structure, similar to that found for
ionic liquids at planar interfaces (see section
5.2.3), that extended several 10 nm into the
solution. The evolution of the porous growth
morphology of electrodeposited MnO, was fol-
lowed by in situ SAXS in studies by Dupont
and coworkers, revealing a gradual change in
pore size with deposition time.%%%5% In prin-
ciple, also GISAXS should be highly suitable
for such nanoscale studies, but up to now has
been employed only for ez situ characterization
of electrodeposits. 39

All the SXRD studies above provided infor-
mation about the average film structure over
macroscopic surface areas, owing to the large
footprint of the beam on the sample surface.
However, this problem can be overcome at mod-
ern synchrotron beamlines, which typically al-
low the focusing of the beam to micrometer
or even sub-micrometer dimensions. Such mi-
crodiffraction studies can be performed by em-
ploying focused high photon energy beams in
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transmission geometry, as illustrated schemati-
cally in Figure 18b. This allows to map struc-
tural heterogeneities of the deposit, as has been
shown in in situ studies of electrodeposited
Co'%? and Bi films.!'% Similar as in low-energy
electron diffraction, this transmission surface
diffraction method provides at each point on
the sample 2D detector images that show the
in-plane reciprocal space geometry over a wide
q range (Figure 38a). The sensitivity of this
method is sufficient to resolve single atomic lay-
ers, e.g., the Au(111) surface reconstruction or
the Bi UPB superstructures. By performing
such measurements at different locations on the
sample and automated quantitative analysis of
the diffraction peaks, the local variation of char-
acteristic structural properties of the local de-
posit can be investigated. This is illustrated in
Figure 38b where maps of the local thickness,
in-plane grain size, and strain in the Co elec-
trodeposit as well as induced strain in the Au
substrate are presented, revealing clear correla-
tions of these properties. %% Similar correlations
were also found in analog measurements of Bi
electrodeposition within a microfluidic cell. %
Such locally resolved measurements will benefit
strongly from the emerging fourth-generation
synchrotron sources. However, the very high
local X-ray intensity in such experiments will
lead to increased problems with beam damage
effects.

Finally, in situ X-ray scattering techniques
also offer unique capabilities to study electrode-
position at liquid-liquid interfaces. Such depo-
sition processes have received renewed interest,
because they offer a substrate that is free of de-
fects and strain, enable growth from both sides
of the interface, and thus open up opportuni-
ties for the electrodepositon of a wide range
of materials, including semiconductors.3*” Only
hard X-rays allow to probe the atomic-scale
structural studies of these deposition systems
directly. Several studies investigated electro-
chemical growth at liquid metal electrodes by
in situ XRR and GIXRD. Specifically, the nu-
cleation and growth Pb halide films on liquid
Hg were studied in detail.?%365:366:368 Tt wag
shown that ordered salt-like adlayers, formed
initially on the Hg surface (see section 5.5), pro-
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Figure 38: Structure of electrodeposited Co this
films on Au(111), studied by HESXRD at 40
keV in transmission geometry. (a) Difference in
the scattered X-ray intensity, obtained by sub-
stracting the 2D detector images recorded prior
and after Co deposition. Sixteen Au CTRs and
12 Co CTRs are visible, with peaks that emerge
after deposition depicted in red and peaks that
disappear in blue, respectively. (b) Maps show-
ing the micrometer-scale variation of the de-
posit thickness, lateral grain size, and strain in
Co deposit and Au substrate, derived from a
quantitative analysis of the Bragg peaks in de-
tector images recorded at each point of the map.
(Adapted from ref.'°2. Copyright 2014 Ameri-
can Chemical Society).
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vide a template for the subsequent growth of a
strongly textured bulk deposit. Detailed stud-
ies of PbBrF growth indicated with increasing
overpotential a crossover from the slow growth
of a small number of large crystals to the forma-
tion of a compact film with a saturation thick-
ness of 25 nm.? In the context of studies of the
electrochemical liquid-liquid-solid deposition of
Ge on Hg and Hgln alloys, in situ XRR was
used to determine the influence of the inter-
face structure on the growth process.3675% Jn
situ X-ray scattering techniques have also been
applied to study growth at interfaces between
other immiscible liquids, e.g., between aque-
ous and non-aqueos solutions,?7 %! but cor-
responding studies of electrodeposition in such
systems have not been reported yet.

7.2 Passivation and corrosion

The ability of in situ X-ray scattering meth-
ods to obtain insight into buried interfaces has
proven to be highly valuable in corrosion sci-
ence, especially for the structural investigation
of passive layers and for monitoring the struc-
tural evolution of the surface morphology dur-
ing metal dissolution. This section will focus on
the more classical subjects of corrosion science,
such as Cu, iron-group metals, and valve met-
als. Related studies on electrocatalyst degrada-
tion and noble metal dissolution can be found
in sections 6 and 7.1.2, respectively.

Detailed in situ SXRD studies of passiva-
tion processes, performed on single crystal elec-
trodes, showed that passive film in many cases
grows epitaxially on the underlying metal and
typically consists of nanoscale islands sepa-
rated by grain boundaries. Toney et al.
ported such epitaxial films, consisting of Fe;O,
on Fe(001) and Fe(110) electrodes and showed
them to exhibit significant numbers of cation
vacancies and interstitials.%0%69 SXRD stud-
ies of Ni(111) passivation in sulfuric acid solu-
tion indicated the presence of an epitaxial crys-
talline NiO(111) inner layer and a more porous
and probably amorphous outer layer of Ni hy-
droxide, supporting the duplex model of passive
film growth.6%46% The thickness of the crys-
talline inner layer was found to increase lin-

re-



early with potential from 1.0 to 2.0 nm. A very
similar passive film structure was observed on
Ni(111) electrodes in pH 14 KOH solution. %%
Studies of thin epitaxial Co(001) films in 0.1
M NaOH indicated a stepwise oxidation mech-
anism, starting with the rapid growth of an ul-
trathin Co(OH), layer, followed by the slower
formation of 3D Co(OH), crystallites at grain
boundaries in the Co film.®” On Cu(111) in
pH 4.5 solution, phases with the same cuprite
structure and orientation as the air-grown na-
tive oxide film were found, but exhibited strong
differences in growth behavior and strain.®®® In
particular, the experiments revealed the forma-
tion of an initial monolayer oxide phase, which
was also found in independent in situ STM
measurements. ¥ In general, in situ SXRD and
STM results on the initial stages of passiva-
tion in the above systems have been in excellent
agreement and found to provide highly comple-
mentary information on the underlying atomic-
scale mechanisms. 5%

In addition to these model systems, in situ X-
ray scattering methods have also been used to
study passivation and corrosion in more realis-
tic systems, typically on polycrystalline mate-
rials. Early studies of thin Cu films on Si by in
situ XRR and diffuse scattering found in borate
buffer solution the formation of ~ 2.5 nm thick
Cu, 0 layers after anodic oxidation, whereas in
bicarbonate solution evidence for pitting cor-
rosion was reported.6'0612 Powder diffraction
studies under grazing incidence conditions of
the anodic oxidation of lead in sulfuric acidic
electrolytes, an important process in Pb acid
batteries, allowed to identify several crystalline
products, such as Pb sulfate, PbO,, and triba-
sic Pb sulfate hydrates.%!3

Several studies addressed the structure and
evolution of passive films on steel, a key topic
in corrosion science. Sinha and coworkers de-
termined by anomalous XRR the passive film
on type 430 stainless steel in pH 8.4 borate
buffer.6 In the regime of passivity, the film
was shown to consist of an inner layer consist-
ing of insoluble Cr,O4, which acted as a barrier
to oxygen anion incorporation, and a Fe/Cr ox-
ide outer layer. In the transpassive regime, the
entire film consisted of a mixed Fe/Cr oxide.
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Ingham and coworkers performed systematic in
situ, SAXS and WAXS studies of the formation
of protective scales during the corrosion of car-
bon steels in CO,-saturated brine at tempera-
tures up to 90° C, a problem of practical inter-
est in oil and gas pipelines.®1°792% The protec-
tive phase was identified as crystalline siderite
(FeCO,). It was shown to form at high su-
persaturation via a complex reaction, which in-
volved the spreading of a colloidal amorphous
precipitate over the metal surface, followed by
the formation of pre-nucleation clusters and fi-
nally the nucleation and growth of the crys-
talline phase. This process was strongly af-
fected by the presence of Cr and Mo in the steel,
the solution pH and flow conditions, the nature
of cations in the solution, the presence of trace
amounts of oxygen, and the presence of organic
scale inhibitors.

Related to passivation and corrosion is an-
odization, a technologically important process
in which the metal is electrochemically oxidized
in a controlled way. Conventional anodiza-
tion results in films of defined thickness that
increases linearly with potential, as also con-
firmed by in situ XRR.%?* However, most re-
search in this area focused on the self-organized
growth of oxides with well-defined ordered ar-
rays of cylindrical pores, especially the growth
of porous anodic aluminum oxides.%? Various
groups investigated the structural evolution of
the pores during anodic aluminum oxidation by
in situ SAXS, 626627 GISAXS,%%® and grazing
incidence transmission small angle X-ray scat-
tering (GTSAXS),%2%630 coming to similar con-
clusions. SAXS measurements can only pro-
vide data on the in-plane ordering. In con-
trast, GISAXS and GTSAXS provide informa-
tion about the in-plane nanoscale morphology
as well as the film structure vertical to the sur-
face, as illustrated in Figure 39a. The in-plane
ordering was found to proceed via a power law
and could be described by domain structure
formation and Ostwald ripening of domains.
The pore has a well-defined vertical length, and
manifests in oscillations along the qz direction
at the in-plane peak positions (Figure 39b).
The vertical growth of the pores, determined
from the periodicity of these oscillations, pro-



ceeds at a constant rate, which depends on the
substrate orientation (Figure 39¢). In addition,
in situ GTSAXS has been employed to monitor

the filling of these pores by electrodeposition of
Gy, 631,632
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Figure 39: In situ GTSAXS measurements of
the formation of porous anodic alumina oxides.
(a) X-ray scattering geometry. The intensity
distributions along q, and q. provide informa-
tion about the in-plane and out-of-plane struc-
ture, respectively. (b) Detector images illus-
trating oxide growth during 2nd anodization
in oxalic acid solution. (c) Increase in pore
length, obtained from the period of the oscilla-
tions along q. (Reproduced from ref.%%. Copy-
right 2018 American Chemical Society).

7.3 Synthesis of electrocatalysts

Another interesting utilization of in situ X-ray
scattering techniques for electrochemistry and
electrocatalysis purposes, beyond the study of
electrode materials during electrochemical op-
eration, is to monitor how the electrode ma-
terials’ properties emerge during their fabrica-
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tion. This aspect is essential in the ‘electrode-
by-design’ approach largely adopted in the field,
as desirable catalyst structure and chemistry
must be tailored mostly during their synthe-
sis. Early uses of this possibility were made
in the 1980ies to investigate the formation of
Pt-alumina reforming heterogeneous catalysts
in high-temperature chambers under different
gas atmospheres,53793° where guiding strate-
gies toward the preparation of targeted Pt alloy
phase(s) were established. In electrocatalysis, a
similar approach was used to monitor the for-
mation of binary intermetallic PtM (M=Co, Fe
or Ni) ORR catalysts during thermal annealing.
In the case Pt;Co particles, Xiong et al. in-
vestigated the impact of a variety of annealing
conditions on the degree of ordering that could
be obtained.%¢ It was found that an annealing
temperature of 750 °C maximizes the catalyst
ordering (30 %) and so the long-term durabil-
ity of the material in practical PEMFC tests.
Recently, Zeng et al. extended the study to
PtCo, PtFe, and PtNi materials. %7 Using pow-
der diffraction, they monitored the structural
evolution during heating/cooling cycles and ex-
tracted the degree of structural ordering (Fig-
ure 40a-c). This allowed to develop rational
annealing processes that maximized the order-
ing degree for the three materials by sequen-
tial alloying-ordering steps. In situ WAXS and
SAXS were also used to investigate the sol-gel
formation of FeOx, Fe;N, and Fe;C ORR cat-
alysts. 938639 Here, it was found that the tran-
sition from oxides to carbide was strongly size-
dependent, having important consequences on
the resulting catalyst morphology, while the
intermediate nitride form was highly unstable
and difficult to isolate. The combination of ex
situ electron microcopy and in situ SAXS and
WAXS with PDF analysis also allowed to un-
derstand the formation and growth of hollow
PtNi/C ORR catalysts during a one-pot syn-
thesis, which was found to result from the se-
quential nucleation of NiB nanoparticles, the
galvanic displacement of Ni by Pt, and the
nanoscale Kirkendall effect (Figure 40.e-f). %4



Alloying stage

Ordering stage

PtM-IMC
- PtFe 10nm 10 nm
704 o @
=60 -9
£ ° =
550- oo a [C)
[T
§ 40 =}
> o
€ 304 @ e
=]
G20 9 5
104 <
fé“ 0{90o00e =~ Radial distance r (Angstréms)
> 300 500 700 B850 80O 600 400 40
B Temperature ('C) 3
g f) E
kS 80 £
. @ PiCo g%0° ° 6 —— Shell thickness
2 —— Core radius
—60 ° %5
g =
=] 50 = 4
£ 2 =
T fa 23
@ o w
T g
£ 30 B 5
g 20 s
3 1
10
fet PtFe JCPDS: 26-1139 To0
L 0199999999 o
20 40 60 80 300 500 700 850 800 600 400 40 5 0 10 20 30 40 50 60
26 (degree) Temperature ('C) © Time (minutes)
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scattering. (a) schematic illustration of the synthesis of structurally ordered Pt-M (M= Fe, Co,
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8 Intercalation batteries

8.1 Introduction to battery inter-
calation

Intercalation materials have been ubiquitous in
rechargeable batteries since the commercializa-
tion of lithium-ion batteries. The intercalation
mechanism involves the reversible insertion of
ions (ie. lithium) into a host structure, such
as graphite or LiCoO,, which results in long-
lasting and energy-dense batteries. Key to the
development of higher performing electrode ac-
tive materials and cell designs has been the use
of in situ and operando X-ray techniques to
deepen our understanding of intercalation ma-
terial dynamics at a wide range of length scales.
This section will cover in situ/operando cell de-
sign considerations and review a range of in situ
and operando techniques used to study interca-
lation materials in battery systems.

While X-ray techniques can offer better pene-
tration depth than other forms of characteriza-
tion, the structural stainless steel cases of com-
mercial batteries are often too great of an ob-
stacle for X-ray to penetrate adequately. There-
fore, X-ray windows are important to the design
of an in situ/operando cell. Beryllium, the most
X-ray transparent material, is a clear option for
use as a cell window. However, cost and toxicity
of beryllium windows are concerns. Beryllium
is also electrochemically reactive in lithium-ion
systems®¥® so further design elements must be
implemented to prevent interaction, such as an
air gap. %% Glassy carbon is also commonly used
as an X-ray window for in situ/operando bat-
tery cells. Glassy carbon provides decent X-ray
transparency while being electrically conduc-
tive and rigid,®!" but the cell must be designed
to prevent lithium intercalation into glassy car-
bon. %8 Polymer films are another option for a
cell X-ray window. Films like Kapton (poly-
imide) and Mylar (polyethylene terephthalate)
are fairly X-ray transparent, durable, and elec-
trochemically inert®4°. Thin metal foils are also
an option for X-ray windows due to their ductil-
ity and electrical conductivity. Aluminum foil,
in particular, has been successfully used as both
a current collector and an X-ray window. % An-
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other consideration is that polymer films and
thin metal foils are less mechanically stiff than
the metal cases of a cell. This can lead to less
than ideal electrochemical performance in the
cell due to inhomogeneous stack pressure. %4

Since batteries come in a wide range of for-
mats and sizes, in situ/operando cells reflect
this diversity in designs (see Figure 41). Coin
cells are extremely common in battery research
due to their small scale and ease of assembly,
and are mainly used to study material perfor-
Coin cells have been modified with
windows in the top and bottom cases for use
in a variety of in situ/operando X-ray appli-
cations. #41:6517653 N\ore customized cells serve
to reduce a shortcoming of the modified coin
cell while maintaining a similar format, such
as the Argonne multi-purpose in situ X-ray
(AMPIX) cell which aims to improve electro-
chemical performance by reducing pressure in-
homogeneity in the cell.®*® Swagelok cells are
another type of cell common in research due to
their small scale and reusability. They are often
designed with non-metallic cases to allow for X-
ray penetration and with the electrodes of in-
terest parallel to the X-ray beam, increasing the
amount of material being probed. %42 Pouch cells
straddle the line between research and com-
mercial applications due to their intermediate
size. They can be made with just one layer of
electrodes similar to coin cells or with multi-
ple layers similar to commercial cells. For in
situ/operando X-ray applications, windows are
made on the front and back side of the pouch
using polymer films or metal foils due to their
mechanical similarity with the laminated alu-
minum pouch.%436%* Cylindrical and prismatic
cells are common commercial battery formats
for electric vehicles and stationary energy stor-
age. They are larger in size and contain up to
hundreds of electrode layers. Due to their use in
commercial applications, cylindrical and pris-
matic cells are studied with in situ/operando
X-ray techniques mainly to understand the role
of microstructure and degradation mechanisms
such as electrode swelling. 6°5:656
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Figure 41: Operando battery cell designs and X-ray scattering techniques. (a) Schematic of operando
coin cell with Kapton windows (Adapted from Ref.%*'. Copyright 2016 Elsevier). (b) Schematic of
operando Swagelok cell (Adapted from Ref.%42. Copyright 2020 Wiley). (c) Schematic of operando
pouch cell with Kapton windows (Adapted from Ref.%3. Copyright 2014 Royal Society of Chem-
istry). (d) Schematic of cylindrical cell (Adapted from Ref.%4*. Copyright 2019 MDPI).
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8.2 Powder Diffraction

The vast majority of operando X-ray scattering
studies in batteries utilize powder diffraction.
This is due to the wide availability of powder
diffraction instruments and familiarity with the
principles of this technique, in addition to the
structural sensitivity noted above.

The first in situ powder diffraction exper-
iments on lithium-ion batteries date back to
1978, when Chianelli and colleagues used a cell
with a beryllium window in reflection geome-
try to study structural transformations in the
LixTiS, cathode during intercalation and de-
intercalation of lithium%7. Subsequently, Dahn
and colleagues improved the cell design to allow
a better correlation between electrochemistry
and powder diffraction: the former measured
reactions at the cathode particle surface while
the latter is a bulk technique. Their study on
LixTiS, by using laboratory X-ray diffractome-
ter%® and expanded the understanding of struc-
tural changes in the cathode material intro-
duced by S. Whittingham.In situ X-ray diffrac-
tion was extended to other cathode materi-
als, notably LixNiO,%® and LixCoQ,%. Par-
ticularly the study in LixCoO, - the cathode
material introduced by J. Goodenough - gen-
erated significant interest because LixCoQO, is
the cathode material of most of today’s bat-
teries in portable electronics. In situ powder
diffraction revealed transitions between three
distinct phases as x was varied between 1 and
0.4, and distinguished between order-disorder
transitions and first-order phase transitions.

Commercial sample environments for labo-
ratory instruments are available from several
manufacturers, almost exclusively based on a
windowed coin cell design. Windows of Be
or thin polyimide are needed for X-ray trans-
mission. These windows often produce either
electrochemical incompatibility (e.g. Be cor-
rosion), small leaks, or inhomogeneous elec-
trode compression, which lead to poor long-
term cycling and voltage gradients across elec-
trodes%?. With modern 1/2D detectors, the
time required for simple measurements (1-3 hrs)
is appropriate for slow cycling cells. Despite
these limitations, laboratory PXRD is both
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common and valuable for probing the mecha-
nism of phase transformations in active mate-
rials. Intercalation commonly follows either a
solid solution mechanism, where ion insertion
is continuously variable in stoichiometry, or a
phase-segregated model, where ions are inter-
calated at fixed stoichiometries, separated by
phase transitions. An idealized solid solution
mechanism produces only peak shifts in the
powder pattern, while phase-segregated transi-
tions produce new peaks or different patterns
entirely. Sharp phase transitions create large
strain gradients inside active materials, which
generally results in accelerated degradation and
poor cyclability. Changes in doping, coating,
and growth conditions of active materials can
produce dramatic changes in the intercalation
chemistry and phase transitions.

The extension of in situ powder diffraction to
synchrotron sources®? significantly improved
the signal to noise ratio, as well as the tem-
poral, spatial, and angular resolution, as well
as penetration depth, which are all useful for
operando PXRD battery experiments. The in-
creased signal enabled experiments in transmis-
sion geometry where the material throughout
the thickness contributes to the diffraction sig-
nal. Higher flux allows for PXRD measure-
ments down to the ms scale, which permits
the same measurements described above, but
over cycling rates relevant to battery operation.
Spatially resolved PXRD allows for linescan or
imaging experiments where lithiation hetero-
geneity across electrodes can be evaluated.%¢!
Measurements scanning the plane of the elec-
trode to explore gradients at the mm and cm
level require minimal focusing, while focusing
towards the 1 um level allows reactions gradi-
ents through the thickness of conventional elec-
trode films to be evaluated. High angular res-
olution PXRD allows for accurate peak shape
analysis.

While most wn situ powder diffraction fo-
cused on transition metal oxide cathodes, which
generate a high signal, in situ diffraction on
graphitic anode%%?, silicon%3%* and lithium-
sulfur systems®® have also been reported. Fol-
lowing this pioneering work, in situ powder
diffraction is a pillar of today’s structural char-



acterization of battery materials and has been
extensively reviewed %,

The increased penetration depth of higher en-
ergy X-rays is transformative for operando bat-
tery PXRD. By utilizing high-energy X-rays,
commercial cells can be measured operando
with no concessions in cell performance. %" The
thick steel casing of cylindrical cells requires
photon energies of at least 60keV, preferably
90keV.5%® PXRD in pouch cells can be mea-
sured at lower energies and has been demon-
strated on laboratory instruments with Mo ra-
diation (18 keV). The ability to perform mea-
surements inside conventional cells is important
for two key reasons. First, it enables measure-
ments on highly aged cells, which is essential
to understand degradation and cycling stability
in active materials.® Secondly, battery perfor-
mance and aging phenomena are well known
to be intrinsically linked to the form factor
of cells.%" Failure mode analysis including the
growth of irreversible phases, Li inventory loss,
and consequently the cell’s state of health can
be directly inferred from PXRD measurements.

Operando SAXS is an emerging technique for
batteries. Most active materials are crystalline,
and therefore more easily probed with tradi-
tional PXRD. However, several promising next-
generation chemistries involve amorphous ma-
terials, and more suitable for SAXS.5"" When
used as an anode, Si becomes amorphous, and
determining the lithiation state of the electrode
is challenging, but important for optimizing
these electrodes.®™ Lithiation of Si drives ex-
pansion and changes in electron density, alter-
ing the SAXS pattern. Solid-state electrolytes
are currently being studied intensely for high-
energy density batteries. The microstructure
of polymer and glassy electrolytes can be ana-
lyzed with SAXS, towards optimizing their mi-
crostructure and understanding their compli-
cated solid state chemistry. 5™

Under the right conditions, the pair distribu-
tion function of battery materials can be calcu-
lated from the PXRD pattern. This technique
has proven useful for understanding disorder in-
side amorphous or poorly crystalline materials,
and how short-range and long-range ordering
inside active materials can differ. The ability
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to probe the structure of amorphous and disor-
dered materials overlaps with SAXS. Pair dis-
tribution function measurements are preferably
performed at very high photon energies to ob-
tain a large angular range. The added value of
real-space analysis using PDF has been demon-
strated in battery applications, most commonly
exploiting differences between the short range
and long range ordering in cathode materials,
where doping, vacancies, and nonstoichiomet-
ric compounds are ubiquitous. Wiaderek et
al. showed how PDF can determine the phase
transition mechanism of O-doped FeF;, which
undergoes a partial, irreversible amorphization,
invisible in the conventional powder pattern.%™
The extreme data quality requirements for use-
ful PDF have until recently limited broad adop-
tion of operando measurements. Advances in
cell design now allow structure dynamics of very
complex materials to be probed in situ, such
as defect-rich, mechanochemically synthesized
Li,Mn,O;%*? or Cu/CuF, nanocomposites with
extremely small crystallites (0.5-1.0 nm).%"™ A
combined real space and reciprocal space analy-
sis revealed the formation of a weak superlattice
induced by local ordering. Anode materials are
frequently amorphous alloys, with poorly un-
derstood intercalation mechanisms. These sys-
tems are particularly amenable to PDF struc-
ture analysis, ranging from the Si anode,%7
which is well-known for irreversible first-cycle
disordering, to the more exotic Na3P system, "
where the sodiation/desodiation reactions fol-
low different pathways.

PXRD can be used complementary in neutron
powder diffraction, which is much more sensi-
tive to Li atoms, and therefore very useful in
operando battery measurements.5™® In compar-
ison to PXRD, neutrons have exceptional an-
gular resolution, good penetration depth, and
moderate speed, but have several specific draw-
backs, such as the need for deuterated elec-
trolytes, and the challenge of instrument ac-

cess. 67

8.3 Single Particle Diffraction

While in situ/operando powder X-ray diffrac-
tion is an extremely powerful technique to study



crystalline structure dynamics in intercalation
materials, it is limited to only probing many
electrode particles at once. To observe struc-
tural details like lattice tilting and strain gra-
dients in individual particles, single particle
diffraction is needed. The focusing optics of
a synchrotron X-ray source allows for a small
beam diameter which reduces the scattering
volume in an in situ/operando cell. A smaller
scattering volume results in a spotted rather
than complete Debye-Scherrer ring on a 2D de-
tector. Each spot along the ring is the diffrac-
tion peak associated with a single particle of
electrode material, and peak width and move-
ment along the ring (y rotation) is now resolv-
able. This unlocked resolution allows for the ob-
servation of phenomena like crystal mosaicity,
particle rotation, and phase transition mecha-
nisms in intercalation materials°1,652,680,681

Single particle in situ/operando X-ray diffrac-
tion has been used to study multiple different
battery intercalation materials. In Singer et
al.%2 disordered LiNi, /oMy 5Oy, a spinel in-
tercalation Li-ion cathode material, was studied
using operando single particle XRD. They are
able to resolve single particle peaks and report
about particle rotation and lattice expansion
and contraction. In addition, single particle
diffraction revealed nonequilibrium dynamics of
a structural phase transition in LiNi; ,Mn; ,0,
where upon charge, the phase transition is fa-
cilitated by a solid solution of the two phases,
but during discharge, the two phases are dis-
tinct and coexist in nanoparticles%?.

Single particle diffraction was also used to
study a layered sodium-ion battery cathode ma-
terial in Huang et al.%%!. Nanoparticle peaks
of Na, 3[Ni; 3Mn, 3]0, were resolved along the
Debye-Scherrer ring using operando single par-
ticle XRD. From the dynamic peak width be-
havior of the single particles, increasing layer
distortions were observed during charge. They
also reported an aligning of crystalline layers
just prior to the P2-O2 phase transition which
revealed that the P2-O2 phase transition pro-
ceeds through an intermediate phase®!.

Work by Zhang and van Hulzen%%%8! also
utilized small X-ray beam size to study sin-
gle particle behavior in lithium iron phosphate
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(LFP) and lithium nickel manganese cobalt
oxide (NMC) lithium-ion battery intercalation
materials. By following single particle diffrac-
tion peaks, they were able to observe a variety
of phase transition mechanisms. Specifically,
they observed a rate dependent phase transi-
tion within single nanoparticles of LFP %80 first-
order and solid solution phase transitions in
LFP, and a solid solution phase transition in
NMC 8,

8.4 Operando Bragg Coherent
Diffractive Imaging

Bragg coherent diffraction imaging is excel-
lently suited for studying electrochemical sys-
tems operando. The high penetration depth of
hard X-rays (typically around 10 keV) allows
collecting data from fully operational, multi-
component devices, for example rechargeable
battery coin cells in transmission geometry.
Moreover, the high angular sensitivity of Bragg
diffraction enables one to isolate signal from a
specific crystal structure by tuning the scatter-
ing angle 20 to the Bragg angle of that struc-
ture. Finally, the nanoparticulate systems often
comprise of randomly oriented nanoparticles:
most of the illuminated particles of the same
crystal structure will generate no signal gen-
erating sparse diffraction profile on the Ewald
sphere and allowing to isolate signal from a sin-
gle nanocrystal buried in the electrode.
Operando BCDI has been extensively used
to characterize the changes inside positive
electrodes of rechargeable lithium-ion batter-
ies70:77,682°684 © The initial developments were
led by Shpyrko, Meng and coauthors®2. Typ-
ically, an operando coin-cell consists of a
Lithium anode, separator, and cathode. As
in commercial rechargeable lithium-ion batter-
ies, the cathode is made of mostly active ma-
terial (nanocrystals), mixed with carbon black
for improved electrical conductivity, and a poly-
mer matrix. The polymer binder creates space
between the crystalline particles, which other-
wise would degrade mechanically due to their
swelling and shrinking during charge and dis-
charge. After the electrode slurry is cast on
the current collector, baking introduces pores,



which will later be filled with electrolyte pro-
viding access to the active nanocrystals. The
electrode thickness is typically 50-100 pm, simi-
lar to conventionally created electrodes for elec-
trochemical characterization. Prior to coin-cell
assembly, openings in the stainless-steel coin-
cell casting are made and covered with X-ray
transparent kapton®?®. The transmission of the
whole device at 10 keV is on the order of 50
%, with the cathode absorbing the most. In
one operando BCDI study, the authors study
3D strain evolution of a single LiNigsMn; 504
(500nm)? nanocrystal in a fully operational coin
cell battery under operando conditions dur-
ing charge/discharge cycles®?2. operando strain
imaging revealed a stripe morphology due to
phase coexistence and coherency strain at the
interface between the two phases. The au-
thors were able to determine the stripe size and
estimate the interface energy based on Cahn-
Hilliard formalism%%. Because BCDI maps the
strain field inside a single nanocrystal, one can
directly calculate the strain energy of the crys-
tal by numerically integrating the strain field.
The authors in%? found a strain energy on the
order of few femtojoules.

Point defects, such as Lithium vacancies,
naturally occur during intercalation due to a
change of the lithium-ion concentration and can
be well characterized using average measure-
ments and equilibrium modelling®”. The im-
portance of linear and planar defects in the
properties of crystalline electrochemical sys-
tems is indisputable. Yet because extended de-
fects are metastable, studying materials prop-
erties in their proximity remains challenging
because it requires operando measurements.
Therefore, recent BCDI studies focused on
defect dynamics in individual nanoparticles
operando. Shpyrho, Meng and co-authors re-
ported operando 3D imaging of dislocation dy-
namics in individual battery cathode nanopar-
ticles using BCDI™ (see Figure 42, top). The
defects were only mobile during charge or dis-
charge, suggesting ionic diffusion as the driv-
ing force behind dislocation migration. Fur-
thermore, the local displacement field around
dislocations allowed the authors to map the
local elastic constants around the defect. In
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Figure 42: (a) Schematic of an operando Bragg
Coherent Diffractive Imaging experiment. Co-
herent X-rays (red) are incident on a cathode
nanoparticle (green) embedded in a fully oper-
ational coin-cell. A schematic of an edge dislo-
cation for a cubic unit cell structure is shown
with the extra half-plane colored purple. The
diffracted X-rays carry information about the
3D density of Bragg planes and their atomic
displacement along the reciprocal lattice vector.
The latter allows identifying the type of dislo-
cation. (Reprinted from Ref.”. Copyright 2015
American Association for the Advancement of
Science). (b) The changes in the displacement
field of a Li-rich layered oxide nanocrystal dur-
ing charge (shown on a 2D slice through 3D par-
ticle). The voltage versus Li* is indicated. Two
edge dislocations emerge at 4.3 V. (c¢) Strain
calculated from the displacement field in (b).
White arrows indicate the position of the edge

dislocations at 4.3 V. (Reprinted from Ref.”.
Copyright 2018 Springer Nature.)
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a subsequent study, the same groups reported
nucleation of dislocations inside a previously
dislocation-free nanocrystal of a lithium-rich
layered oxide material” (see Figure 42, bot-
tom). The dislocations were also mobile and
were associated with the notorious voltage fade
in the high energy-density material. The au-
thors used the results from operando BCDI to
design and execute an annealing experiment,
which led to the voltage recovery. Subsequent
operando BCDI work showed the presence of
2D domain boundaries during a phase transfor-
mation®3 and a metastable antiphase-domain
boundary during dislocation pair formation 8.

The BCDI method is a unique, powerful tool
for studying lattice distortions inside individ-
ual nanocrystals. Yet due to the limited spa-
tial resolution, the retrieved density of Bragg
planes, i.e., the Ewald function, is generally not
atomically sharp at the boundary. Therefore,
a user-defined threshold (typically around 0.2
when the maximum of the Ewald function is 1)
is used to somewhat arbitrarily define the par-
ticle boundary. To overcome the arbitrariness,
some authors, when calculating properties such
as strain energy, average over multiple thresh-
old values”™. Because of the slight ambiguity
of where the particle boundary is, BCDI has
lower surface sensitivity than other approaches,
and operando BCDI was initially thought to be
inapplicable for studying electrocatalytic reac-
tions at the surface. Initial operando studies
at open circuit conditions have revealed that
structural rearrangements in bulk can occur%?,
especially during dealloying®® and thermal an-
nealing %!

Very recently, operando BCDI studies on elec-
trocatalysts under potential control have been
reported in different configurations. Sheyfer
and coauthors imaged a nanograin of Pt inside
of a polycrystalline Pt foil, which mechanically
stabilizes the particle under intense irradia-
tion. %92 A carefully positioned nanopipette sup-
plied liquid electrolyte and reference/counter
electrodes for high quality, low background
diffraction, at the cost of complexity and poor
quality electrochemistry. Atlan et al.
aged a more traditional Pt/C catalyst using a
flow cell.#”” In both cases, substantial strain

1m-
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evolution on the exposed facets, corners, and
edges is observed as a function of potential,
attributed to electrolyte adsorption and sur-
face oxidation. Comparison of the experimen-
tally reconstructed nanoparticles with DFT or
molecular dynamics simulations allows surface
and bulk strain to be more confidently as-
sessed. Furthermore, BCDI of nanoparticle
electrocatalysts allow strain effects on dozens
of facets with different surface crystallogra-
phy to be analyzed simultaneously*”%! along
with edges and corner features which cannot
be probed using single crystal approaches. The
advent of fourth-generation X-ray synchrotron
sources with highly spatially coherent beams
and much-increased brightness will improve the
spatial resolution and enhance the capability
of operando BCDI to bulk and surface struc-
tural rearrangements inside smaller nanocrys-
tals, which are relevant for electrocatalysis, and
investigate phenomena next to their surface.

8.5 Operando Surface Scattering
in Intercalation Batteries

Interface reactions critical for intercalation
compounds. Therefore, X-ray surface scat-
tering and diffraction have been used exten-
sively for investigating the formation of solid-
electrolyte-interphases and interfaces in both
anode and cathode materials. In early work,
Hirayama and others have developed an in situ
cell for conducting operando surface studies in
solid oxide cathodes®3 %%  They developed a
cell with two modes alternating during the mea-
surements: mode 1 with liquid electrolyte in-
side the cell for electrochemical reactions and
mode 2 with liquid electrolyte out of the cell
for X-ray measurements. Specifically, the work
investigated the formation of the solid elec-
trolyte interface on the layered oxides LiCoO,
and LiNij gCop 202 and spinel oxide LiMn,0O,.
A critical development for these studies was
synthesizing epitaxial thin films with surface
roughness below 1 nm on electrically conduct-
ing substrates (for example, Nb-doped SrTiO,),
required for high-quality reflectivity data and
quantitative fits for the present layers and their
densities. Subsequent work on lithium-ion in-



tercalation hosts also included surface diffrac-
tion and bulk diffraction from thin films5%6:697

In situ X-ray surface scattering was also used
for studying interfaces at the anode. For exam-
ple, small and wide-angle scattering in epitax-
ial graphene on SiC showed LiF crystal growth
with (002) planes parallel to graphene layers
and the presence of other amorphous species
in the solid-electrolyte interphase®®. In situ
X-ray reflectivity in CrSi multilayers revealed
a predominant lithiation at interfaces®. Sub-
sequent work used operando X-ray reflectivity
to study interface roughness and propagation
in conversion reactions and alloying in multi-
layers "% Operando GISAXS on patterned
electrodes were used to elucidate dynamics dur-
ing conversion reactions .

Toney and colleagues have used in situ X-
ray reflectivity to investigate the electrochemi-
cal lithiation of silicon anodes, elucidating the
formation process, structure, and behavior of
the SEI layer in lithium-ion batteries™6 71!,
They presented a mechanistic model of the first
two (de)lithiation processes of a silicon wafer,
highlighting the differences in reactions of Li
ions with crystalline and amorphous structure
and providing insights into the formation and
evolution of the SEI layer on native oxide-
terminated silicon anode™. They proposed a
three-stage lithiation mechanism, with mecha-
nistic insights into the SEI growth process re-
vealing two well-defined inorganic SEI layers
next to the Si anode™7 7. Additionally, they
used a model system combining electrochemical
experiments with X-ray reflectivity measure-
ments to quantitatively link capacity-fading
mechanisms to electrochemical and chemical
processes in lithium-ion batteries, identifying
SEI growth as the major contribution to capac-
ity fading and providing insights into the fac-
tors affecting SEI growth ™. Overall, operando
X-ray surface scattering contributed to a bet-
ter understanding of the formation, structure,
behavior, and growth mechanisms of the SEI
layer.
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9 Conclusions

In the past decades, in situ and operando X-ray
scattering techniques have been developed into
highly flexible tools for experimental research in
electrochemistry and energy science. As shown
above, these techniques can be applied to a
large variety of sample materials and sample
types, allowing to bridge the material gap be-
tween well-defined model systems and the com-
plex systems employed in technological applica-
tions. Furthermore, they can provide structural
information on length scales from the atomic to
the micrometer scale, enabling characterization
of complex, hierarchically structured materials,
and on time scales from milliseconds to days.
This allows to study a wide range of phenom-
ena. The scope of these studies reaches from
work aiming at a deep fundamental understand-
ing of the atomic arrangement at electrochem-
ical phase boundaries to the determination of
structural changes of materials in actual de-
vices.

X-ray scattering methods can be readily com-
bined with other methods, allowing multimodal
analysis. Obtaining simultaneously X-ray scat-
tering and electrochemical data is routine in
current in situ and operando studies. Fur-
thermore, parallel probing the sample in other
regions of the electromagnetic spectrum, e.g.,
by optical reflectivity5*712713 has already been
demonstrated. On the horizon are experiments
where X-ray scattering is performed together
with spectroscopic characterization of the sam-
ple. Currently, such studies are performed via
independent measurements by different tech-
niques, but parallel data acquisition is in prin-
ciple straightforward. An obvious extension
would be combined studies by X-ray scattering
and spectroscopic methods, such as X-ray fluo-
rescence and X-ray absorption spectroscopy, as
these signals are anyway generated by the in-
cident beam. These would provide simultane-
ous structural data and information about the
chemical composition and the oxidation states
of relevant species, respectively. Also feasible
is a combination with vibrational spectroscopy,
specifically infrared absorption or Raman spec-
troscopy. These could provide parallel data



on molecular species, e.g., adsorbed intermedi-
ates. Such experiments would allow an unam-
biguous correlation of the electrode structure
with data that pertain the electrode’s reactiv-
ity, which would justify the higher experimen-
tal efforts required with such studies. As such
multimodal characterization is also of inter-
est in many fields outside of electrochemistry,
the permanent installation of suitable setups
is an emerging trend at high-end synchrotron
sources.

Other future developments in this field are
linked to the emergence of XFELs and fourth-
generation synchrotron sources, which offer X-
ray beams of unprecedented brilliance. With
the first of these machines in the hard X-ray
regime up and running and more of them on
the horizon, X-ray scattering methods are de-
veloping into even more powerful tools. This
development is still ongoing and will advance
the more widespread use of these techniques as
well as the development of even more sophisti-
cated X-ray scattering methods and their appli-
cations to electrochemical systems. In particu-
lar, these new sources deliver beams that can
be highly focused, have a high coherent frac-
tion, and provide short X-ray pulses for ultra-
fast time-resolved measurements. These prop-
erties are advantageous for imaging material
systems with high local resolution. One route
here is mapping of the structure and other prop-
erties with nanobeams, the other is based on
coherent imaging, which may now be applied
to much smaller objects, such as nanoparticles
with diameters of a few 10 nm or lower. The
short pulses may be employed to address funda-
mental questions on the structural dynamics of
electrochemical systems on femto- to nanosec-
ond time scales. Such ultrafast X-ray scatter-
ing studies have already been demonstrated for
molecular systems and thin films."*+"® They
necessarily employ pump-probe approaches and
thus will require systems that allow highly re-
peatable measurements.

The new experimental capabilities pose on
the other hand new challenges for in situ and
operando studies. To avoid severe radiation ef-
fects when using intense, highly focused X-ray
beams, novel approaches with regards to sample
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and cell geometry will be required. These may
involve new methods of radiation product re-
moval via fast electrolyte exchange, e.g., turbu-
lent flow cells, scavenger molecules, or schemes
for minimizing local exposure, such as rapid
translation of the beam across the sample. For
studies of individual nanoparticles, methods for
strong anchoring on suitable substrates have to
be developed. In addition, the application of
in situ and operando X-ray scattering meth-
ods has to be extended to a wider range of
systems, including highly reactive or uncom-
mon electrode materials. For a fundamental
understanding of the interfaces in such systems,
studies of suitable model systems will be neces-
sary. The latter will require setups that allow
electrode preparation and characterization un-
der UHV conditions and controlled transfer into
electrochemical environment.

The high brilliance at high energies of 4th
generation synchrotron sources also opens up
possibilities to study in detail larger electro-
chemical devices, and materials within, typi-
cally used in industrial applications. Beside
the fact that such experiments generate large
amount of data due to the large probed vol-
ume, they also suffer from complicated diffrac-
tion patterns as many different materials are
probed at the same time. Therefore significant
effort still needs to be put forward to develop
fast algorithms for data analysis, dealing with
effects such the parallax, and employing ma-
chine learning to overcome the problem of large
datasets. We also foresee that the upcoming
instrumentation upgrades will allow X-ray scat-
tering techniques to be part of of the artificial
intelligence assisted materials discovery work-
flows by enabling high throughput operando
and in-situ studies.

Overall, in situ and operando X-ray-based
methods employing synchrotron radiation have
tremendous capabilities for in-depth character-
ization of electrochemical systems. Together
with computational methods, the results ob-
tained by these methods can lead to crucial in-
sights into the structure and properties of the
involved complex materials and phase bound-
aries under reaction conditions. These provide
a knowledge base for further developments in



energy science and many other areas of high
technological relevance. However, the potential
of synchrotron-based methods is still not fully
tapped by the community, mainly because these
approaches are considered technically challeng-
ing and time-consuming in terms of beam time
acquisition and data analysis. The manage-
ment of many synchrotron sources has real-
ized this and is starting to initiate remedies.
These range from support in data analysis by
high-level software and experienced personnel
to quick-access schemes for pressing research
matters. In situ and operando studies are by
nature more complex experiments than rou-
tine sample characterization and thus have been
performed in the past predominantly by spe-
cialist groups that design dedicated setups for
electrochemical research on their own. Such
setups are now starting to be offered directly
at the beamlines, making in situ and operando
more accessible. We hope that the introduction
to these techniques given in the present review
helps to encourage the electrochemistry and en-
ergy science community to make larger use of
these powerful tools and employ them for their
research.

Table 2: Acronyms used in the text.

Acronym ‘ Full name

1D one-dimensional

2D two-dimensional

3D three-dimensional

AFM atomic force microscopy

AIMD ab initio molecular dynamics

AMPIX Argonne multi-purpose in situ X-ray

ASAXS anomalous small angle X-ray scattering

BCDI Bragg coherent diffractive imaging

BD bidentate

BN binuclear

CMOS complementary metal-oxide semiconductor

CO2RR carbon dioxide reduction reaction

COF covalent organic framework

CORR carbon monoxide reduction reaction

CS corner-sharing

CTR crystal truncation rod

Cv cyclic voltammetry

DCM distorted crystal model

DFT density functional theory

ECSA electrochemically active surface area

ES edge-sharing

ETEM environmental transmission electron microscope

FA fulvic acid

FS face-sharing

FWHM full width at half maximum

GDL gas diffusion layer

GISAXS | grazing incidence small angle X-ray scattering

GIXRD grazing incidence X-ray diffraction

GIXS grazing incidence X-ray scattering

GTSAXS | grazing incidence transmission small-angle
X-ray Scattering

HER hydrogen evolution reaction

HESXRD | high energy surface X-ray diffraction

HOR hydrogen oxidation reaction

ICP-MS inductively coupled plasma mass spectrometry

IL ionic liquid

IRF instrumental resolution function

IS inner sphere

LFP lithium iron phovsphate

LPTEM liquid phase transmission electron microscope

122




Table 2: Acronyms used in the text. (cont.)

Table 3: Symbols used in the text.

Acronym \ Full name

Qg critical angle

o exit angle

; incident angle

« phase factor

n density functional operator
0i; Kroneker delta

€ph photon energy

€ wave field vector

n mixing parameter

h reduced Planck constant
A X-ray wavelength

A penetration depth

" attenuation coefficient
Q profile function

10) phase

Pe electron density

p(r) pair density function
oo layer width

0 Bragg angle

20 scattering angle

0; occupancy of site j

MD molecular dynamics

MEA membrane electrode assembly

ML monolayer

MN mononuclear

MoD monodentate

NMC lithium nickel manganese cobalt oxide
NRR Ns reduction reaction

OER oxygen evolution reaction

ORR oxygen reduction reaction

(O] outer sphere

PDF pair distribution function

PEEK polyether ether ketone

PEG polyethylene glycol

PEM(FC) | proton exchange membrane (fuel cell)
PGM platinum group metal

PV pseudo-Voigt

ay,a9,asz | lattice vector

PXRD powder X-ray diffraction

b1,bo,b3 | reciprocal space vector

QXAFS quick scan X-ray absorption fine structure

fo,j atomic form factor of atom j
7 dispersion corrections

F structure factor

FyR non-resonant structure factor
FyR resonant structure factor

Ghit reciprocal lattice point

g(R) pair distribution function

G(r) reduced pair distribution function
h, k1l Miller indices

H peak width

RASXS resonant anomalous surface X-ray scattering
RAXS resonance anomalous X-ray scattering

RHE reversible hydrogen electrode

SAXS small angle X-ray scattering

SOFC solid oxide fuel cell

STM scanning tunneling microscopy

SXRD surface X-ray diffraction

TD tridentate

TeD tetradentate

TEM transmission electron microscope

scattering intensity

TMSAXS | transmission small angle X-ray scattering

scattered wave vector

TN trinuclear

incident wave vector

wave vector

Debye Waller factor

ek

number of unit cells

index of refraction

particle form factor

scattering vector

momentum transfer

radius of gyration

distance vector

difference vector

distance vector

UHV ultrahigh vacuum

UPD under potential deposition

WAXS wide angle X-ray scattering

XANES X-ray absorption near edge spectroscopy
XAS X-ray absorption spectroscopy

XFEL X-ray free electron laser

XPCS X-ray photon correlation spectroscopy
XRD X-ray diffraction

XRD-CT | X-ray diffraction computed tomography
XRR X-ray reflectivity

XRV X-ray voltammogram

XSW X-ray standing wave

ﬁ@ﬂ*é@@“"‘os

T

density of hkl Bragg planes
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—~

scattering amplitude

—

SER

total scattering structure function

| | »n
=<

<

liquid structure factor

domain size

displacement vector

=l==

unit cell volume
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