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Abstract

This study presents a novel wave–structure interaction model, which is a compatible
interface wave–structure interaction model that is based on mesh-free particle
methods for free-surface flow analysis; the FEM for structural analysis. We adopt the
explicitly represented polygon (ERP) wall boundary model, which is a polygon wall
boundary model for mesh-free particle methods, to express the fluid–structure
interfaces. The fluid–structure interfaces in the proposed model are geometrically
compatible because the ERP model has advantages in dealing with complex-shaped
and moving boundaries and it enables the direct use of surface meshes and shape
functions given by finite element models of structures. This allows the automatic
generation of polygons for free-surface flow analysis from finite elements, and
therefore, it greatly increases the flexibility of the analysis. Based on the compatible
interface between the polygons and finite elements, we propose a strong coupling
algorithm based on an iterative partitioned scheme that defines the interacting models
between the fluid and the structure. We model the force exerted by fluid particles on
structures such that the kinetic boundary condition on the fluid–structure interface is
satisfied. We perform the verification and validation tests of the proposed model by
solving two benchmark problems.

Keywords: Finite element method, Mesh-free particle method, Fluid–structure
interaction, Free-surface flow, Partitioned iterative coupling method

Introduction
A large tsunami can inflict devastating damage, as evidenced by the Great East Japan
Earthquake and Tsunami that occurred on March 11, 2011. Severe accidents triggered
by tsunamis such as the Fukushima Daiichi nuclear disaster have the potential to cause
catastrophic harm to people; this has led to an increased awareness regarding the vital
importance of designing safe, tsunami-resistant structures (including the buildings and
machinery of electric power, energy, and chemical plants) and evacuation facilities in
coastal regions.
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Thus far, several experimental studies have evaluated pressure forces generated by
tsunamis and proposed practical experimental formulas [1–3]. These Experimental for-
mulas for estimating collision forces attributed to floating debris [4,5] have also been pre-
sented. Although these formulas are very useful in the design process of defense structures
such as levees, numerical analyses can be considered viable alternatives. Two-dimensional
wave models, as represented by the shallow-water equations and Boussinesq-type wave
models, have been used to understand large-scale wave behaviors [6–8] because these
models can save computational costs compared to that incurred by running direct simula-
tions of the three-dimensionalNavier–Stokes equations.The inundation area for tsunamis
can be predicted using an appropriate representation of bottom friction, Coriolis force,
and any other parameter [9]. In contrast with the two-dimensional numerical simula-
tions, direct simulations based on Navier–Stokes equations [10–12] have been conducted
to assess wave forces exerted by tsunamis. Although these simulations can consider the
three-dimensional nature of waves accurately, they often incur considerably high compu-
tational costs for computing large-scale wave behaviors. A multiscale approach to wave
modeling is employed to reduce the computational burden; this approach exploits both
the two- and three-dimensional computations. For example, a combination of the two-
dimensional shallow-water equations and three-dimensional Navier–Stokes equations
[13–16] has recently attracted considerable research attention.
Although existing studies have played an important role in tsunami disaster preven-

tion, it is sometimes economically impossible to mitigate all the deleterious effects of
such disasters. Therefore, structural design that is resilient to the catastrophic damage
incurred by tsunamis, i.e., structural design that can maintain functions even for beyond-
the-design-basis conditions [17] has recently gained increasing attention. Damage created
by a tsunami is attributed to many factors: the direct force of the wave, elastic and plastic
deformation, collisions with floating debris, and buoyancy [18]. All these factors must be
considered when developing tsunami-resilient designs; however, it is difficult to predict
them using conventional processes that are based only on empirical knowledge and wave
simulations. An integrative strategy that includes the wave–structure interaction analysis
is a powerful and important part of the tsunami-resilient design processes.
The wave–structure interaction problem can be considered a type of fluid–structure

interaction (FSI) problem with free surfaces. Considerable research has been conducted
to solve FSI problems using the finite element method (FEM). Given the high accuracy
and widespread application of the FEM, it is the de facto standard method for structural
analysis. However, the analysis of free-surface flow using FEM is not straightforward.
Interface capturing methods such as the volume of fluid method [19] and the level set
method [20,21] use an artificial scalar field to describe the interfaces implicitly. These
approaches can perform robust calculations even if the interfaces are subjected to severe
motion caused by topological changes. However, the interface capturing methods suf-
fer from mass conservation and interface smearing problems. In addition to the above
approaches, which are Eulerian or ALE formulations in fluids, the particle FEM (PFEM)
[22–26] uses Lagrangian formulations in the fluid and eliminates the problems of free
surfaces and moving boundaries. However, PFEM requires frequent remeshing.
In contrast with mesh-based methods, mesh-free particle methods such as smoothed

particle hydrodynamics (SPH) [27,28] and moving particle semi-implicit/simulation
(MPS) [29] are inherently Lagrangian methods wherein a continuum is discretized as
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a group of moving particles. These methods continue to clearly definemoving boundaries
that include free surfaces even during long analyses because of their Lagrangian formu-
lations. Coupled analyses that include a fluid-rigid body and fluid–structure interactions
have been conducted usingmesh-free particle methods [30–33]. However, these methods
are less accurate on solid surfaces and have limited applicability to structural analysis,
such as with the finite difference method, because the Neumann boundary conditions on
solid surfaces must be explicitly imposed and the derivatives needs to be approximated
by particles within the circular support domain unlike the FEM, which solves weak form
equations.
Hybrid coupled models that use mesh-free particle methods and FEM have been pro-

posed to exploit the advantages of bothmethods. Early studies on coupled analysis related
to these models [34–39] were conducted to deal with large deformation, penetration,
crack propagation, and fragmentation, wherein structure–structure interaction problems
were solved. Existing studies on FSI analyses using the FEM and the particlemethods [40–
43], in which commercial programs such as the PAM-CRASH and LS-DYNA are often
used, have also been conducted. In recent years, existing studies on modeling the hybrid
FSI model [42,44–49] have focused on approaches to formulate interactions between the
free-surface flow computation based on particle methods and the structural computation
based on the FEM. Lee et al. [45] developed a partitioned coupled FSI model between the
MITC4 shell element based on structural computation and the MPS based free-surface
flow computation, wherein wall particles and nodes of the shell elements overlapped to
exchange physical values. Fourey et al. [42] proposed a model between the SPH method
with the ghost particle model as a wall boundarymodel and the FEM. They obtained force
from fluid to structure via the surface integration of pressures on the fluid–structure
interface interpolated by the weighted average of pressures on the neighboring particles.
Yang et al. [49,50] developed a model using the SPH method and the FEM. As with the
Lee’s study, the wall particles and nodes of the finite elements were overlapped at the same
positions, and the force exerted on the surface of the structure was obtained considering
the reaction forces in the fluid computation. They conducted computations for quanti-
tative validation compared with experimental results. Thiyahuddin et al. [48] developed
a model using the SPH method and the FEM to solve for a car colliding with water-filled
barriers. Theymodeled the fluid–structure interface with a finite thickness for preventing
the penetrations of particles into structures. Recently, Li et al. [46,47] proposed a parti-
tioned coupled FSI model between the FEM and SPH-ALE method [51]. They discussed
the nonphysical creation and dissipation of energy on the fluid–structure interface and
developed a formulation to prevent it. However, these hybrid coupledmodels havemainly
employedweak coupling schemes based on staggered algorithms such as the conventional
serial staggered (CSS) scheme, and do not implicitly treat fluid–structure interfaces.
Similar to this trend, we developed MPS-FE methods [52–54] that adopts the MPS

method for fluid computation involving free surfaces and the FEM for structure compu-
tation. These two methods are coupled with a partitioned approach, i.e., the CSS scheme
[55], which can set different time step sizes for the fluid and structure computations. The
method combines advantages of both methods for achieving efficiency and robustness.
However, the conventionalMPS-FEmethod inwhich theMPSwall boundary particles and
finite elements are overlapped to exchange information on fluid–structure interfaces can-
not deal with complex-shaped fluid–structure boundaries because the wall particles need
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to be set in an orthogonal and uniform gridmanner for the accurate execution of theMPS
computation. This requires cumbersome interpolation for the exchange of physical values
based on the node-particle correspondence relation. Therefore, theMPS-FEmethod lacks
versatility and reduces software modularity. Further, forces on fluid–structure interfaces
are not balanced when the pressure on the walls is calculated in this manner.
This study presents a novel wave–structure interaction model, which is a compatible

interface wave–structure interaction model that is based on mesh-free particle methods
for free-surface flow analysis; the FEM for structural analysis. We adopt the explicitly
represented polygon (ERP) wall boundary model [56], which is a polygon wall bound-
ary model for mesh-free particle methods, to express the fluid–structure interfaces. The
fluid–structure interfaces in the proposed model are geometrically compatible because
the ERP model has advantages in dealing with complex-shaped and moving boundaries
and it enables the direct use of surface meshes and shape functions given by finite element
models of structures. This allows the automatic generation of polygons for free-surface
flow analysis from finite elements, and therefore, it greatly increases the flexibility of the
analysis. Detailed formulations of the ERP model introduced to the explicit MPS method,
which is a mesh-free particle method with explicit pressure calculation, is described in
“Free-surface flow analysis by explicit moving particle simulation (MPS) method with
explicitly represented polygon (ERP) wall boundary model”. In order to map physical
quantities between particle methods for strong-form equations and finite element meth-
ods for weak-form equations, we propose a novel formulation based on the Dirac delta
function, where the force exerted on the structure by each fluid particle is considered as a
point load. It is formulated such that the kinetic boundary condition on the fluid–structure
interface is satisfied. In addition, we introduce a strong coupling algorithm based on an
iterative partitioned scheme to discuss its effect on numerical results and the convergence
of iterations, which has not been discussedmuch in existing studies on the hybrid coupled
models. The details on these procedures are introduced in “Verification and validation”.
We perform the verification and validation tests of the proposed model by solving two
benchmark problems. First, we solve a dam break problem with an elastic obstacle; the
result of the proposed model are compared those of one of the several existing studies.
Then, we simulate the experiment of a sloshing tank with an elastic beam; these test cases
are then introduced in “Conclusions”.

Governing equations of fluid–structure interaction (FSI) problemwith free
surfaces
Definition of spaces

Figure 1 shows the spaces and boundaries in an FSI problem involving free surfaces. The
whole area of the fluid–structure interaction analysis, �, which is partitioned into areas
of free-surface flow analysis and structural analysis, �F and �S , respectively, is given as

� = �F ∪ �S . (1)

The boundaries of the free-surface flow and structural analyses are denoted as �F and
�S , respectively.
The domain of the free-surface flow analysis is partitioned into the fluid domain, �F ,F ,

and the other domain, �F ,V . A free-surface boundary, �F ,FS , is defined between these
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fluid domain

 structural domain

Fig. 1 Schematic of the fluid–structure interaction problem with free surface

two domains. In this study, we consider the open boundary, �F ,O, and wall boundary,
�F ,W , on the boundary of the free-surface flow analysis. We do not consider inflow
boundaries in this study. The domain of structural analysis is partitioned into boundaries
with displacement and traction boundary conditions, �S ,D and �S ,L, respectively.
Let �I represent the fluid–structure interface. Then, the FSI boundaries in the free-

surface flow and structural analyses denoted as,�F ,I and�S ,I , can be considered different.

Governing equations and boundary conditions

The governing equations in both the fluid and the structure areCauchy’s 1st lawofmotion,

D
Dt

(ρv) = ∇ · σ + ρg , (2)

where D
Dt , ρ, v, σ, and g represent the material derivative, density, velocity vector, Cauchy

stress tensor, and gravitational acceleration vector, respectively.
In our FSI problem, the constitutive laws in the fluid and structure in terms of stress are

different. Let σF and σS represent the stress tensors in the fluid and structural analyses,
respectively.

σF = −pI + μ
(
∇v + (∇v)T

)
in �F ,F , (3)

σS = 1
det F FSFT in �S , (4)

where p, μ, F , and S represent the pressure, viscosity, deformation gradient tensor, and
2nd Piora–Kirchhoff stress tensor, respectively.
On the fluid–structure interface, the following geometric and kinetic boundary condi-

tions need to be imposed.

vF − vS = 0 on �I , (5)

σFnF + σSnS = 0 on �I , (6)

where vF and vS represent the velocities in the fluid and structure domain, and nF and nS
represent the outward unit normal vectors in the fluid and structure domains.
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Table 1 Definition of indices for the formulation of compatible interface wave–structure interaction
model

Fluid particle: i (i ∈ �particle = {1, · · · , Nparticle})
Neighboring particle within effective radius: j

Polygon wall: s (s ∈ �pol = {1, · · · , Npol})
Polygon wall on the fluid–structure (FS) interface: s̃ (s̃ ∈ �̃pol ⊂ �pol)

Global node of the polygon wall: L (L ∈ �pnode = {1, · · · , Npnode})
Global node of the polygon wall on the FS interface: L̃ (L̃ ∈ �̃pnode ⊂ �pnode)

Finite element (FE): e (e ∈ �elem = {1, · · · , Nelem})
FE surface: b (b ∈ �surface = {1, · · · , Nsurface})
FE surface on the FS interface: b̃ (b̃ ∈ �̃surface ⊂ �surface)

Global node of FE: K (K ∈ �fnode = {1, · · · , Nfnode})
Global node of the FE on the FS interface: K̃ (K̃ ∈ �̃fnode ⊂ �fnode)

Timestep: n (1 ≤ n ≤ Ntimestep)

Rule of indices

The FSImodel hasmany ingredients such as fluid particles, polygon walls, finite elements,
and nodes. For the ease of formulation, we adopt a rule in which each character used as
an index with a physical value specifies an ingredient the value is defined on, as indicated
in Table 1. In this table, � represents index set.

Free-surface flow analysis by explicit moving particle simulation (MPS) method
with explicitly represented polygon (ERP) Wall Boundary Model
Governing equations

Substituting Eq. (3) into Eq. (2) produces the Navier–Stokes equations in a Lagrangian
reference frame as

Dv
Dt

= − 1
ρ

∇p + ν∇2v + g , (7)

where p represents the pressure and ν represents the kinetic viscosity defined as ν = μ
ρ
.

Differential operator models in MPSmethod

In theMPSdiscretization, the differential operators acting on particle i are evaluated using
neighboring particles, j, located within an effective radius, re.
The neighboring particles are weighted by a function with respect to the relative dis-

tance, r. In this study, we use the quadratic function

w(r) =

⎧⎪⎪⎨
⎪⎪⎩

(
r
re

− 1
)2

(0 ≤ r < re)

0 (re ≤ r).

(8)

The normalization factor, called the particle number density, is defined as

ni =
Nparticle∑
j=1
j �=i

w(|xj − xi|), (9)
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whereNparticle represents the number of particles. The particle number density is propor-
tional to the density of the fluid.
In the EMPSmethod, differential operators in the governing equations are computed as

〈∇p〉i = d
n0

Nparticle∑
j=1
j �=i

[(
pj + pi

) (xj − xi
)

|xj − xi|2 w(|xj − xi|)
]
, (10)

〈∇2v〉i = 2d
λ0n0

Nparticle∑
j=1
j �=i

[(vj − vi
)
w(|xj − xi|)

]
. (11)

Here, d, n0, and 〈〉 represent the number of dimensions, initial value of the particle number
density given by Eq. (9) and calculated for the initial particle geometry, and discretization
by theMPS differentialmodel, respectively. Further, λ0 represents a correction parameter,
which ensures that the increase in the variance is equal to that of the analytical solution;
like n0, it is calculated for the initial geometry as

λi = 1
ni

Nparticle∑
j=1
j �=i

|xj − xi|2w(|xj − xi|). (12)

Time-stepping algorithm in the EMPSmethod

In the original MPS method [29], the fractional step method is applied for time dis-
cretization; this method splits each time step into two pseudo-time steps of prediction
and correction. Therefore, the velocity in the new time step n + 1 is given by the sum of
the predicted velocity, v∗, and the velocity correction value, v′, as vn+1 = v∗ + v′. The
predicted velocity v∗ is explicitly calculated using viscosity terms and source terms as

v∗
i − vni
�t

= ν〈∇2v〉ni + g . (13)

Next, the velocity at n + 1 step is given by

vn+1
i − v∗

i
�t

= − 1
ρ

〈∇p〉n+1
i . (14)

Although the original MPS method solves the pressure Poisson equation implicitly,
the EMPS method [57,58] explicitly calculates the pressure by introducing a pseudo-
compressibility. The pressure is calculated as

pn+1
i = c2

ρ

n0
(n∗

i − n0), (15)

where c represents the speed of sound, which can be set arbitrarily to satisfy the condition
of stability and incompressibility.
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Fluid particle Wall particle Polygon wallFluid particle

Wall Particle Model Polygon Wall Model

Ωwall
iii

Fig. 2 Schematic of the conventional wall model that represents wall boundaries as particles (wall particle
model) and the polygon wall boundary model

Free-surface criterion

For particles on a free surface, �F ,FS , we apply the Dirichlet condition for the pressure,
p = 0. This is a simple approximation of the free-surface boundary condition.

σFnF = 0 on �F ,FS . (16)

The condition for free-surface particle recognition is given as

n∗
i < βn0, (17)

where β represents a threshold coefficient. In the EMPS model, we set β = 1.0 to prevent
instability caused by tensile stress.

ERP wall boundary model

Polygon detection

The ERP model [56] expresses the wall boundaries as polygons, which are explicitly rep-
resented without using the signed distance function; we assumes that each fluid particle is
affected by only the nearest polygon. Here, we denote the nearest points on each polygon
wall s from the particle i as xneari,s . The closest point, xwalli , for all xneari,s is defined as

xwalli = argmin
xneari,s

|xi − xneari,s | (s = 1, 2, · · · , Npol), (18)

where Npol represents the number of polygons. The outward unit normal vector at xneari,s
is defined as

nwalli = xi − xwalli
|xi − xwalli | . (19)

Corrections of particle number density

Figure 2 shows that the conventional wall model for theMPSmethod [29] represents wall
boundaries as particles (wall particles). Although the ERP model does not require these
wall particles, the particle number density inside the wall region shown in Fig. 2, �wall

i ,
needs to be computed. The wall weight function, z(r), is computed to interpolate this
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value in the preprocessing stage (For details on the wall weight function, see [56,59]).
The particle number density in the ERP model, nERPi , which is used instead of Eq. (9), is
computed as

nERPi = ni + z(|xwalli − xi|). (20)

Corrections of differential operators

The ERP model can impose the pressure Neumann and slip/no-slip boundary conditions
in a similar manner to a ghost particle approach [60–64] that does not use ghost particles.
We define the reflectional transformation matrix for particle i across its nearest polygon
whose unit normal vector is nwalli as Rref

i , and for the inverse transformation matrix, Rinv,
as

Rref
i = I − 2nwalli ⊗ nwalli , (21)

Rinv = −I , (22)

and the mirroring position corresponding to particle i, xi′ , as

xi′ = xi + 2(xwalli − xi), (23)

where I represents the second-order identity tensor, and xi′ represents the mirroring
position of xi.
For the no-slip boundary condition, the following differential operator model for the

Laplacian of the velocity is used instead of Eq. (11).

〈∇2v〉ERPi = 〈∇2v〉i + Rinv〈∇2v〉i′ ,
vi′ = Rinv

[
vi − 2

{
vwalli −

(
nwalli · vwalli

)
nwalli

}]
, (24)

where vwalli represents the velocity of the wall at xwalli .
The following differential operator model for the pressure gradient is used instead of

Eq. (10) to impose the pressure Neumann boundary condition on the wall; this condition
corresponds to the slip boundary condition.

〈∇p〉ERPi = 〈∇p〉i + Rref
i 〈∇p〉i′ + f repi , (25)

pi′ = pi, (26)

where the second and third terms are additional terms in the ERP model, and f repi rep-
resents the repulsive force term for preventing penetrations at curved edges. An earlier
study [56] used the repulsive force

f repi =

⎧⎪⎪⎨
⎪⎪⎩

−αrep

(
1
2 l

0

r
− 1

)
nwalli (0 ≤ r < 1

2 l
0)

0 ( 12 l
0 ≤ r)

, (27)

which has a parameter αrep.



N. Mitsume AdvancedModeling and Simulation in Engineering Sciences          (2023) 10:11 Page 10 of 31

Structural analysis using the finite element method (FEM)
Weak form of governing equation

In the structural analysis, we determine the displacement, u, and velocity, v, as

u = x − X , (28)

v = Du
Dt

, (29)

where X represents a point in the reference configuration and x represents one in the
current configuration.Thedeformation gradient tensor,F , is defined as the linear operator
between infinitesimal fibers in the reference and the current configurations.

F = dx
dX = ∇Xx. (30)

Based on the weighted residual method with the weight function,W , the weak form of
the governing equation (Eq. ( 2)) in the current configuration, can be written as

∫

�S

D
Dt

(ρv) · Wd� +
∫

�S
σF : ε(W )d� =

∫

�S
ρg · Wd� +

∫

�I
σSnS · Wd�, (31)

ε(W ) = 1
2

(
∇W + (∇W )T

)
. (32)

Here, we assume that the traction boundary excluding the fluid–structure interface is
imposed on the traction-free condition

σSnS = 0 on �S ,L \ �I . (33)

This study uses the following Saint Venant–Kirchhoff model as a constitutive law of
structures.

S = ∂W (E)
∂E , (34)

W (E) = λS

2
(trE)2 + μStr(E2), (35)

E = 1
2

(
∇Xu + (∇Xu)T + (∇Xu)(∇Xu)T

)
, (36)

where E,W (E), and λS and μS represent the Green–Lagrange strain tensor, strain energy
density function, and Lamé’s constants, respectively.

Spatial discretization based on the Galerkin method

Equation (31) is discretized using the Galerkinmethod. The weight function and displace-
ment are approximated as

W (x) 
Nfnode∑
K=1

W KNK (x), (37)

u(x) 
Nfnode∑
K=1

uKNK (x), (38)
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whereW K and uK represent values of the weight function and the displacement at node
K , respectively; Nfnode represents the number of nodes, and NK (x) represents the shape
function of node K . We assume that the shape function used here satisfies the partition
of the unity condition at any x ∈ �S ,

Nfnode∑
K=1

NK (x) = 1. (39)

This study adopts an isoparametric 2nd-order triangle element whose shape function
satisfies this condition.

Time integration scheme

Newmark’s β method is used as the time integration scheme in this study [65].

un+1 = un + �tvn + (
1
2

− β)�t2an + βNB�t2an+1, (40)

vn+1 = vn + (1 − γNB)�tan + γNB�tan+1, (41)

where βNB and γNB are the coefficients. Although the coefficients are decided within
the ranges of the Von-Neumann stability criteria, other parameter sets, which generate
numerical damping, are sometimes used for stability in a positive manner [66–68]. This
study adopts βNB = 0.3025 and γNB = 0.6, which generates numerical damping for stable
computations.

Nonlinear and linear solvers

The discretized equation given by Eq. (31) with Eqs. (37), (38), (40), and (41) is still
nonlinear. This study uses the Newton–Raphson method for the linearization of this
equation, and the conjugate gradient method as the linear solver.

Compatible interface wave–structure interactionmodel
We present an FSI model—the compatible interface wave–structure interaction model—
based on the EMPS method for free-surface flow computation and the FEM for structure
computation. The ERP model is adopted to represent the fluid–structure interface as
illustrated in Fig. 3. This model is formulated to exploit the advantages of both methods
when dealing with complicated phenomena including moving boundaries and structures
with various types of constitutive laws. In the proposed model, fluid–structure interfaces
are geometrically compatible because the ERP wall boundary model allows us to use
surfaces of finite elements directly as wall boundaries in computation of the free-surface
flow. In addition, the force exerted by fluid particles on structures is modeled such that
the kinetic boundary condition on the fluid–structure interface is satisfied.
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Polygon walls (ERP model)

Fluid particles

Finite elements

Fig. 3 Schematic of the compatible interface wave–structure interaction model between the finite element

Approximations of the fluid and structure domains

Fluid domain represented by fluid particles in particlemethods

The fluid domain at t = 0, �0
F ,F , is approximated by fluid particles, each of which has its

own volume and space, as

�0
F ,F 

Nparticle⋃
i=1

�0
i . (42)

However, unlike the mesh-based methods, the particle methods do not have connectivity
information, and therefore, the area of the particle i, �i, is not clearly specified.
Although different volumes of particles can be used [69,70], computations using particle

methods assume that all particles have the same volume. This study also adopts the
same assumption. Assuming that fluid particles are set in a uniform grid in the initial
configuration and the initial particle spacing is l0, the volume and mass of a particle i are
given as

Vi = (
l0

)d , (43)

mi = ρVi. (44)

Wall boundary represented by the polygonwalls of the ERPmodel

The ERP wall boundary model approximates the wall boundary at t = 0,�0
F ,F by polygon

walls as

�0
F ,W 

Npol⋃
i=1

�0
s . (45)

The shape function in the FEM is defined on each polygon and node.

Structural domain represented by finite elements

When computing a structure based on the FEM, the structural domain at t = 0, �0
S , is

approximated by finite elements as

�0
S 

Nelem⋃
i=1

�0
e , (46)

where Nelem represents the number of finite elements.
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Correspondence relation between the polygon walls and finite elements

In the structural computation, finite elements represent the fluid–structure interface,
�S ,I , as their surfaces,

�0
F ,I 

⋃

s̃∈�̃pol

�0
s̃ . (47)

The polygon walls for the ERP model can be obtained by the surface traction of the finite
elements, which approximates the fluid–structure interface, �F ,I , as

�0
S ,I 

⋃

b̃∈�̃surface

�0
b̃ . (48)

If the same shape functions are used, the polygonwalls generated by the surface extraction
are compatible to the finite elements

�I  �S ,I  �F ,I . (49)

The distance evaluation between fluid particles and curved polygons requires a high com-
putational cost, and therefore, the polygon walls are approximated as flat triangles in this
study even if the original elements are high-order isoparametric elements.
Here, we define amap, NCR, that represents the node correspondence relation between

nodes of the polygons and the elements on the fluid–structure interface, L̃ ∈ �̃pnode and
K̃ ∈ �̃fnode, as

K̃ = NCR(L̃). (50)

Since the number of nodes in both the fluid and structure are the same, NCR is a bijective
mapping. Therefore, the inverse mapping, NCR−1, exists as

L̃ = NCR−1(K̃ ). (51)

These node correspondence relation data are necessary for the partitioned coupling anal-
yses conducted in this study.

FSI model from fluid to structure

The EPR model defines the force exerted on the particle i by walls, f walli , as

f walli = Vi
(
−〈∇p〉ERPi + μ〈∇2v〉ERPi

)
. (52)

As shown in Fig. 4, we assume that this force is located at the closest point, xwalli , defined
in Eq. (18), as a point load. The traction force of the fluid can be approximated as

σFnF 
Nparticle∑
i=1

δ(x − xwalli )f walli , (53)

where δ represents the Dirac delta function.



N. Mitsume AdvancedModeling and Simulation in Engineering Sciences          (2023) 10:11 Page 14 of 31

i

point load

equivalent nodal force

equivalent nodal force

Polygon Walls Finite Elements

Fig. 4 Point load on polygon wall exerted by particle i and equivalent nodal forces corresponding to the load

The equivalent nodal force exerted from the fluid to the structure at the global node of
the polygon wall, L̃, which corresponds to the second term of right-hand side in Eq. (31),
is obtained as

f F→S
L̃ =

∫

�I
σSnSNNCR(L̃)(x)d�. (54)

Substituting the force boundary condition on the fluid–structure interface (Eq. (6)) into
Eq. (54), the equivalent nodal force can be finally computed as

f F→S
L̃ =

∫

�I
−σFnFNNCR(L̃)(x)d� (55)

=
∫

�I
−

⎛
⎝

Nparticle∑
i=1

δ(x − xwalli )f walli

⎞
⎠NNCR(L̃)(x)d� (56)

= −
Nparticle∑
i=1

∫

�I
δ(x − xwalli )f walli NNCR(L̃)(x)d�, (57)

= −
Nparticle∑
i=1

f walli NNCR(L̃)(xwalli ). (58)

These forces from the fluid to the structure on each polygon node are projected to the
corresponding global node, K̃ = NCR(L̃), in the FEM as

f F→S
NCR(L̃) = f F→S

L̃ . (59)

FSI model from the structure to the fluid

The contribution from the structure to the fluid can be simply represented by renewing
the position, velocity, and acceleration values at the global node of polygon walls L̃ using
the displacement, velocity, and acceleration values at the corresponding global node of
finite elements, K̃ = NCR(L̃), obtained by the FEM computation as

xNCR−1(K̃ ) = x0K̃ + uK̃ , (60)
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vNCR−1(K̃ ) = vK̃ , (61)

aNCR−1(K̃ ) = aK̃ . (62)

This procedure satisfies the boundary condition of the velocity on the fluid–structure
interface given by Eq. (5).
The predictors of the displacement, velocity, and acceleration of polygon walls can be

determined based on the known results of structural computations, and they are used
as the wall boundary condition in the fluid computation. We adopt the acceleration at a
node K̃ in the nth step as the predicted acceleration, ân+1

K̃ , as

ân+1
K̃  anK̃ . (63)

Substituting this into the equations of the time integration based on the Newmark’s beta
method, Eqs. (40) and (41), the predicted displacement and velocity, ûn+1

K̃ and v̂n+1
K̃ , can

be expressed as

ûn+1
K̃ (�t) = un

K̃ + �tvnK̃ + 1
2
�t2anK̃ , (64)

v̂n+1
K̃ (�t) = vnK̃ + �tanK̃ . (65)

Their equations are second-order interpolation for the displacement, and first-order for
the velocity from tn to tn+1.

Partitioned coupling scheme

Partitioned coupling schemes [55,71–73] solve each physical field separately while
exchanging information. Although a smaller time step width is often required for suf-
ficient coupling to be achieved in the case of strong interaction problems, partitioned
approaches have the advantage of software modularity, which allows the use of existing
solvers.
For the fluid and structural computations as abstract functions, F and S , respectively,

these computations in the partitioned coupled analyses can be written as

(v� , p�) = F (x�), (66)

(x�) = S(v� , p�), (67)

where x� ,v� , and p� represents the position, velocity, and pressure on the fluid–structure
interface,�I , respectively. A residual vectorwhose components are the difference between
positions before and after a coupling computation is given as

r = x� − S(F (x�)). (68)

Partitioned coupling schemes can be categorized into iterative schemes that achieve
a strong coupling and staggered schemes (so called weak coupling). In analogy with the
iterative methods for linear systems, the iterative schemes adopt an iteration loop within
a time step that can be selected to treat the entire problem including the coupling effects
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Fig. 5 Dam break problem with an elastic obstacle: initial configuration

Table 2 Dam break with an elastic obstacle: analysis conditions for the fluid computation based on
the EMPS method

Time step width 2.5 × 10−6[s]

Number of particles 20,000 and 80,000

Particle spacing 1.46 × 10−3 and 7.30 × 10−4 [m]

Effective radius 3.1l0[m]

Density 1.0 × 103[kg/m3]

Kinetic viscosity 1.0 × 10−6[m2/s]

Gravitational acceleration 10.0[m/s2]

Sound speed coefficient 17.1[m/s]

Repulsive coefficient in the ERP model 1.0 × 107[N/m3]

implicitly. They skip the iteration loop if the L2 norm of the residual vector in the ith
iteration is less than a small constant ε.

‖ri‖
‖r0‖ < ε ( 0). (69)

Thus far, various iterative partitioned schemes have been proposed; for example, the
block Gauss–Seidel method [74], block Newton method [72,73], and Broyden method
[75]. Staggered schemes such as the conventional parallel staggered scheme, CSS scheme,
and improved serial staggered scheme [55] skip the iteration in a coupling step that ignores
the norm of the residual.

Verification and validation
Dam break with an elastic obstacle

The dambreak problemwith an elastic obstacle is solved to verify the proposed FSImodel.
This problem was initially proposed in a previous study [76] using the space-time FEM,
and it has been investigated in other studies [26,33,47,77] for verification.
Figure 5 illustrates the initial configuration of the dam break problem with an elastic

obstacle. The elastic obstacle is a linear elastic body that has a width of 0.012[m] and
a height of 0.08[m] with a bottom constraint. The water column is 0.146[m] wide and
0.292[m] high. The details of the analysis conditions for the fluid and structure are pre-
sented respectively in Tables 2 and 3.
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Table 3 Dam break with an elastic obstacle: analysis conditions for structural computation based
on the FEM

Time step width 2.5 × 10−6[s]

Number of elements 48

Element type Isoparametric 2nd-order

Young’s modulus 1.0 × 106[kg/s2m]

Poisson’s ratio 0.0

Density 2.5 × 103[kg/m3]

Gravitational acceleration 10.0[m/s2]

Table4 Dam break with an elastic obstacle: details of existing studies

Fluid Structure Coupling type

Ryzhakov et al. [26] Particle FEM FEM Monolithic scheme

Walhorn et al. [76] Stabilized space-time FEM Space-time FEM Monolithic scheme

Idelsohn et al. [77] Particle FEM FEM Monolithic scheme

Rafiee et al. [33] SPH method SPH method Staggered partitioned scheme

Li et al. [47] SPH-ALE method FEM Staggered partitioned scheme

Figure 6 shows the displacement of the upper-left corner of the elastic obstacle obtained
in existing studies [26,33,47,76,77]; the numerical methods for fluid and structure, and
the coupling type used in their studies are presented in Table 4. As shown in the figure,
the qualitative behaviors are similar. The elastic obstacle is deformed to the left a little by
the fluid hitting the lower part of the obstacle at approximately t = 0.15[s]. The obstacle
deflects to the right because of the force from the fluid, and it reaches the maximum
deflection at approximately t = 0.25[s]. In terms of the maximum deflection, the existing
studies have a range from 0.04[m] to 0.05[m]. Then, the deflected obstacle pushes the
fluid back while the fluid climbs over the obstacle, and then, the results of the existing
studies become different. The existing studies based on mesh-based methods for both
fluid and structure; Ryzhakov et al. [26], Walhorn et al. [76], and Idelsohn et al. [77];
exhibit relatively similar trends, although studies in whichmesh-free particle methods are
used for fluid; Rafiee et al. [33] and Li et al. [47] show relatively larger deflections.
The results obtained by the proposed wave–structure model are shown in Figs. 7, 8, and

9; they are similar to the ones in the Ryzhakov’s study [26]. Therefore, we compare our
results with that in the following discussion.
Figure 7 shows thedeflectionof theupper-left cornerof theobstacle, as inFig. 6, obtained

by the proposedmodel based on the CSS without predictor. Cases with two spatial resolu-
tions for the fluid computations, 20,000 and 80,000 fluid particles, are compared. Figure 8
shows the deflection obtained by the proposed FSI model based on the CSS with the
2nd-order predictor, which is given by Eqs. (64) and (65). Both the results with and with-
out predictor are like the Ryzhakov’s result though the peaks are slightly higher than
that. There are a few differences when the spatial resolution is increased in terms of the
maximum deflections; the results of the proposed model exhibit small fluctuations from
t = 0.5[s] to 0.6[s]. This is caused by a collision of a splash of fluid to the obstacle after
the fluid impacts the right wall; this may be very sensitive to the free-surface and wall
boundary treatment.
Figure 9 shows the deflection obtained by the proposed FSI model based on the block

Gauss-Seidel method in cases with 20,000 and 80,000 fluid particles. The snapshots of the



N. Mitsume AdvancedModeling and Simulation in Engineering Sciences          (2023) 10:11 Page 18 of 31

-0.02

-0.01

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9

D
ef

le
ct

io
n 

[m
]

Time [s]

Ryzhakov et al.
Walhorn et al.
Idelsohn et al.

Rafiee et al.
Li et al.

Fig. 6 Dam break with an elastic obstacle: deflection of the upper-left corner of the obstacle obtained in existing
studies ([26], [76], [77], [33], and [47])

case with 80,000 particles are shown in Fig. 11. The convergence criterion for the iteration
in Eq. (69) is set as ε = 1.0×10−4. A Strong coupling in this case is like the nonlinear solver
for the boundary nonlinearity of the surfaces of the structure. Although higher accuracy
and stability is expected by adopting the iteration, there are slight differences between
the cases with the block Gauss–Seidel (BGS) method and CSS. The result indicate that
this problem may not have a large coupling effect, and the time step width is sufficiently
small for weak coupling because that used for this computation is limited by the fluid
computation with the fully explicit algorithm.
Figure 10 shows the number of iterations averaged every 200 steps in the simulation

with the BGSmethod.We limit the number of iterations to 200; there are 200,000 steps in
this simulation. Although the number of iterations is less than 10 in most steps, 210 out
of all calculation steps do not reach our convergence criteria, and a rapid increase in the
number of iterations is observed between t = 0.45[s] to 0.6[s]. This result coincides with
the small fluctuation shown in Figs. 7 and 8, and it is believed to be associated with the
isolated droplets of the free-surface particles collidingwith the obstacle. In such scenarios,
the repulsive force can be dominant, and the initial residual norm can be very small, and
this can result in poor convergence properties.

Sloshing tank with an elastic beam

Iglesias et al. [78,79] performed a series of experiments to simulate the free-surface flow
interacting with deformable structures as a SPHERIC benchmark test case [80]. Further,
they showed the results of the simulations based on PFEM [79]. Yang et al. [49] computed
one of the experiments using SPH for free-surface flow and FEM for structure.
Figure 12 illustrates the geometric specifications of the experiment. The length, height,

andwidth of the tank are 0.609[m], 0.3445[m], and 0.039[m], respectively. An elastic beam
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Fig. 7 Dam break with an elastic obstacle: deflection of the upper-left corner of the obstacle obtained by the
proposed model based on the conventional serial staggered (CSS) scheme without a predictor
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Fig. 8 Dam break with an elastic obstacle: deflection of the upper-left corner of the obstacle obtained by the
proposed model based on the conventional serial staggered (CSS) scheme with a second-order predictor

is initially located at the center of the tank, and it is immersed in sunflower oil. There are
gaps of 0.0029[m] between the beam and the tank. The tank moves in an oscillatory
manner around the center point at the bottom, as shown in Fig. 13. A local coordinate
systemmoving along the tank is defined, and deflection at the top of the beam ismeasured
in the local coordinate system. Figure 14 shows the time history of the roll angle provided
in the SPHERIC benchmark website [80].



N. Mitsume AdvancedModeling and Simulation in Engineering Sciences          (2023) 10:11 Page 20 of 31

-0.03

-0.02

-0.01

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9

D
ef

le
ct

io
n 

[m
]

Time [s]

Ryzhakov et al.
Proposed (BGS; 100 x 200)
Proposed (BGS; 200 x 400)

Fig. 9 Dam break with an elastic obstacle: deflection of the upper-left corner of the obstacle obtained by the
proposed model based on the block Gauss–Seidel (BGS) method
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Fig. 10 Dam break with an elastic obstacle: number of iterations in the simulation of the proposed FSI model
averaged every 200 steps in the case with the iterative coupling scheme

We conduct two-dimensional simulations of the proposed FSI model to reproduce the
experiment with the initial configuration shown in Fig. 12 and we use the roll angle shown
in Fig. 14. Tables 5 and 6 present the analysis conditions for the fluid and structural
computations. Further, we use the same physical values of the oil and the beam (density,
kinetic viscosity, and Young’s ratio) as that provided in the report [80].
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t = 0.0[s] t = 0.12[s]

t = 0.24[s]

t = 0.48[s]

t = 0.72[s]

t = 0.36[s]

t = 0.60[s]

t = 0.84[s]

Fig. 11 Dam break with an elastic obstacle: snapshots of the simulation conducted by the proposed model
based on the block Gauss–Seidel (BGS) method from t = 0.0[s] to t = 0.84[s]; pressure contours are indicated by
color (min: 0.0[N/m2], max: 2500.0[N/m2])

In the following considerations, we use the result in the case with a time spacing of
1.0 × 10−4[s], initial particle spacing of 2.5 × 10−3[m], predictor, and CSS scheme.
Figure 15 shows thedisplacement in the x direction at the topof the beamobserved in the

local coordinate system as computed by the proposed FSI model. The result is compared
with that of the experiment, and with the two-dimensional numerical results of the PFEM
(Souto-Igresias et al. [79]) and SPH-FEM (Yang et al. [49]). The PFEM computation is
conducted from 0.0[s] to 5.0[s]. Although the result of the proposed model overestimates
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Table5 Sloshing tank with an elastic beam: analysis conditions for the fluid computation

Time step width 1.0 × 10−4 and 5.0 × 10−5[s]

Number of particles 44,528 and 278,300

Particle spacing 2.5 × 10−3 and 5.0 × 10−4 [m]

Effective radius 3.1l0[m]

Density 9.0 × 102[kg/m3]

Kinetic viscosity 5.0 × 10−5[m2/s]

Gravitational acceleration 9.81[m/s2]

Sound speed coefficient 10.59[m/s]

Repulsive coefficient in the ERP model 1.0 × 107[N/m3]

Table6 Sloshing tank with an elastic beam: analysis conditions for the structural computation

Time step width 1.0 × 10−4 and 5.0 × 10−5[s]

Number of elements 200

Element type Isoparametric 2nd-order

Young’s modulus 3.3 × 106[kg/s2m]

Poisson’s ratio 0.49

Density 1.1 × 103[kg/m3]

Gravitational acceleration 9.81[m/s2]

the peak displacements, it agrees well with the result of the PFEM. We will discuss the
overestimation later.
We conduct sensitivity tests in terms of the effect of the predictor, time spacing, and

spatial resolution. Figure 16 shows the results with and without the predictor, and Fig. 17
shows the ones with�t = 1.0×10−4[s] and 5.0×10−5[s]. There are almost no difference
between the results, and therefore, in this test case, these effects can be considered trivial.
Figure 18 shows the difference between the cases with l0 = 2.5 × 10−3[m] (44,528 fluid
particles) and l0 = 5.0× 10−4[m] (278,300 fluid particles). The peak displacements in the
higher spatial resolution are slightly small compared with those of the coarser ones.
Figure 19 shows the results obtained using the proposed FSI model with the CSS cou-

pling and iterative partitioned coupling scheme with the BGS method. The number of
iterations averaged every 100 steps in the case with the BGS method is presented in
Fig. 20. We set the small constant used as a convergence criterion in equation (69) to
1.0 × 10−4. The snapshots of that simulation are presented in Fig. 21. The result with the
BGSmethod exhibits smaller peak displacements compared to that with the CSS scheme.
A comparison of the second positive peak displacement of the numerical results of the
proposed model with the experiment results indicates differences of about 13.0% in the
case with the BGS method and 25.3% with the CSS scheme. Though the result provided
by Yang et al. are in good agreement with the experiment results, as indicated in Fig. 15,
the overestimations seen in the results obtained by the proposed model and the PFEM
seem reasonable. This is because the experimental setting has gaps of 0.0029[m] between
the tank and the beam, as illustrated in Fig. 12. The area without the gaps is approximately
14.9% larger than the one with the gaps. Focusing on the pressure difference between
the left and right regions, displacement of the structure is proportional to surface area in
the case of a linear elastic body. Although it is difficult to discuss rigorously because of
the nonlinear deformation, overestimations can occur because two-dimensional simula-
tions implicitly assume no gap. In addition, the two-dimensional simulations do not have
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Fig. 12 Sloshing tank with an elastic beam: initial configuration
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Fig. 13 Sloshing tank with an elastic beam: coordinate system for the tank

fluid flowing in and out between the left and right regions through the gap compared to
the experiment. Therefore, the water level difference is expected to be more pronounced
than in the experiment, and the pressure difference due to the water level difference is
also expected to peak later. The displacement of the elastic body is expected to follow
this peak. It also contributes to overestimations of displacement in two-dimensional sim-
ulations and is thought to be the cause of the phase difference from the experimental
values as seen in Fig. 19. However, there are also three-dimensional effects or dynamic
pressures caused by flow through the gaps; these three-dimensional computations should
be conducted as part of a future work for further discussion of this test case.

Conclusions
This study presented a compatible interface wave–structure interaction model based on
a mesh-free particle method for free-surface flow analysis, and the FEM for structural
analysis.
The EMPS method is employed for free-surface flow analysis. We adopted the ERP

wall boundary model [56] in the EMPS method. The proposed model was geometrically
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Fig. 14 Sloshing tank with an elastic beam: roll angle in the experiment
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Fig. 15 Sloshing tank with an elastic beam: displacements of the x direction at the top of the beam obtained by
the proposed FSI model compared to experiments and numerical results in the existing studies ([79] and [49])

compatible on the interfaces because the ERP model could directly use FE surfaces and
their shape functions on fluid–structure interfaces.
The force exerted by fluid particles on structures was modeled as point loads using

the Dirac delta function based on the compatible interface between the polygons and the
finite elements. This procedure was relatively simple and satisfied the kinetic boundary
condition on the fluid–structure interface. We formulated a predictor for the displace-
ment and velocity to verify its effectiveness when used with the staggered (weak coupling)
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Fig. 16 Sloshing tank with an elastic beam: displacements of the x direction at the top of the beam obtained by
the proposed FSI model with and without the second-order predictor
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Fig. 17 Sloshing tank with an elastic beam: displacements of the x direction at the top of the beam obtained by
the proposed FSI model with different time spacings

schemes. Further, we developed a strong coupling algorithm based on an iterative parti-
tioned scheme with the BGS method.
We performed verification and validation tests and sensitivity tests for the effect of the

predictor, time spacing, and spatial resolution by solving two benchmark problems. The
results obtained for the dam break problem with an elastic obstacle using the proposed
wave–structure model exhibited good agreement with the ones reported in Ryzhakov’s
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Fig. 18 Sloshing tank with an elastic beam: displacements of x direction at the top of the beam obtained by the
proposed FSI model with different spatial resolutions
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Fig. 19 Sloshing tank with an elastic beam: displacements of the x direction at the top of the beam obtained by
the proposed FSI model with the CSS scheme and iterative coupling scheme based on the block Gauss–Seidel
(BGS) method

study [26], which adopts a strong coupling scheme and the particle FEM. In this test
case, there are little difference in the cases with the BGS method (strong coupling) and
CSS method (weak coupling). The result indicate that this problem may not have a large
coupling effect, and the time step width is sufficiently small for weak coupling because
the time step width used for this computation is limited by the fluid computation with
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Fig. 20 Sloshing tank with an elastic beam: number of iterations in the simulation of the proposed FSI model
averaged every 100 steps in the case with the iterative coupling scheme
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based on the block Gauss–Seidel method at t = 1.84, 2.12, 2.32, and 2.56[s]; pressure contours are indicated by
color (min: 0.0[N/m2], max: 1200.0[N/m2])
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the fully explicit algorithm. However, this result is valuable because we cannot discuss the
coupling effect without attempting the strong coupling scheme. Next, we simulated an
experiment of a sloshing tank with an elastic beam. Although the results of the proposed
model overestimated the peak displacements compared with those of the experiment, it
agreed well with the result of the existing study that uses particle FEM (Souto-Igresias et
al. [79]). The experimental setting has gaps between the tank and the beam. This study
conducted two-dimensional simulations, which implicitly assumed no gap, and therefore,
overestimations were considered to occur.
Incorporating the three-dimensional and parallel simulator for the EMPS method and

ERP wall boundary model [59] to achieve three-dimensional wave–structure interaction
analysis will be considered as a future task for practical applications. The 3D simulator
would also allow for a more quantitative discussion of the issues in “Sloshing tank with an
elastic beam”.
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