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ABSTRACT
We present in this paper a simulation-oriented theory of mind
model for interpreting behaviors of power during a collaborative
negotiation. This model relies on a model of negotiation that allows
an agent to express behaviors of power through its strategy of
negotiation. Based on the simulation theory, we adapted the decision
model of the agent to reason about its interlocutor’s behavior. A
preliminary evaluation in the context of agent-agent interaction
shows that the system correctly predicts the interlocutor’s power.
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1 INTRODUCTION
Negotiation is a common task in daily life. People negotiate not only
in professional situations (e.g. for a salary increase or a promotion)
but also in more simple situations such as choosing the holiday
destination. In the last decade, a variety of conversational agents
have been created that can negotiate with people [1, 3, 5].

Research in social psychology demonstrated that the relation of
dominance affects the way that the negotiation process is perceived
[7]. Negotiators build different negotiation strategies depending on
their relative dominance which directly influences the outcomes
of the negotiation. More More precisely, Tidens [6] showed that
dominance complementarity (i.e. one negotiator exhibits dominant
behaviors while the other one responds with submissive ones) leads
the negotiators to reach mutually beneficial outcomes and increases
their reciprocal likings.

In this poster, we present an agent that simulates such a rela-
tion of dominance in collaborative negotiation, based on the com-
putational model proposed by [4]. We show how this model can
be adapted to reason about the interlocutor’s power, following a
Theory of Mind approach to simulate the mental activity of the
interlocutor. We show that the agent can make good predictions in
the context of an agent-agent interaction.
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2 NEGOTIATOR AGENTWITH TOM
Our negotiator agent can handle a negotiation to choose one option
over several ones, characterized different criteria values. For exam-
ple, the negotiation for a restaurant considers the criteria Cuisine,
atmosphere, price, and location. The agent has a set of binary prefer-
ences ≺i on each criterion i . It communicates with its interlocutor
via abstract utterances (i.e. formal speech acts) to either share its
preferences or make negotiations moves. An example of a dialogue
is presented in Figure 2.

As presented on Figure 1, the decision model takes into account
the agent’s preferences in addition to a value of power pow ∈
[0, 1]. The negotiation strategy selects an utterance that the agent
communicates to its interlocutor.

Based on the simulation theory, we use the agent’s decision
model to reason about the interlocutor’s behaviors during the nego-
tiation: the agent infers its interlocutor’s value of power based on
the utterances it received during the negotiation. For this purpose,
the agent makes assumptions about the interlocutor’s preferences
and power. The algorithm is as follows:

(1) Build a set Hpow of hypothesis about power: h ∈ Hpow
represents the hypothesis pow = h. In our work, we consider
only 9 values:
Hpow = {0.1, 0.2, . . . , 0.9}.

(2) For each hypothesish, build the set of all possible preferences
Prech : the elements p ∈ Prech are partial orders on the
criteria.

(3) After each utterance u, remove all elements in Prech that
are not compatible with u. Concretely, if the applicability
condition of u is not satisfied in p ∈ Prech , then p must be
removed from the candidate mental states.

(4) For each h, generate the corresponding utterance using h as
input for the decisional model.

(5) Compute a score score(h) based on the size of remaining
hypothesis |Prech | that generate an output similar to the
utterance,Utteranceother stated by the interlocutor.

(6) The hypothesis with the highest score is the most probable
value for the interlocutor’s power value.

powother = argmax
h

(score(h)) (1)

This model, however, requires building an important number of
hypotheses for the agent to consider at each turn. Indeed, given a
topic with n criteria, assuming that each criterion has k values, the
number of hypotheses on the preference set that the agent has to
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Figure 1: Model of collaborative negotiation with a model of other

compute is in the order of
∏n

i=1(k + 1)!. For a topic with 5 criteria,
4 values each, the number of hypotheses to consider is 24.109!

To overcome this limitation, we consider only a partial represen-
tation of the interlocutor’s preferences. This solution is supported
by research in cognitive psychology: Harbers [2] suggests that, in
order to simulate another’s mental processes, it is not necessary
to categorize all the beliefs and desires attributed to that person as
such. In other words, it is not necessary to have a complete model
of the interlocutor.

Instead of computing all the possible relation of preferences ≺i ,
we only compute the set of satisfiable values (i.e. the values that the
interlocutor likes). The set of hypotheses to consider is drastically
reduced, but 1) we had to adapt the agent’s decision model in the
simulation Theory of Mind in order to handle the uncertainty of
preferences in the reasoning process and 2) the inferred power
value might not be correct since it relies on a different model (with
uncertainties).

We conducted an experimental study to assess the validity of
the decision model with partial preferences. We implemented two
agents with this model. At each dialogue turn, each agent will try
to predict the behavior of power expressed by its interlocutor. For
each agent, we compared the agent’s prediction with the effective

A: "Let’s go to a restaurant at Montparnasse."
B: "Okay, let’s go to a restaurant at Montparnasse."
. . .

A: "Do you like expensive restaurants?"
B: "I don’t like expensive restaurants."

A: "Do you like affordable restaurants?"
B: "Let’s go to the Maison blanche restaurant.

It’s a modern, cheap French restaurant on the Montparnasse"
A: "Okay, let’s go to the Maison blanche restaurant."

Figure 2: Example of dialogue.

value of power assigned to the other agent. We further analyzed
the speed of the prediction and the timeliness of the algorithm.

The results obtained confirmed the accuracy of our model to
predict the behavior of power expressed by an interlocutor during
a collaborative negotiation. As a perspective, we intend to evaluate
our model of decision to be able to simulate a complementary re-
lation of dominance between an artificial agent and a human user.
The goal is to study the impact of a complementary relation on
the outcome of the negotiation as well as the experience of the
negotiation.
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