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A B S T R A C T
High-temperature thermal energy storage (TES) in packed beds is gaining interest for industrial
energy recovery. The wide range of temperature distributions causes significant variations in
thermophysical properties of the fluid and solid phases, leading to inaccuracies of classical
TES models and heat transfer correlations. The objective of this work is to develop and
validate a detailed but pragmatic model accounting for high-temperature effects. Based on
a literature survey spanning over several communities interested in high-temperature porous
media, we propose a generic local thermal non-equilibrium model for granulate porous media
accounting for conservation of mass, momentum and energy (two-equation temperature model).
The effective parameters needed to inform the model are the effective thermal conductivities
of the different phases and the heat transfer coefficient. An experimental-numerical inverse
analysis method is employed to determine these parameters. A dedicated experimental facility
has been designed and built to study a model granulate made of glass bead of 16 mm diameter.
Experiments are conducted using the Transient Single-Blow Technique (TSBT) by passing hot
air (ranging from 293 K to 630 K) through cold particles at various mass flow rates, covering a
Reynolds number range of 58 to 252. The new model was implemented in the Porous material
Analysis Toolbox based on OpenFoam (PATO) used to compute the transient temperature fields.
Two optimization algorithms were employed to determine the parameters by minimizing the
error between experimental and simulated temperatures: a Latin Hypercube Sampling (LHS)
method, and a local optimization method Adaptive nonlinear least-squares algorithm (NL2SOL).
The results indicate that the value of heat transfer coefficient ℎ𝑣 in the two-equation model falls in
the range of 1.0 × 104 ∼ 1.93 × 104 W/(m3 ⋅ K) under the given conditions. The axial dispersion
gas thermal conductivity was found to be around 5.9 and 67.1 times higher than the gas thermal
conductivity at Peclet numbers of around 55 and 165, respectively. Furthermore, two improved
correlations of Nusselt number (𝑁𝑢 = 2 + 1.54𝑅𝑒(𝑇 )0.6𝑃𝑟(𝑇 )1∕3) and of axial dispersion gas
thermal conductivity (𝑘𝑑𝑖𝑠,|| = 0.00053𝑅𝑒(𝑇 )2.21𝑃𝑟(𝑇 ) ⋅ 𝑘𝑔) are proposed and validated for
a range of Reynolds number from 58 to 252. The overall approach is therefore validated for
the model granulate of the study, opening new perspectives towards more precise design and
monitoring of high-temperature TES systems.

1. Introduction
Thermal energy storage (TES) is receiving increased attention for

the development of energy recovery technologies such as concentrated
solar power (CSP) [1–3], advanced adiabatic compressed air energy
storage (AACAES) [2, 4, 5], and industrial waste heat recovery [6].
Amongst the major technologies (sensible, latent and chemical energy
storage) [7–10], sensible heat storage is the most developed and used in
the industry [1, 11, 12]. Most industrial sensible heat storage systems
rely on packed beds that offer advantages such as a large heat transfer
area, low cost, and a wide operating range (293 K to 1000 K) [2, 13].

To optimize the design of these systems, the coupled heat and mass
transfer between the carrier fluid and the packed-bed material needs
to be well understood and modeled. Many authors have contributed to
this topic [1–3, 12–20]. Heat transfer in a packed bed can either be

studied under the assumption of local thermal equilibrium (LTE) or local
thermal non-equilibrium (LTNE) [1]. These models are also referred
to as one-equation and two-equation models, respectively. Pati et al.
[21] reviewed the applicability of one- and two-equation models. The
choice of model is influenced by parameters such as the gas-to-solid
thermal diffusivity ratio (𝛼𝑔∕𝛼𝑠), Reynolds number (𝑅𝑒 = 𝜌𝑔𝑢𝑑𝑝𝑎𝑟∕𝜇𝑔),
and Darcy number (𝐷𝑎 = 𝐾∕𝑑2𝑝𝑎𝑟). Specifically, when the Reynolds
number is greater than 50 and the thermal diffusivity ratio between the
gas and solid phases (𝛼𝑔∕𝛼𝑠) is higher than 30 [22], the two-equation
model is required. Schumann [14] was the first to propose a two-equation
energy model - one for carrier fluid and one for the packed-bed material;
however, the heat capacity of the fluid and the thermal conductivities of
both phases were neglected, and the model was one-dimensional. Saez
et al. [16] improved Schumann’s one-dimensional model by including
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heat capacity for the fluid and thermal conductivities and adding thermal
dispersion in the

Nomenclature
Greek symbols

𝛼 thermal diffusivity, 𝑘∕𝜌𝑐𝑝, m2 s−1

𝛽 Forchheimer coefficient, m−1

𝜀𝑖 volume fraction of the 𝑖-phase
𝜇𝑔 dynamic viscosity of gas, kg m−1 s−1

𝜌𝑖 density of the 𝑖-phase, kg m−3

Latin symbols

𝑎 specific gas-solid surface area, m−1

𝐴𝑠𝑔 area of the s-g interface contained in the averaging volume, 𝑉 ,
m2

𝐛𝐢𝐢 vector field that maps ∇ ⟨𝑇𝑖⟩
𝑖 onto 𝑇𝑖 in LTNE model

𝐵𝑖 Biot number
𝑐1,𝑐2, 𝑐3 coefficients associated with thermal conductivity
𝑐𝑝,𝑖 heat capacity of the 𝑖-phase, J kg−1 K−1

𝐷𝑏 tube diameter, m
𝑑𝑝𝑎𝑟 particle diameter, m
𝐷𝑎 Darcy number
𝑓 coefficients associated with Nusselt number
ℎ𝑠 interstitial heat transfer coefficient, W m−2 K−1

ℎ𝑣 volumetric heat transfer coefficient, W m−3 K−1

𝐈 Identity tensor
𝐤𝐝𝐢𝐬 dispersion term of the thermal conductivity, W m−1 K−1

𝐤𝐢,𝐞𝐟𝐟 effective thermal conductivity tensor of the 𝑖-phase, W m−1

K−1

𝐤𝐢,𝐬𝐭𝐚 static term of the thermal conductivity of the 𝑖 phase, W m−1

K−1

𝑘𝑖 thermal conductivity of the 𝑖-phase, W m−1 K−1

𝑘𝑡 tube thermal conductivity, W m−1 K−1

𝐤𝐢,𝐜𝐨𝐧 conductivity term of the thermal conductivity of the 𝑖 phase,
W m−1 K−1

𝐤𝐢,𝐭𝐨𝐫 tortuosity term of the thermal conductivity of the 𝑖 phase, W
m−1 K−1

𝐊 permeability tensor, m2

𝐿 tube length, m

𝑀 gas molar mass, kg mol−1

𝑁𝑢 Nusselt number based on ℎ𝑠

𝐧𝐠𝐬 outwardly directed unit normal vector pointing from the gas
phase toward the solid phase, 𝐧𝐠𝐬=- 𝐧𝐬𝐠

𝑝 gas pressure, kg m−1 s−2

⟨𝑝⟩𝑔 Intrinsic average pressure, kg m−1 s−2

𝑃𝑟 Prandtl number
𝑞𝑚 gas mass-flow rate, kg s−1

𝑅 gas constant, J K−1 mol−1

𝑅𝑏 tube radius, m
𝑅𝑤 tube radius with wall thickness, m
𝑅𝑒 Reynolds number based on the particle diameter
𝑆 the relative error
𝑠𝑖 scalar field used in LTNE model
𝑇𝑎𝑣 average air temperature, K
⟨𝑇𝑖⟩𝑖 initrinsic phase average temperature in the 𝑖-phase, K
𝑇𝑔 gas temperature, K
𝐮 Darcy velocity, 𝜀𝑔⟨𝐯𝐠⟩𝐠, ms−1

𝑢 magnitude of the Darcy velocity, ms−1

𝐯𝐠 velocity of the gas phase, ms−1

⟨𝐯𝐠⟩𝐠 intrinsic phase average velocity of the gas, ms−1

⟨𝐯𝐠⟩ superficial average velocity, ms−1

𝐯̃𝐠 the deviation of gas velocity, 𝐯̃𝐠 = 𝐯𝐠 −
⟨

𝐯𝐠
⟩𝐠, ms−1

𝐗 Forchheimer tensor
Subscripts

∥ horizontal flow directions
⟂ transverse flow directions
atm atmosphere
con conductivity
dis dispersion
g gas
in inlet
inf ambinent
num numerical
s solid
sta static
t tube



flow direction (increase in conductivity due to the gas flow). The ther-
mophysical properties were assumed to be constant because the inlet
gas temperature was at most 70°C. Hanchen et al. [12] applied the
model proposed by Saez et al. to high-temperature conditions (527°C)
but neglected the dispersion term and assumed constant gas properties.
Zanganeh et al. [18, 19] proposed a more comprehensive model that
considered the radiative term in the effective gas thermal conductivity
and variable thermophysical properties for a packed bed of rocks in the
temperature range of 20-650°C. Anderson et al. [3, 20] further validated
the two-equation one-dimensional model with varying thermophysical
properties for a packed bed of alumina particles at both low (120°C)
and high (700°C) temperatures. Ma et al. [23] developed a transient two-
equation two-dimensional model that fully considers thermal dispersion
and changes in thermophysical properties, expanding on the existing
literature. In these works, the carrier fluid density and velocity are
considered constant, which is a correct approximation for incompressible
fluids (water, molten nitrate salts, ...). Using air as the carrier fluid,
non-uniform temperature distributions inside packed beds leads to non-
uniform gas density and viscosity, affecting the velocity and pressure dis-
tributions. We aim to fill this gap by accounting for mass and momentum
conservation, namely by including the volume-averaged conservation of
mass and momentum (Darcy-Forchheimer’s law) into the model. Such
models have been employed since the 1960’s for very high-temperature
applications such as space-vehicle heat shields [24]. Also, in previous
TES studies, the dimensionless numbers (Reynolds, Prandtl) used in the
correlations were assumed to be constant. We would like to discuss this
assumption when variations of velocity and thermophysical properties
are not negligible. The two-equation energy model writes as follows
[25, 26]:

𝜕
𝜕𝑡

(

𝜀𝑠𝜌𝑠𝑐𝑝,𝑠⟨𝑇𝑠⟩
𝑠) = ∇ ⋅ (𝐤𝐬,𝐞𝐟𝐟 ⋅ ∇⟨𝑇𝑠⟩𝑠) + ℎ𝑣

(

⟨𝑇𝑔⟩
𝑔 − ⟨𝑇𝑠⟩

𝑠) (1)

𝜕
𝜕𝑡

(

𝜀𝑔𝜌𝑔𝑐𝑝,𝑔⟨𝑇𝑔⟩
𝑔) + ∇ ⋅ (𝜌𝑔𝑐𝑝,𝑔⟨𝐯𝐠⟩𝐠⟨𝑇𝑔⟩𝑔) = ∇ ⋅ (𝐤𝐠,𝐞𝐟𝐟 ⋅ ∇⟨𝑇𝑔⟩𝑔)

+ℎ𝑣
(

⟨𝑇𝑠⟩
𝑠 − ⟨𝑇𝑔⟩

𝑔)

(2)
where the gas volume fraction 𝜀𝑔 is equal to the porosity of the packed
bed, ℎ𝑣 is the volumetric heat transfer coefficient, 𝑐𝑝,𝑖 and 𝐤𝐢,𝐞𝐟𝐟 re-
spectively denote the heat capacity and effective thermal conductivity
tensor of the 𝑖 phase, ⟨𝑇𝑖⟩𝑖 and ⟨𝐯𝐠⟩𝐠 denote the intrinsic phase average
temperature for the 𝑖-phase and the intrinsic gas average velocity. For
the development of TES models, three effective properties need to be
evaluated: ℎ𝑣, 𝐤𝐬,𝐞𝐟𝐟 and 𝐤𝐠,𝐞𝐟𝐟 .

The heat transfer coefficient and corresponding correlation can be
determined either experimentally [13, 17, 27–32] or through pore-scale
simulation in representative geometries [25, 33, 34]. The experimental
methods include both steady state [28, 29, 31, 32] and transient regime
[13, 30] approaches. With the steady state approach, particles within
the packed beds are heated with a resistive heater. Compressed air,
serving as the working fluid, extracts heat from these heated particles.
After reaching steady-state, the temperatures of the gas flow at the inlet,
outlet, within the packed bed, as well as the surface temperature of the
particles are monitored. These measurements are used to estimate the

heat exchange and infer the heat transfer coefficient. In the transient
method, cold particles are heated using hot gas. The time evolution
of average inlet, outlet, and inside gas flow temperatures, and particle
temperatures, are recorded. The local heat transfer coefficient is de-
rived from analyzing the spatial and time evolution of air and particle
temperatures. The progress in optimization algorithms and computer
resources has allowed the general usage of inverse methods to infer the
parameters with more accuracy. Concerning the pore-scale simulation
method, the volume averaging theory [25] have been applied to periodic
structures, such are arrays of cylinders, to obtain ℎ𝑣. With the progress of
the resolution of computed micro- tomography and computer resources,
pore-scale simulations are becoming a realistic approach to determine
ℎ𝑣 [35, 36]. Using these two methods, numerous correlations were
obtained for the heat transfer coefficient ℎ𝑣 in packed-bed under diverse
conditions. A summary of the most widely used correlations and of
their validity ranges is proposed in Table 1. However, the influence of
temperature variations on these correlations is not specified. Taking the
Wakao correlation as an example, it is based on published experimental
data in the range of 3 < 𝑅𝑒 < 10000, mostly based on intermediate
temperature conditions and without providing the temperature range of
validity. Most simulation models for high-temperature storage systems
used this correlation for temperatures up to 1173 K [2, 23, 37, 38].
At high temperatures, a wide temperature distribution can cause non-
uniform gas density and viscosity inside the packed bed. These varying
thermal physical properties affect 𝑅𝑒, which in turn affects 𝑁𝑢 in the
Wakao correlation. Temperature-dependent parameters should replace
constant parameters in such correlations; also the linear coefficients (1.1
in Wakao’s correlation) should be validated or re-evaluated.

Concerning the effective gas and solid thermal conductivities, a
large amount of theoretical work has been done by theoreticians and there
is now a good agreement that they respectively write [25, 39, 40]

𝐤𝐠,𝐞𝐟𝐟 = 𝜀𝑔𝑘𝑔𝐈 +
𝑘𝑔
𝑉 ∫𝐴𝑔𝑠

𝐧𝑔𝑠𝐛𝐠𝐠𝑑𝐴 − 𝜌𝑔𝑐𝑝,𝑔
⟨

𝐯̃𝑔𝐛𝐠𝐠
⟩

= 𝐤𝐠,𝐜𝐨𝐧 + 𝐤𝐠,𝐭𝐨𝐫 + 𝐤𝐝𝐢𝐬

(3)
𝐤𝐬,𝐞𝐟𝐟 = 𝜀𝑠𝑘𝑠𝐈 +

𝑘𝑠
𝑉 ∫𝐴𝑔𝑠

𝐧𝑠𝑔𝐛𝐬𝐬𝑑𝐴 = 𝐤𝐬,𝐜𝐨𝐧 + 𝐤𝐬,𝐭𝐨𝐫 (4)

where 𝑘𝑖 denotes the thermal conductivity of the 𝑖 phase, 𝑉 is a
representative elementary volume of the porous medium, 𝐴𝑔𝑠 is the
area of the g-s interface contained in the averaging volume, 𝐧𝐠𝐬 is
the outwardly directed unit normal vector pointing from the gas phase
toward the solid phase, 𝐧𝐠𝐬 = −𝐧𝐬𝐠. 𝐯𝑔 , ⟨𝐯𝐠⟩𝐠, and 𝐯̃𝑔 =𝐯𝑔 − ⟨𝐯𝑔⟩𝑔 are
respectively the gas velocity within the pores, the intrinsic phase average
velocity, and the deviation velocity. The closure variables 𝐛𝐢𝐢 (𝑖 = 𝑔, 𝑠)
are the vector fields that map ∇⟨𝑇𝑖⟩𝑖 onto 𝑇𝑖, where 𝑇𝑖 is the spatial
deviation temperature in the 𝑖-phase, more precisely [25], 𝑇𝑔 = 𝐛𝐠𝐠 ⋅

∇⟨𝑇𝑔⟩𝑔−𝑠𝑔(⟨𝑇𝑔⟩𝑔−⟨𝑇𝑠⟩𝑠)+..., 𝑇𝑠 = 𝐛𝐬𝐬 ⋅∇⟨𝑇𝑠⟩𝑠+𝑠𝑠(⟨𝑇𝑠⟩𝑠−⟨𝑇𝑔⟩𝑔)+....
Note that in these derivations the effective radiative conductivity may be
added as a contribution the effective solid conductivity for optically thick
media [41]; this hypothesis is verified for packed beds as the grain size
is small compared to the system.

In many research works, regardless of the experimental conditions,
simple expressions of 𝐤𝐠,𝐞𝐟𝐟 and 𝐤𝐬,𝐞𝐟𝐟 as a function of gas and solid phase
conductivities and the porosity of the homogeneous and isotropic packed



Table 1
Empirical correlations for the heat transfer coefficient in packed beds.

Year Investigators Correlation Range Remarks

1952 W. Ranz [28] 𝑁𝑢 = 2 + 1.8𝑅𝑒0.5𝑃𝑟1∕3 10 < 𝑅𝑒∕𝜀𝑔 < 1000 experimental method, steady state
not mentioned for 𝑇 constant properties

1970 Galloway et al. [29] 𝑁𝑢 = 2 + 1.354𝑅𝑒1∕2𝑃𝑟1∕3 + 0.0326𝑅𝑒𝑃𝑟1∕2 𝑅𝑒∕𝜀𝑔 < 5000 experimental method, steady state
𝑇=310 K constant properties

1979 Wakao et al. [17] 𝑁𝑢 = 2 + 1.1𝑅𝑒0.6𝑃𝑟1∕3 3 < 𝑅𝑒 < 10000 analysis of experimental data
not mentioned for 𝑇 from the literature

2012 Yang et al. [30] 𝑁𝑢 = 2.1 + 0.465𝑅𝑒0.63𝑃𝑟1∕3 100 < 𝑅𝑒∕𝜀𝑔 < 5000 experimental method, transient
298 K < 𝑇 < 358 K constant properties

2016 Naghash et al. [31] 𝑁𝑢 = (0.0012 ± 0.00273)𝑅𝑒𝑑ℎ
(1.647±0.501)𝑃𝑟1∕3 40 < 𝑅𝑒 < 120 experimental method, steady state

𝑅𝑒𝑑ℎ = 𝑅𝑒∕1000(2𝜀𝑔∕3𝜀𝑠)𝑑𝑝𝑎𝑟 299 K < 𝑇 < 338 K variable properties

2022 Qu et al. [13] 𝑁𝑢 = 0.345∕𝜀𝑔 ⋅ (2 + 1.033(𝑅𝑒∕𝜀𝑔)0.6𝑃𝑟1∕3 200 < 𝑅𝑒∕𝜀𝑔 < 1000 experimental method, transient
283 K < 𝑇 < 345 K constant properties

2023 this work 𝑁𝑢 = 2 + 1.54𝑅𝑒(𝑇 )0.6𝑃𝑟(𝑇 )1∕3 58 < 𝑅𝑒 < 252 experimental method, transient
293 K < 𝑇 < 630 K variable properties

beds have been considered [12, 20, 42, 43]. In Eq.3, 𝐤𝐠,𝐞𝐟𝐟 is composed
of three parts: the conductivity term 𝐤𝐠,𝐜𝐨𝐧 accounts for a simple average
of the thermal conductivity, the tortuosity term 𝐤𝐠,𝐭𝐨𝐫 represent the
tortuosity of the phase repartition and the dispersion term 𝐤𝐝𝐢𝐬 accounts
for gas flow effects. 𝐤𝐠,𝐭𝐨𝐫 and 𝐤𝐝𝐢𝐬 could be numerically estimated by
solving a closure problem on a periodic unit cell representative of the
structure [25, 39]. 𝐤𝐠,𝐭𝐨𝐫 is often neglected since 𝐤𝐝𝐢𝐬dominates [39].
Wakao et al. [27] and DeGroot et al. [39] described 𝐤𝐝𝐢𝐬 in the axial and
radial directions (respectively horizontal and transverse flow directions)
as different coefficients multiplied with Reynolds 𝑅𝑒 and Prandtl 𝑃𝑟
numbers. In Eq.4, 𝐤𝐬,𝐞𝐟𝐟 consists of the conductivity of the solid 𝐤𝐬,𝐜𝐨𝐧
corrected to account for its tortuosity 𝐤𝐬,𝐭𝐨𝐫 [44], whereas the closure
variable 𝐛𝐬𝐬 which is a function of the gas velocity 𝐯𝐠 [25] integrates
dispersion effects. Therefore, for high temperatures, the best approach
is to use the models of Eq.3 and 4 with temperature-dependent thermal
conductivities 𝑘𝑔 and 𝑘𝑠.

In this context, the purpose of this article is to propose a generic
two-equation model coupled with mass and momentum conservation for
high-temperature conditions and to determine the effective parameters
needed to inform the model, namely, the thermal conductivities and the
heat transfer coefficient. For this purpose, we have designed and built a
laboratory-scale heat storage facility where the gas temperatures at the
inlet, at the outlet and within the packed bed are monitored. Glass beads
with a diameter of 16 mm were selected as the heat storage medium. In
Section 2, the experimental setup and test procedure are presented. In
section 3, we present a numerical inverse analysis method that we have
developed to infer the intrinsic parameters and that consists of a detailed
numerical model of the packed bed and an advanced multi-objective
optimization algorithm. In section 4, the experimental results and the
estimated values of the two-equation parameters are presented and new
correlations accounting for high-temperature effects are proposed and
compared with the literature. Conclusions and outlook are discussed in
section 5.

2. Experimental facility
The main characteristics of gas/solid packed-bed TES described in

the literature have been reviewed by Esence et al [1]. These encompass a
mix of large-scale industrial systems [18, 19] and a majority of reduced-
scale laboratory set-ups [13, 23, 30, 45, 46]. In studies conducted at
the laboratory scale, the diameter ratios (tube diameter to particle size)
range from 3 to 32, with gas flow rates varying between 0.035 to 3.23
m/s [1]. To minimize the effect of diameter ratios on the distribution of
fluid velocity, it is recommended that diameter ratio remains greater than
10 [47]. In most cases, the velocity of the gases is of the order 0.3 m/s
[13, 45, 46]. The experimental facility presented in the following section
was designed in alignment with these characteristics. It is based on a
method called the transient single-blow technique (TSBT) [1]. With this
approach, hot gas is used to heat particles inside packed beds and the time
evolution of the gas temperature is recorded at the inlet, at the outlet and
also at different locations within the packed bed to bring robustness to
the inverse analysis.

2.1. Experimental system and test procedure
A schematic drawing and photograph of the experimental setup

that we have developed and an enlarged view of the test section, where
thermocouple positions are shown, are displayed in Fig.1. The setup
consists of a hot air blower (BAK Thermoplastic) to supply and heat
air, an insulated test section made of an iron tube and two metallic
grids to maintain the particles, a differential pressure transmitter (EMER-
SON FISHER ROSEMOUNT) to measure pressure drop and a thermo-
anemometer (VT 110-2014 THERMO-ANEMOMETER) to measure
the gas velocity. The iron tube has dimensions of 940 mm in length, 194
mm in inner diameter, and a thickness of 3 mm. These dimensions are
suitable to study glass beads with a diameter of 16 mm, while respecting
the diameter aspect ratio of at least 10, recalled in the introduction.

In the experiment, the first step is to set the flow rate of the inlet
gas. This parameter is controlled by the air blower and measured using
the thermo-anemometer. The maximum flow rate is 800 liters/min,



(a) experimental setup

(b) photograph of the experimental setup

Figure 1: Schematic diagram and photograph of the experimental system and enlarged view of the test section showing
the thermocouple identification numbers.

equivalent to a mass flow rate of 1.6 × 10−2 kg/s. The maximum Darcy
velocity 𝑢 (also known as superficial gas velocity, 𝑢 = 𝑞𝑚∕(𝜌𝑔𝜋𝑅2

𝑏))
reaches 0.451 m/s at room temperature (293 K), where 𝜌𝑔 is the gas
density of 1.2 kg/s and 𝑅𝑏 is the radius of the tube at 0.097 m. Once
the inlet air mass flow rate is determined at room temperature, the next
step involves setting the heating power, which is also controlled by the
air blower. To ensure data reproducibility, we repeated each experiment
following a consistent procedure. After an initial experiment, with a two-
day cooldown period to return particles to room temperature, subsequent
runs exhibited only minor temperature differences (1-2 ◦C) initially due
to the room temperature. After 15 minutes of heating, the temperature
differences remained minimal, within 0.3 ◦C, confirming data reliability
across trials.

The black points in Fig.1 indicate the positions of the thermocouples
(type K, 2 mm sheath diameter). Temperature measurements are taken
at various locations: the inlet gas temperature (1) at 𝑧=0 mm, 𝑟=0 mm;
the gas temperature inside the test section at seven central axis locations
(from 2 to 8) at 𝑧=50, 150, 250, 350, 450, 650, and 850 mm, 𝑟=0 mm;
and three radial locations (from 9 to 11) at 𝑧=50, 150, and 250 mm,
𝑟=-45 mm. The tube surface temperature is also measured at four axis
locations (from 12 to 15) at 𝑥=50, 350, 650, and 900 mm, 𝑧=100 mm.

To ensure accurate gas temperature measurement, the thermocouple is
securely fixed in the gap between the glass beads using ST-1000 thermal
glue, as shown in Fig. 2. The thermal glue is capable of withstanding
temperatures up to 950°C.

The thermocouples are connected to two display data loggers (Pico
Technology TC-08) that record the temperature with a time step of 1.0
s. Experimental variations in the inlet air mass-flow rate and heating
power were performed to verify the model’s suitability for different
Reynolds numbers (𝑅𝑒). The test section dimensions and the architec-
tural properties of particles are listed in Table 2. The gas volume fraction
(porosity, 𝜀𝑔) in Table 2 is calculated using the Muller correlation
[47, 48] as shown in Eq.5. The permeability and Forchheimer coefficient
are calculated using the Ergun equation, as shown in Eq.6 [1], where
these two parameters are treated as scalars. These defined parameters will
be used in the subsequent modeling section. Ergun equation is validated
for modeling pressure variations in the experiments, as explained in
Appendix A.

𝜀𝑔 = 0.365 + 0.22∕(𝐷𝑏∕𝑑𝑝𝑎𝑟) (5)



Figure 2: A schematic of the thermocouple position.

Table 2
Dimension and structural properties of the packed bed and glass beds.

Test section dimensions Porosity Particle diameter Particle density Permeability Forchheimer coefficient
diameter 𝐷𝑏 × length 𝐿 (mm) 𝜀𝑔 𝑑𝑝𝑎𝑟 (mm) 𝜌𝑠 (kgm−3) K (m2) 𝛽 (m−1)

194 × 940 0.383 16 2500 2.52 × 10−7 1201.18

Table 3
The uncertainty analysis in the experimental measurements.

Range Uncertainty

Temperature sensor (Pico Technology) -270◦C to +1820◦C ± 0.2% of the reading

K-type thermocouple -100◦C to + 800◦C ± 0.5 %

Thermo-anemometer 0.15 to 30 m/s ± 3 % of the reading

Temperature measurement in the tube 293 K to 630 k 1.19 % of the reading
(due to the position of the thermocouple)

𝐾 =
𝑑𝑝𝑎𝑟2𝜀𝑔3

150𝜀𝑠
2
, 𝛽 =

1.75𝜀𝑠
𝑑𝑝𝑎𝑟𝜀𝑔3

(6)

2.2. Experimental uncertainty analysis
Experimental uncertainties can be categorized into two types: di-

rect measurement errors resulting from the experimental device, and
errors arising from the measurement process itself. In this work, the
ranges and uncertainties associated with the experimental devices are
presented in Table 3. Errors from the temperature measurement process
are chiefly due to the positioning of the thermocouples in the tube. The
thermocouples are fixed in the gap between the glass beads, which are
positioned with a tolerance of ± 10 mm. The uncertainty in temperature
measurement within the tube, attributed to the thermocouple positioning,
is determined through repeated experiments, resulting in an uncertainty
value of 1.19%.

3. Numerical inverse analysis method
To tackle the complexity of the problem, numerical inverse analysis

was employed to estimate the desired quantities. Firstly, we present the
model describing fluid flow and heat transfer within the test section.
Secondly, we detail the multi-objective optimization algorithm used to
infer the effective parameters.

3.1. Numerical model

To facilitate parameter estimation, we model the entire test section
as shown in Fig.1 (b). The corresponding numerical model, presented in
Fig.3, represents a two-dimensional axisymmetric geometry. The model
consists of two regions, namely the packed bed (porous sample) and the
tube (iron tube).

3.1.1. Mathematical model and numerical
implementation

In the packed bed region, we consider the two-equation model
(Eq.1 and 2) for energy conservation. For the tube region, transient
heat conduction is considered (energy conservation in a solid). The
Reynolds number based on the particle diameter (𝑑𝑝𝑎𝑟) is defined as
𝑅𝑒 = 𝜌𝑔𝑢𝑑𝑝𝑎𝑟∕𝜇𝑔 . Throughout the entire experimental process, the
minimum value of 𝑅𝑒 is 18.34 (corresponding to 𝑇𝑔=630 K, 𝜌𝑔=0.563
kg∕m3, 𝑢=0.067 m/s, 𝜇𝑔=3.29e-05 kg∕(m ⋅ s)), and the maximum value
of 𝑅𝑒 is 453.36 (corresponding to 𝑇𝑔=293 K, 𝜌𝑔=1.2 kg∕m3, 𝑢=0.451
m/s, 𝜇𝑔=1.91e-05 kg∕(m ⋅ s)). Considering the range of applicability of
the Forchheimer law inside a packed bed, which typically lies between
5 [49] and 500 to 600 [50], the average gas velocity is determined by
solving the Forchheimer law. The two regions are coupled by ensuring
the conservation of heat fluxes at their interfaces. The mass and energy
conservation equations for the two-equation model in the packed bed



Figure 3: Two-dimensional axisymmetric numerical model of the test section.

region and the energy equation in the tube region write,
⎧
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⎪

⎪

⎪

⎪

⎪

⎨

⎪
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⎪

⎪

⎪

⎪

⎩

𝜕
𝜕𝑡

(

𝜀𝑔
𝑀⟨𝑝⟩𝑔

𝑅⟨𝑇𝑔⟩𝑔

)

+ ∇ ⋅
(

−
𝑀⟨𝑝⟩𝑔𝐊𝐗
𝑅⟨𝑇𝑔⟩𝑔

⋅ ∇⟨𝑝⟩𝑔
)

= 0 (Mass equation)
𝜕
𝜕𝑡

(

𝜀𝑠𝜌𝑠𝑐𝑝,𝑠⟨𝑇𝑠⟩
𝑠) = ∇ ⋅ (𝐤𝐬,𝐞𝐟𝐟 ⋅ ∇⟨𝑇𝑠⟩𝑠) + ℎ𝑣

(

⟨𝑇𝑔⟩
𝑔 − ⟨𝑇𝑠⟩

𝑠)

(Energy equation)
𝜕
𝜕𝑡

(

𝜀𝑔𝜌𝑔𝑐𝑝,𝑔⟨𝑇𝑔⟩
𝑔) + ∇ ⋅ (𝜌𝑔𝑐𝑝,𝑔⟨𝐯𝐠⟩𝐠⟨𝑇𝑔⟩𝑔 ) = ∇ ⋅ (𝐤𝐠,𝐞𝐟𝐟 ⋅ ∇⟨𝑇𝑔⟩𝑔 )

+ ℎ𝑣
(

⟨𝑇𝑠⟩
𝑠 − ⟨𝑇𝑔⟩

𝑔) (Energy equation)
𝜌𝑡𝑐𝑝,𝑡

𝜕𝑇𝑡
𝜕𝑡

= ∇ ⋅ (𝑘𝑡 ⋅ ∇𝑇𝑡) (Energy equation)

(7)

where ⟨𝑝⟩𝑔 is the intrinsic average pressure, the mass equation is derived
from the perfect gas law (Eq. 8), gas mass conservation (Eq. 9) [24], and
the Forchheimer equation (Eq. 10). The Forchheimer tensor, represented
as 𝐗, is introduced to simplify the computation process [51].

𝜌𝑔 =
𝑀⟨𝑝⟩𝑔

𝑅⟨𝑇𝑔⟩𝑔
(8)

𝜕𝑡
(

𝜀𝑔𝜌𝑔
)

+ ∇ ⋅
(

−𝜀𝑔𝜌𝑔⟨𝐯𝐠⟩𝐠
)

= 0 (9)
⟨𝐯𝐠⟩𝐠 = − 1

𝜀𝑔
(𝐊𝐗) ⋅ ∇⟨𝑝⟩𝑔 , 𝑋𝑖𝑗 =

1
𝜇𝑔𝐾𝑖𝑗 + 𝛽𝑖𝑗𝜌𝑔|⟨𝑣𝑔⟩|

(10)

It should be noted that glass beds exhibit significant opacity at a
wavelength of 4.9 𝜇𝑚, which coincides with the peak intensity wave-
length at 700 K. For 5 mm glass beds, radiation contributes to nearly 0%
of the total heat transfer at temperatures below 700 K, while it increases
to 50% at 1000 K [52]. Therefore, it is reasonable to neglect radiation
heat transfer effects when the temperature is below 700 K. The initial
and boundary conditions for the systems of Eq.7 are described in detail
in Table 4. In the packed bed region, 𝑇𝑔 and 𝑇𝑠 represent the gas and
solid temperatures, respectively, while 𝑇𝑡 represents the temperature in
the tube region. The thermal conductivity of the tube is denoted as
𝑘𝑡. For simplicity, we use 𝑇𝑔 , 𝑇𝑠, and 𝑝 to represent the average gas
temperature ⟨𝑇𝑔⟩𝑔 , average solid temperature ⟨𝑇𝑠⟩𝑠, and average pressure
⟨𝑝⟩𝑔 , respectively. The gas temperature 𝑇𝑔 at the inlet side is determined
from the experimental study. Numerically, we imposed the inlet mass
flux using a pressure gradient inlet boundary condition based on Darcy-
Forchheimer’s law projected on the inlet patch normal 𝒏. The expression
of the inlet pressure gradient imposed is provided in Table 4. In the
tube region, the wall surface temperature 𝑇𝑡 is measured throughout the
experimental period. At the interface between the packed bed and the
tube, the condition of 𝑇𝑔 = 𝑇𝑡, 𝑘𝑔,𝑒𝑓𝑓 𝜕𝑇𝑔

𝜕𝑟 = 𝑘𝑡
𝜕𝑇𝑡
𝜕𝑟 were applied for

the gas phase. By implementing this boundary condition, which implies
that the gas temperature 𝑇𝑔 and the tube temperature 𝑇𝑡 are equal at this
interface, it also guarantees that the heat flux entering one region on one
side of the interphase matches the heat flux leaving the other region on
the opposite side of the domain. At the packed bed-tube interface, the
condition of 𝜕𝑇𝑠∕𝜕𝑟 = 0 was used for the solid phase. This boundary
condition is in line with the practical situations and finds support in the
existing literature [38]. A linear part variation of 𝑇𝑡 within each interval
is assumed in line with the findings reported by Cascetta et al. [38] in
a similar experimental setup. The temperatures at the four measuring
points (from 12 to 15) shown in Fig. 1 (b) are expressed as follows
⎧

⎪

⎨

⎪

⎩

𝑇𝑡 = 𝑇 12 + (𝑇 12 − 𝑇 13)∕(𝑧13 − 𝑧12) ⋅ (𝑧12 − 𝑧) 0 < 𝑧 < 𝑧13
𝑇𝑡 = 𝑇 13 + (𝑇 13 − 𝑇 14)∕(𝑧14 − 𝑧13) ⋅ (𝑧13 − 𝑧) 𝑧13 ≤ 𝑧 < 𝑧14
𝑇𝑡 = 𝑇 14 + (𝑇 14 − 𝑇 15)∕(𝑧15 − 𝑧14) ⋅ (𝑧14 − 𝑧) 𝑧14 ≤ 𝑧 < 𝐿

(11)

Fig.4 shows the temperature distribution of 𝑇𝑡 on the wall surface,
which is calculated using Eq.11. In this case, the inlet gas temperature
𝑇𝑔 gradually increases from 292 K to 530K, and the inlet mass-flow rate
𝑞𝑚 is chosen as 5.97 × 10−3 kg/s. As shown in Fig.4, 𝑇𝑡 exhibits a linear
variation along the 𝑧-axis within each of the three zones as a function of
time and space.

The numerical model was implemented in the Porous material Anal-
ysis Toolbox based on OpenFOAM (PATO) [53], using a finite volume
method. A multi-block approach was employed, where different sets of
equations were solved in each region at each time step, incorporating
appropriate boundary conditions derived from the energy balances at the
interfaces. A wedge-mesh for axisymmetrical simulations was generated
using the blockMesh application of OpenFOAM. The mesh is refined at
the near-tube region as shown in Fig.5. In the packed bed region, the
pressure equation was solved semi-implicitly using first-order schemes
in time (Euler) and space (Gauss linear). Similarly, the energy equations
were solved with an implicit treatment of the temperature terms and
an explicit treatment of other quantities. In the tube region, only the
energy equation needed to be solved, with the temperature terms treated
implicitly and other quantities treated explicitly. The equations are solved
in series, with appropriate mesh refinement and time steps to guarantee
that the order of convergence is reached.



Table 4
Initial and boundary conditions of the two-equation model.

Region Initial Boundary
conditions conditions

inlet packed bed-tube interface outlet
packed 𝑇𝑔 = 𝑇 0 𝑇𝑔 =𝑇 1, 𝜕𝑇𝑠

𝜕𝑧
= 0 𝜕𝑇𝑠

𝜕𝑟
= 0, 𝑇𝑔 = 𝑇𝑡, 𝑘𝑔,𝑒𝑓𝑓

𝜕𝑇𝑔
𝜕𝑟

= 𝑘𝑡
𝜕𝑇𝑡
𝜕𝑟

𝜕𝑇𝑔
𝜕𝑧

= 0, 𝜕𝑇𝑠
𝜕𝑧

= 0

bed 𝑇𝑠 = 𝑇 0 𝜕𝑤𝑝 = −
( 𝜇𝑔

𝐊⋅𝒏⋅𝒏 + 𝜌𝑔𝛽 ⋅ 𝒏 ⋅ 𝒏 |𝜖𝒗𝒈|
)

(

𝜖𝒗𝒈 ⋅ 𝒏
)

+ 𝜌𝑔 𝑔 𝜕𝑝
𝜕𝑟

= 0 𝑝 = 𝑝𝑎𝑡𝑚

inlet tube-packed bed interface top outlet
tube 𝑇𝑡 = 𝑇 0 𝜕𝑇𝑡

𝜕𝑧
= 0 𝑘𝑡

𝜕𝑇𝑡
𝜕𝑟

= 𝑘𝑠,𝑒𝑓𝑓
𝜕𝑇𝑠
𝜕𝑟

𝑇𝑡 is a function 𝜕𝑇𝑡
𝜕𝑧

= 0
of wall surface
temperature

Figure 4: Wall surface temperatures input in the simulation (𝑞𝑚=5.97×10−3 kg/s).

3.1.2. Physical properties of air and glass

This model takes into account the temperature-dependent properties
of both the gas and solid phases. The density of air, 𝜌𝑔 , is calculated using
the perfect gas law, while the values for the heat capacity, 𝑐𝑝,𝑔 , dynamic
viscosity, 𝜇𝑔 , and thermal conductivity, 𝑘𝑔 , are obtained from the NASA-
9 database [54]. The density of glass, 𝜌𝑠, is assumed to be constant at
2500 kg/m3, while the heat capacity, 𝑐𝑝,𝑠, and thermal conductivity, 𝑘𝑠,
are determined by fitting experimental data from Pertermann et al. [55]
as described in Eq.12.
{

𝑘𝑠 = 0.59206 + 0.00062𝑇𝑠 + 1.0013 × 10−6𝑇 2
𝑠 − 2.778 × 10−10𝑇 3

𝑠
𝑐𝑝,𝑠 = 316.506 + 2.0745𝑇𝑠 − 0.00199𝑇 2

𝑠 + 7.4369 × 10−7𝑇 3
𝑠 (12)

Table 5 provides the temperature-dependent properties for both the
gas and solid phases used in the numerical model. The values for each
property are given at specific temperatures, and linear interpolation
is employed between two adjacent values to estimate the property at
intermediate temperatures.

As discussed in Section 1, the determination of three unknown
effective parameters, namely the effective solid thermal conductivity
𝐤𝐬,𝐞𝐟𝐟 , effective gas thermal conductivity 𝐤𝐠,𝐞𝐟𝐟 , and volumetric heat
transfer coefficient ℎ𝑣, is required in the two-equation model (Eq.1
and 2). To facilitate the optimization algorithm, several dimensionless

coefficients, including 𝑐1, 𝑐2, 𝑐3, and 𝑓 , are defined as presented in Eq.13.
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⎪

⎩

𝐤𝐬,𝐞𝐟𝐟 = 𝐤𝐬,𝐜𝐨𝐧 + 𝐤𝐬,𝐭𝐨𝐫 = 𝑐1 ⋅ 𝑘𝑠𝐼
𝑘𝑔,𝑒𝑓𝑓 ,|| = 𝑘𝑔,𝑐𝑜𝑛 + 𝑘𝑔,𝑡𝑜𝑟,|| + 𝑘𝑑𝑖𝑠,|| = 𝜀𝑔𝑘𝑔 + 0 + 𝑐2 ⋅ 𝑅𝑒 ⋅ 𝑃𝑟 ⋅ 𝑘𝑔

= 𝜀𝑔𝑘𝑔 + 𝑐2 ⋅ 𝑑𝑝𝑎𝑟 ⋅ 𝜀𝑔 ⋅ |⟨𝑣𝑔⟩𝑔| ⋅ 𝜌𝑔 ⋅ 𝑐𝑝,𝑔
𝑘𝑔,𝑒𝑓𝑓 ,⟂ = 𝑘𝑔,𝑐𝑜𝑛 + 𝑘𝑔,𝑡𝑜𝑟,⟂ + 𝑘𝑑𝑖𝑠,⟂ = 𝜀𝑔𝑘𝑔 + 0 + 𝑐3 ⋅ 𝑅𝑒 ⋅ 𝑃𝑟 ⋅ 𝑘𝑔

= 𝜀𝑔𝑘𝑔 + 𝑐3 ⋅ 𝑑𝑝𝑎𝑟 ⋅ 𝜀𝑔 ⋅ |⟨𝑣𝑔⟩𝑔| ⋅ 𝜌𝑔 ⋅ 𝑐𝑝,𝑔
ℎ𝑣 = (6𝜀𝑠∕𝑑𝑝𝑎𝑟) ⋅ (2 + 𝑓𝑅𝑒0.6𝑃𝑟1∕3)𝑘𝑔∕𝑑𝑝𝑎𝑟

(13)
The effective gas thermal conductivity, 𝐤𝐠,𝐞𝐟𝐟 , is influenced by

the tortuosity and dispersion terms, which have different values in the
horizontal (||) and transverse (⟂) flow directions [1, 27]. Typically,
the tortuosity term is neglected compared to the dispersion term [39].
The relationship between 𝐤𝐝𝐢𝐬 and the thermal properties of the gas is
modeled similarly to the formulation proposed by Wakao et al. [27]. The
volumetric heat transfer coefficient, ℎ𝑣, is modeled using the functional
form proposed by Wakao et al. [17]. The parameters 𝑐1, 𝑐2, 𝑐3, and 𝑓 will
be optimized as described in section 3.2.

3.2. Optimization process
A numerical inverse analysis method was employed to infer the

intrinsic parameters from experimental measurements in order to min-
imize errors between measured and predicted data. We have eleven data
sequences {𝑇 1𝑖}𝑛𝑖=0, {𝑇 2𝑖}𝑛𝑖=0, {𝑇 3𝑖}𝑛𝑖=0, {𝑇 4𝑖}𝑛𝑖=0, {𝑇 5𝑖}𝑛𝑖=0, {𝑇 6𝑖}𝑛𝑖=0,



Figure 5: PATO multi-block mesh. (a) Zoom at the interface. (b) Zoom at the packed bed region (c) Side view of
wedge-mesh.

Table 5
Thermal properties of gas and solid as a function of temperature.

gas solid

𝑇 (K) 𝑐𝑝,𝑔 (J kg−1 K−1) 𝜇𝑔 (kgm−1 s−1) 𝑘𝑔 (Wm−1 K−1) 𝑐𝑝,𝑠 (J kg−1 K−1) 𝑘𝑠 (Wm−1 K−1)

273 1009.8 1.853e-05 0.02713 749.54 0.831

290 1010.4 1.909e-05 0.02798 768.75 0.850

340 1013 2.105e-05 0.03091 820.82 0.909

390 1017.5 2.306e-05 0.03401 866.73 0.971

440 1023.9 2.507e-05 0.03719 907.02 1.035

490 1032 2.710e-05 0.04049 942.27 1.105

540 1041.5 2.9135e-05 0.044 973.03 1.177

590 1055.7 3.1198e-05 0.0476 1000.48 1.249

640 1067.6 3.2993e-05. 0.0508 1024.03 1.326

690 1079.8 3.4712e-05 0.0541 1044.78 1.405

740 1092.06 3.6432e-05 0.0574 1063.27 1.486

{𝑇 7𝑖}𝑛𝑖=0, {𝑇 8𝑖}𝑛𝑖=0, {𝑇 9𝑖}𝑛𝑖=0, {𝑇 10𝑖}𝑛𝑖=0, {𝑇 11𝑖}𝑛𝑖=0, which correspond
to the measured gas temperatures collected at each time step indicated by
the index 𝑖 (see Fig.1 (b)). The transient inlet gas temperature data 𝑇 1
is fitted into a second-order polynomial using least squares and is used
as a boundary condition. The objective function 𝑆 for the optimization
processes is defined as the average of the root mean squared relative error
between the measured and predicted temperatures at the ten positions
mentioned (𝑇 2, 𝑇 3, 𝑇 4, 𝑇 5, 𝑇 6, 𝑇 7, 𝑇 8, 𝑇 9, 𝑇 10, 𝑇 11):
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(14)

The minimization of 𝑆 was performed using the Design Analysis
Kit for Optimization and Terascale Applications (Dakota) [56]. The
optimization process involved a combination of the Latin hypercube
sampling (LHS) method [57] for sensitivity analysis and the Adaptive
nonlinear least-squares algorithm (NL2SOL) [58] for local optimization.



Figure 6: The steps of sensitivity analysis and optimization process.

LHS was employed initially for sensitivity analysis to identify the most
important input variables and their interactions. This stratified sampling
technique divides the range of each uncertain variable into 𝑁𝑠 segments
of equal probability, resulting in a more accurate estimate of the mean
value compared to random sampling. The next step involved local
optimization using NL2SOL. This algorithm utilizes a quasi-Newton
update to quickly converge to an optimal solution. By employing a
simplification scheme to approximate the Hessian, NL2SOL achieves
faster convergence compared to global optimization methods when
performing least square calculations. An overview of this optimization
strategy is presented in Fig.6, which will be further explained in the
subsequent section through examples of applications to two-equation
model optimizations.

4. Results and discussions
In this section, we present the results of both measured and predicted

temperatures. In the first subsection, we determine the volumetric heat
transfer coefficient ℎ𝑣, the effective solid thermal conductivity 𝐤𝐬,𝐞𝐟𝐟 , and
the effective gas thermal conductivity 𝐤𝐠,𝐞𝐟𝐟 used in the two-equation
model. Additionally, we provide the predicted fields of gas properties,
pressure, velocity, temperature, and volumetric heat transfer coefficient
using the two-equation model. In the second subsection, we focus on
evaluating the validity of the obtained effective parameters.

Fig.7 presents a comparison of the measured and predicted results
for four mass-flow rates. The relative errors, represented by the objective
function S, are below 10−2 for all cases. Detailed data can be found in
Table 7. A discussion of these results can be found in the following
subsections. The measured results are represented by dots, while the
predicted results obtained by solving the two-equation model are shown
as solid and dashed lines. The recorded inlet gas temperature (𝑇 1), and
gas temperature at ten locations (𝑇 2 to 𝑇 11) are plotted as a function of

time. The presented temperature data represents the subset that was used
in the optimization process. In the predicted results, gas temperatures at
seven points along the central axis (𝑇 2𝑛𝑢𝑚 to 𝑇 8𝑛𝑢𝑚) are shown as solid
lines, and the other three points (𝑇 9𝑛𝑢𝑚 to 𝑇 11𝑛𝑢𝑚)) with dashed lines.

The experimental parameters at room temperature are shown in Ta-
ble 6. In the first case, the inlet gas temperature gradually increases from
room temperature to 630 K, the inlet gas mass-flow rate is 3.65 × 10−3

kg/s, and the superficial gas velocity at room temperature is 0.10 m/s. The
Reynolds number at room temperature is 101. The fluctuation in the inlet
gas temperature might be caused by the tolerance of the thermocouple.
Error bars indicate the uncertainty in the measured temperatures, as
described in Section 2, where it was noted that the error due to the
uncertain position of the thermocouples was estimated to be 1.19%. The
major parameters that can affect the predicted temperatures are 𝐤𝐬,𝐞𝐟𝐟 ,
𝐤𝐠,𝐞𝐟𝐟 , and ℎ𝑣. In the following, we present the procedure for determining
these parameters.

4.1. Optimization and numerical results
In this subsection, we focus on determining the three effective

parameters used in the two-equation model. Next, we present the nu-
merical results, including the pressure, velocity, and temperature fields
throughout the whole test section.

4.1.1. Determination of three effective parameters
used in the two-equation model

As discussed in Subsection 3.2, the estimation of these effective
parameters involves two modules: sensitivity analysis and the optimiza-
tion process. To begin, a sensitivity analysis is performed to understand
the relationship between the output result (𝑆) and the input variables
(𝑓 , 𝑐1, 𝑐2, 𝑐3). In this analysis, we use a high mass-flow rate case
(𝑞𝑚 = 1.02 × 10−2 kg/s) as an example to demonstrate the sensitivity



Table 6
Experimental parameters at room temperature.

case inlet gas temperature mass-flow rate magnitude Darcy velocity Reynolds number
𝑇 1 (K) 𝑞𝑚 (kg s−1) 𝑢 (ms−1) 𝑅𝑒

case1 630 3.65 × 10−3 0.10 101

case2 530 5.97 × 10−3 0.16 165

case3 490 7.34 × 10−3 0.20 203

case4 440 1.02 × 10−2 0.28 282

(a) 𝑞𝑚=3.65 × 10−3 kg/s (b) 𝑞𝑚=5.97 × 10−3 kg/s

(c) 𝑞𝑚=7.34 × 10−3 kg/s (d) 𝑞𝑚=1.02 × 10−2 kg/s

Figure 7: Comparison of predicted and measured temperatures with different mass-flow rates.

analysis and optimization method. Additional case results are presented
in Appendix B.

During the sensitivity analysis, it is important to select appropriate
minimum and maximum values for the parameters to be optimized. To
determine these values, we refer to the correlations provided by Esence
et al. [1] for packed beds. Based on their work, the coefficients 𝑓 , 𝑐1, 𝑐2,
and 𝑐3 are estimated to be 1.1, 0.617, 0.1, and 0.001, respectively, for
Reynolds numbers less than 8000. In order to assess the sensitivity of
the model to these parameters, we employ the Latin hypercube sampling
(LHS) method. The ranges for 𝑓 , 𝑐1, 𝑐2, and 𝑐3 are defined as follows: 𝑓
ranges from 0.7 to 2.5, 𝑐1 ranges from 0.4 to 1.8, 𝑐2 ranges from 0.01 to
0.5, and 𝑐3 ranges from 0 to 0.01. The LHS method ensures that the input

variables are evenly distributed within these minimum and maximum
boundaries.

Fig.8 presents a typical result of the sensitivity analysis. The red
line represents the strength and direction of the relationship between the
independent variables (𝑓 , 𝑐1, 𝑐2, and 𝑐3) and the dependent variable (𝑆).
The slope of the red line corresponds to the partial correlation coefficient
(PCC), which quantifies the linear relationship between two variables (𝑥:
𝑓 or 𝑐1 or 𝑐2) and 𝑦 (𝑆) while accounting for the influence of one or more
additional variables [56, 59]. The PCC is calculated using the following



(a) 𝑆 vs. 𝑓 (b) 𝑆 vs.𝑐1

(c) 𝑆 vs.𝑐2 (d) 𝑆 vs.𝑐3
Figure 8: Sensitivity analysis of the error 𝑆 to input parameters (𝑓 , 𝑐1, 𝑐2, 𝑐3), 𝑞𝑚= 1.02 × 10−2 kg/s.

formula:
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where 𝑥̄ and 𝑦̄ represent the mean values of 𝑥 and 𝑦. 𝑥𝑖 and 𝑦𝑖
denote individual values (samples) of the two variables. The regression
equations 𝑥̂𝑖 and 𝑦̂ are defined by real number coefficients 𝑏 and 𝑐, and
𝑥𝑝 represents the other variables except for 𝑥𝑖. PCC can help to identify
the variables that have the most significant impact on the output results
and should be prioritized in the optimization process. In this case, the
PCC values between the input variables (𝑓 , 𝑐1, 𝑐2, and 𝑐3) and the output
variable (𝑆) are -0.12, -0.87, -0.22, and -0.04, respectively. A coefficient
closer to ±1 indicates a strong correlation between the input and output
variables. The results show a very low correlation between 𝑐3 and 𝑆.
Therefore, we shifted our focus to investigating the effects of the other
three variables, 𝑓 , 𝑐1, and 𝑐2 on the output result 𝑆.

During the optimization process, the boundary values for the three
variables (𝑓 , 𝑐1, 𝑐2) were set the same as in the sensitivity analysis: 𝑓
ranging from 0.7 to 2.5, 𝑐1 ranging from 0.4 to 1.8, and 𝑐2 ranging from
0.01 to 0.5. Convergence (𝑆 < 0.01) was reached after 50 iterations of
the local optimization algorithm NL2SOL. Fig.9 shows the influence of

the three variables (𝑓 , 𝑐1, 𝑐2) on the error 𝑆. The size of the points in
Fig.9 (a) represents the value of 𝑆, while the grey scale indicates the
value of 𝑓 . As shown in Fig.9 (a), when 𝑆 is below 0.01, the values of 𝑐1
are concentrated around 1.29 and 𝑐2 are concentrated around 0.42, while
the values of 𝑓 range from 1.0 to 2.0. To further analyze the behavior of
the error when varying 𝑓 , we set 𝑐1 to 1.29 and 𝑐2 to 0.42 and only varied
𝑓 as the input parameter. As shown in Fig. 9 (b), 𝑆 displays a decreasing
and then increasing behavior. The minimum error 𝑆 is reached when
the value of 𝑓 is 1.31 with an uncertainty of 5%. With the convergence
of the error 𝑆 to the level of 10−2, we have determined the values of
𝑐1, 𝑐2, and 𝑓 to be 1.29, 0.42, and 1.31, respectively. Consequently, the
corresponding values of ℎ𝑣, 𝑘𝑠,𝑒𝑓𝑓 , and 𝑘𝑔,𝑒𝑓𝑓 ,|| are established as well
and summarized in Table 7.

As shown in Table 7, when considering the two-equation model
coupled with the mass and momentum equations (Eq.7) and accounting
for the temperature dependency of the gas and solid thermal properties,
some coefficients exhibit different values compared to their original
correlations. The coefficient 𝑐1, which is related to the solid phase
volume fraction 𝜀𝑠, is found to increase from 0.617 to around 1.22. This
value remains relatively constant across different inlet velocities. On the
other hand, the coefficient 𝑐2, associated with gas dispersion, shows an
increasing trend with higher inlet velocities and is not a constant value.
This is in line with the fact that the dispersion effect increases with the



(a) three variables (𝑐1, 𝑐2, 𝑓 ) (b) one variable (𝑓 )

Figure 9: The influence of three variables (𝑐1, 𝑐2, 𝑓)on the error 𝑆

.

gas velocity. Lastly, the coefficient 𝑓 increases from 1.1 to around 1.5
compared to the original Wakao correlation.

Now let’s revisit the comparison between the best-predicted tem-
perature values and the measured values in Fig.7. The solid and dashed
lines represent the predicted temperature curves obtained by minimizing
the error 𝑆. Taking Fig. 7 (d) as an example, the value of the error 𝑆 is
9.14 × 10−3, which is the average error across ten different locations
(𝑇 2 to 𝑇 11). The maximum error among these locations is 1.41 ×
10−2, For reference, the maximum temperature difference between the
predicted and measured values is approximately 6.2 K. This indicates
that the numerical model can accurately capture the transient temperature
profiles in a packed bed with a high level of accuracy. To illustrate further
the overall behavior of the packed bed, the upcoming subsection will
present color maps of the simulation results.

4.1.2. Color maps of the simulation results in the
full domain

In this subsection, we present a simulation result using the exper-
imental conditions from case 1 at 4000 s. The inlet gas temperature
𝑇𝑔 gradually increases from 292 K to 630 K within 4000 s. The inlet
mass-flow rate 𝑞𝑚 is 3.56×10−3 kg/s, resulting in a Darcy velocity 𝑢 of
0.1 m/s at room temperature. The values of 𝑐1, 𝑐2, 𝑐3, and 𝑓 are set to
1.21, 0.11, 0, and 1.61, respectively. These values were obtained from
the optimization process in the previous subsubsection.

Fig.10 shows the distribution of dynamic viscosity 𝜇𝑔 and air
density 𝜌𝑔 within the packed bed region at 4000 s. The thermodynamic
properties of air are updated based on the pressure and gas temperature
using a linear interpolation method, utilizing the data provided in Table 5.
The coupling between air density and temperature is accounted for in the
mass equation in Eq. 7. At the inlet of the packed bed, the air temperature
is 630 K, accompanied by a dynamic viscosity of 3.3e-5 kg∕(m ⋅ s) and a
density of 0.56 kg/m3. At the outlet, the air temperature remains at room
temperature, resulting in a dynamic viscosity of 1.9e-5 kg∕(m ⋅ s) and a
density of 1.20 kg/m3. The dynamic viscosity of air increases by 74%
over the modeled temperature range of 290 K to 630 K, while the air
density experiences a decrease of 53%.

Fig.11 presents the pressure 𝑝 and Darcy velocity magnitude 𝑢 fields
within the packed bed region at 4000 s.The pressure at the inlet is 101358
Pa, while at the outlet, it is 101325 Pa. The significant pressure gradient
observed in the packed bed region can be attributed to the inclusion of
the Forchheimer equation in the model. The Darcy velocity magnitude 𝑢
is 0.22 m/s at the inlet and 0.1 m/s at the outlet. The velocity is updated
based on the pressure and gas temperature. Inside the packed bed, the
gas velocity ⟨𝐯𝐠⟩𝐠 is determined by dividing the Darcy velocity 𝐮 by the
porosity 𝜀𝑔 .

Fig.12 shows the temperature fields in the packed bed region at 4000
s. The gas temperature 𝑇𝑔 at the inlet is 630 K, while at the outlet,
it is 300 K. The temperature of the gas and solid phases is updated
by solving the energy equations in Eq.7. In the packed bed region, the
absolute difference between the local average gas and solid temperatures
(𝑑𝑇 = |𝑇𝑔 − 𝑇𝑠|) is around 4 K. The distribution of 𝑑𝑇 is influenced
by the heat transfer coefficients ℎ𝑣. It is worth noting that in Fig. 12 (b)
there is a significant temperature difference in the upper left region. This
is primarily due to the strong coupling at the interface between the gas
temperature inside the packed bed and the solid temperature at the tube
surface, which is much lower than the solid temperature inside the packed
bed near the interface.

Fig.13 shows the distribution of the volumetric heat transfer coeffi-
cients, ℎ𝑣, within the packed bed region at 4000 s. It is worth noting that
ℎ𝑣 is a function of space and time within the packed bed, as described
by Eq. 13. The value of ℎ𝑣 at the inlet is 13400 (W/m3⋅ K) and at the
outlet is 11400 (W/m3⋅ K). Throughout the modeled temperature range
of 290–630 K, ℎ𝑣 experiences a decrease of 15 %, and its calculation
incorporates the Wakao correlation with the factor 𝑓 . The distribution
of ℎ𝑣 aligns with the distribution of gas velocity, meaning that higher
gas velocities correspond to higher ℎ𝑣 values. To further investigate
the transient distribution of ℎ𝑣 within the packed bed, we plotted the
values of ℎ𝑣 along the central axis at different times for four mass-
flow rates. ℎ𝑣 is a function of the air density, viscosity, velocity, heat
capacity, and thermal conductivity. Fig.14 demonstrates that as the
transient temperature increases, the heat transfer coefficient gradually
increases as well.



(a) dynamic viscosity 𝜇𝑔 (kg∕(m ⋅ s))

(b) air density 𝜌𝑔 (kg/m3)

Figure 10: Dynamic viscosity and air density distribution predicted with the two-equation model.

(a) pressure 𝑝 (Pa)

(b) velocity magnitude 𝑢 (m/s)

Figure 11: Pressure and velocity magnitude predicted with the two-equation model.

(a) gas temperature 𝑇𝑔 (K)

(b) absolute temperature difference between gas and solid |𝑇𝑔 − 𝑇𝑠| (K)

Figure 12: Gas temperature and absolute temperature difference in the porous materials region predicted with the two-
equation model.



Table 7
The value of 𝑓 , 𝑐1 and 𝑐2 obtained in the optimization process for different mass-flow rates.

𝑞𝑚 (kg/s) 3.65 × 10−3 5.97 × 10−3 7.34 × 10−3 1.02 × 10−2

𝑅𝑒 58∼100 100∼151 150∼190 223∼252

𝑐1 1.21 ± 0.03 1.22 ± 0.03 1.27 ± 0.03 1.29 ± 0.03

𝑐2 0.11 ± 0.005 0.19 ± 0.008 0.28 ± 0.02 0.42 ± 0.03

𝑓 1.61 ± 0.09 1.61 ± 0.07 1.62 ± 0.07 1.31 ± 0.09

𝑘𝑠,𝑒𝑓𝑓 (W∕(m ⋅ K)) 1.1∼1.6 1.1∼1.5 1.1∼1.4 1.2∼1.4

𝑘𝑔,𝑒𝑓𝑓 ,|| (W∕(m ⋅ K)) 0.132∼0.149 0.37∼0.39 1.14∼1.26 2.55∼2.64

ℎ𝑣 (W∕(m3⋅K)) 1.0 × 104∼1.3 × 104 1.16 × 104∼1.47 × 104 1.51 × 104∼1.80 × 104 1.68 × 104∼1.93 × 104

𝑆 9.41 × 10−3 9.84 × 10−3 9.32 × 10−3 9.14 × 10−3

Figure 13: Volumetric heat transfer coefficient ℎ𝑣 (W/m3⋅ K) distribution predicted with the two-equation model.

(a) 𝑞𝑚=3.65 × 10−3 kg/s (b) 𝑞𝑚=5.97 × 10−3 kg/s

(c) 𝑞𝑚=7.34 × 10−3 kg/s (d) 𝑞𝑚=1.02 × 10−2 kg/s

Figure 14: The distribution of ℎ𝑣 along the central axis with different mass flow rates.



Figure 15: Biot number 𝐵𝑖 distribution predicted with the two-equation model.

(a) Nusselt number vs. Reynolds number (b) dispersion gas thermal conductivity vs. Peclet number

Figure 16: Comparison between the experimental data and data obtained using the numerical inverse analysis.

Fig.15 presents Biot number 𝐵𝑖 fields within the packed bed region
at 4000 s. The 𝐵𝑖 was determined as follows: 𝐵𝑖 = ℎ𝑠𝐿𝑐∕𝑘𝑠, where
ℎ𝑠 = ℎ𝑣 ⋅𝑑𝑝𝑎𝑟∕6(1−𝜀𝑔), and 𝐿𝑐 = 𝑉𝑠∕𝐴𝑠 = 𝑑𝑝𝑎𝑟∕6 [1]. Within the range
of temperatures simulated (300–630 K), the calculated 𝐵𝑖 values range
from 0.096 to 0.11. Given that 𝐵𝑖 ≤ 0.1, it is justifiable to neglect the
intra-particle temperature gradient. Consequently, in this study, we can
reasonably assume that internal bead resistance is negligible. It should
be noted that even in the presence of a thermal gradient inside the solids,
Eq.7 remains applicable. However, in that situation, ℎ𝑣 also considers
the conduction resistance of the solid.

4.2. Comparing the heat transfer coefficient and
the effective gas thermal conductivity

Heat and mass transfer in packed beds with randomized packing of
particles at high temperatures is a complex phenomenon. In this study,
a new correlation is developed based on the numerical inverse analysis
method, taking the glass bead diameter 𝑑𝑝𝑎𝑟 as the characteristic length.
The dimensionless heat transfer correlation is given by:

𝑁𝑢 = 2 + 1.54𝑅𝑒(𝑇 )0.6𝑃𝑟(𝑇 )1∕3 (16)
where the value of 𝑓 (1.54) is obtained as the average of the four 𝑓 values
listed in Table 7. 𝑅𝑒(𝑇 ) and 𝑃𝑟(𝑇 ) indicate that the Reynolds number
(𝑅𝑒) and Prandtl number (𝑃𝑟) are functions of temperature. Using the
coefficient 𝑓 and its impact on the relative error (objective function 𝑆) as
an example, as shown in Fig .9 (b), we observed that employing the new
coefficients (𝑓 = 1.54) resulted in 𝑆 = 0.0093. In contrast, when using
the coefficients from the Wakao model (𝑓 = 1.1), we obtained 𝑆 = 0.01.

In Eq. 14, 𝑆 is defined as the average root mean squared relative error
between measured and simulated temperatures at ten specific locations.

Fig.16 (a) presents a comparison between heat transfer correlations
reported in the work of Wakao [17] and the results obtained from the
inverse analysis in this study. The correlation proposed by Wakao et
al is based on a large amount of experimental data. It is obvious that
the Nusselt numbers increase with increasing Reynolds numbers. As
presented in Fig.16 (a), for lower Reynolds number values (𝑅𝑒 = 58 ∼
252), the data from Wilke and Hougen [60], Malling and Thodos [61],
and De Acetis and Thodos [62] are slightly above the solid blue line
(𝑁𝑢 = 2+1.1 𝑅𝑒0.6𝑃𝑟1∕3). The reason for the Galloway [63] data being
lower than predicted for all correlations is due to unique aspects of his
study. Galloway investigated water evaporation into air from 17 mm
porous spheres, arranged differently, and with solid particles maintaining
constant surface temperatures. The newly proposed correlation (𝑁𝑢 =
2+1.54 𝑅𝑒(𝑇 )0.6𝑃𝑟(𝑇 )1∕3) demonstrates better suitability for the low
Reynolds number range (𝑅𝑒 = 58 ∼ 252). It should be noted that the
Reynolds number (𝑅𝑒) varies within the packed bed during each test,
and thus the red dots in Fig. 16 (a) represent the average values of 𝑅𝑒.

The axial gas effective thermal conductivity, 𝑘𝑔,𝑒𝑓𝑓 ,||, is expressed
by Eq.13, which is a function of both Reynolds number (𝑅𝑒) and Prandtl
number (𝑃𝑟). Table 7 demonstrates that the value of the factor 𝑐2 is not
constant but increases with increasing 𝑅𝑒. To account for the dispersion
effect resulting from the gas flow, a new correlation is developed based
on the inverse analysis results obtained in this study. A previous work by
DeGroot et al. [39] suggests that the commonly used characterization
of dispersion based solely on the Peclet number (𝑃𝑒 = 𝑅𝑒 ⋅ 𝑃𝑟) is
not entirely accurate. In this study, we adopted a proposed function of



the form 𝑛1𝑅𝑒𝑛2𝑃𝑟 to account for the dispersion effect caused by the
gas flow. A least-squares analysis reveals that a suitable function for the
dimensionless axial dispersion conductivity can be expressed as:

𝑘𝑑𝑖𝑠,||∕𝑘𝑔 = 0.00053𝑅𝑒(𝑇 )2.21𝑃𝑟(𝑇 ) (17)
Fig. 16 (b) presents a comparison between the dimensionless axial
dispersion conductivity 𝑘𝑑𝑖𝑠,||∕𝑘𝑔 obtained in this study and the results of
DeGroot et al. [39]. The error bars indicate that the maximum difference
between the two is within 20%. It is observed that the dispersion gas
thermal conductivity increases with the Peclet number, as expected from
the theory presented in the introduction. In this study, the axial dispersion
gas thermal conductivity is about 5.9 times and 67.1 times higher than
the gas thermal conductivity when the Peclet numbers are around 55 and
165, respectively.

5. Conclusions
The objective of this work was to develop and validate a generic

two-equation model coupled with mass and momentum conservation
for high-temperature TES and determine the effective conductivities and
the heat transfer coefficients needed to inform the two-equation model.
Packed beds undergoes a transient heat storage process, resulting in a
broad range of temperatures for high-temperature systems. As a conse-
quence, the thermophysical properties of both the fluid and solid exhibit
significant variations. In this work, we developed a novel packed bed
TES device, based on the transient single blow technique, to investigate
the effective thermal conductivity of the gas and solid phases, and the
heat transfer coefficient under high-temperature operating conditions.
Experiments were conducted by passing hot air through cold particles at
four different mass flow rates, within a Reynolds number range of 58 to
252. Unknown parameters are simultaneously determined using numer-
ical inverse analysis, consisting in detailed simulations and state-of-the-
art multi-objective optimization. Flow inside packed beds is considered
compressible and laminar; its thermal expansion is directly implemented
in the mass equation by using the perfect gas law. The velocity field is
modeled by the Forchheimer equation based on the Reynolds number.
Heat transfer equations are described using the two-equation model in
both phases inside packed beds. The variable gas and solid thermo-
physical properties are used over a wider range of temperatures (293K
to 630K). The numerical model was implemented in finite volumes in
PATO. The optimization part, which included sensitivity analysis using
LHS method and the optimization process using a local optimization
method (NL2SOL), was performed using the open-source optimization
software Dakota. The results indicate that the value of heat transfer
coefficient ℎ𝑣 in the two-equation model falls in the range of 1.0 × 104
∼ 1.93 × 104 W/(m3 ⋅ K) under the given conditions. It was observed
that the gas and solid temperatures exhibit local thermal non equilibrium
within the packed bed. A new correlation has been proposed based on the
Wakao correlation [17] as follows: 𝑁𝑢 = 2 + 1.54𝑅𝑒(𝑇 )0.6𝑃𝑟(𝑇 )1∕3.
This correlation that accounts for the first time for the temperature
variations of the dimensionless numbers was validated in the Reynolds
number range of 𝑅𝑒 = 58 to 252. It was observed in this study that
the dispersion gas thermal conductivity increased with increasing Peclet

number. Specifically, the axial dispersion gas thermal conductivity was
found to be around 5.9 and 67.1 times higher than the gas thermal
conductivity at Peclet numbers of around 55 and 165, respectively.
Results for the axial dispersion gas thermal conductivity have been fitted
to a new correlation: 𝑘𝑑𝑖𝑠,||∕𝑘𝑔 = 0.00053𝑅𝑒(𝑇 )2.21𝑃𝑟(𝑇 ). The detailed
high-temperature heat and mass transfer model proposed in this work was
therefore validated for a large range of conditions, and new correlations
were obtained to account for high-temperature effects for glass beads and
air. This open perspectives towards more accurate sizing and monitoring
models for high-temperature TES systems.
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A. Appendix. Validation of Ergun equation
To capture the pressure drop across the packed bed, a differential

pressure transmitter from EMERSON FISHER ROSEMOUNT was
used, which has an uncertainty of ±0.055% F.S. (Full Span is 0-620
mbar). The transmitter’s electrical signals were relayed to a data acqui-
sition system for real-time observation and subsequent analysis.

The pressure drop and superficial velocity were measured for the
ten mass-flow rates (𝑞𝑚) considered in this work. Fig. 17 compares
measured results (represented by dots) with calculated results using
Ergun’s equation (shown as solid lines). Ergun’s equation is found to
accurately predict the pressure drops across the packed beds, with an 𝑅2

value of 0.998.

B. Appendix.Optimization results at
different mass flow rates

In section 4.1.1, the determination of the effective thermal con-
ductivity of gas and solid, as well as the heat transfer coefficient, was
described using a case with a high mass-flow rate (𝑞𝑚=1.02×10−2 kg/s).
A sensitivity analysis was conducted, revealing that the coefficient 𝑐3,
which is related to 𝑘𝑔,𝑒𝑓𝑓 ,⟂, had minimal impact on the output results,
even at high flow rates. Next, an optimization process was performed
to obtain the values of 𝑐1, 𝑐2, and 𝑓 . In this appendix, we present the
optimization results for three additional cases. The results are shown in
Fig. 18, and the optimization process was conducted using the adaptive
nonlinear least-squares algorithm (NL2SOL) in the Dakota software.

In the left side of Fig. 18, we can observe the effects of three
variables, 𝑐1, 𝑐2, and 𝑓 , on the error 𝑆. On the right side, the impact of a
single variable, 𝑓 , on the error 𝑆 is presented. The optimization process
initially involves determining the values of 𝑐1 and 𝑐2 by including all



Figure 17: The comparison of measured and calculated pressure drop as a function of superficial velocity for the packed
bed.

(a) 𝑞𝑚=3.65 × 10−3 kg/s (b) 𝑞𝑚=3.65 × 10−3 kg/s

(c) 𝑞𝑚=5.97 × 10−3 kg/s (d) 𝑞𝑚=5.97 × 10−3 kg/s

(e) 𝑞𝑚=7.34 × 10−3 kg/s (f) 𝑞𝑚=7.34 × 10−3 kg/s

Figure 18: The influence of three variables (𝑓 ,𝑐1,𝑐2) on the error 𝑆.



three variables. Then, the values of 𝑐1 and 𝑐2 are fixed, and the value of 𝑓
is determined by introducing a single variable. Convergence (𝑆 < 0.01)
usually takes 50 iterations with three variables, but only 25 with a single
variable (𝑓 ). Fig.18 (a) shows that the values of 𝑐1 are concentrated
around 1.21 and 𝑐2 are concentrated around 0.11 when 𝑆 is below 0.01,
and the values of 𝑓 range from 1.0 to 2.0. To further analyze the effect
of 𝑓 on the error, we fixed 𝑐1 to 1.21 and 𝑐2 to 0.11 and only varied
𝑓 as the input parameter in the software. As shown in Fig.18 (b), the
minimum value of the error 𝑆 is achieved when the value of f is 1.61
with an uncertainty of 5%. Similarly, in the second case, the values of
𝑐1, 𝑐2, and 𝑓 are 1.22, 0.19, and 1.61, respectively. In the third case,
the values of 𝑐1, 𝑐2, and 𝑓 are 1.27, 0.28, and 1.62, respectively. All the
optimization results are summarized in Table 7.
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