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LINEAR DYNAMICS OF AN OPERATOR ASSOCIATED TO THE

COLLATZ MAP

VINCENT BÉHANI

Abstract. In this paper, we study the dynamics of an operator T naturally associated
to the so-called Collatz map, which maps an integer n ≥ 0 to n/2 if n is even and 3n+1 if
n is odd. This operator T is defined on certain weighted Bergman spaces B2

ω of analytic
functions on the unit disk. Building on previous work of Neklyudov, we show that T
is hypercyclic on B2

ω, independently of whether the Collatz Conjecture holds true or
not. Under some assumptions on the weight ω, we show that T is actually ergodic with
respect to a Gaussian measure with full support, and thus frequently hypercyclic and
chaotic.

1. Introduction

Our aim in this paper is to investigate from the point of view of linear dynamics the
properties of an operator naturally associated to the so-called Collatz map. This map
T0 : Z+ → Z+ is defined as

T0(n) =

{
n/2 if n is even;
3n+ 1 if n is odd.

The dynamics of this simple-looking map are still very mysterious, and the famous Collatz
Conjecture (called also the 3n+1-Conjecture, or the Syracuse Conjecture) states that the
orbit of any integer k ≥ 1 under the action of T0 eventually reaches the point 1.

We will use in this paper the following modified Collatz map T : Z+ → Z+, defined as

T (n) =

{
n/2 if n is even;
(3n+ 1)/2 if n is odd

whose dynamics are the same as those of T0 as far as the Collatz Conjecture is concerned.
We will here give some of the etablished results about the Collatz Conjecture. We refer

the reader to the survey [9] written by Lagarias for an overview of this problem.
The conjecture had been empirically verified for every k ≤ 20× 109 and is now known

to be true for every k ≤ 20× 258 ≈ 5.764× 1018 ([12]).
Since T (1) = 2 and T (2) = 1, (1, 2) is called the trivial cycle of T and Eliahou showed

in [6] that a non-trivial cycle of T must have a length greater than 10 439 860 591.
A possible approach to the Collatz Conjecture is to study the proportion of positive

integers k having a T -orbit that reaches 1. Krasikov and Lagarias proved for instance in
[8] that if X is sufficiently large, the number of integers 1 ≤ k ≤ X whose T -orbit reaches
1 is at least X0.84.
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2 VINCENT BÉHANI

It is also of interest to investigate the time that it takes to a T -orbit to reach 1. Ap-
plegate and Lagarias proved in [1] that infinitely many positive integers k have a T -orbit
that reaches 1 in at least 6.143 log(k) steps.

Moreover, Tao showed in [13] that ”almost all” T -orbits attain almost bounded values.
That is to say, if we fix a function f : N → R such that f(k) → +∞ as k → +∞, the
infinimum of the T -orbit of k is less than f(k) for almost every integer k ≥ 1, in the sense
of logarithmic density.

It is possible to associate to T in a natural way bounded operators on some Hilbert
spaces of analytic functions on the unit disk D, and to link the dynamics of T to those
of these operators. An approach of this kind was first proposed by Berg and Meinardus
in [5]. Consider the operator F defined on the space Hol(D) of holomorphic functions on
the unit disk D in the following way: for every f ∈ Hol(D) with f(z) =

∑∞
n=0 cnz

n,

Ff(z) =

∞∑
n=0

cT (n)z
n, z ∈ D.

Berg and Meinardus expressed in [5] the Collatz Conjecture in terms of functional equa-
tions and obtained that it is equivalent to the fact that 1 is an eigenvalue of F of multiplicity
2.

Then Neklyudov took in [11] a different perpective, and considered the adjoint T , for
the Hardy space H2(D), of the operator F : for every f ∈ H2(D) with f(z) =

∑∞
n=0 cnz

n,

T f(z) =

∞∑
n=0

cnz
T (n), z ∈ D.

This operator T is considered in [11] as acting on the Bergman space

B2 =

{
f : z 7→

∞∑
n=0

cnz
n ∈ Hol(D); ∥f∥2 =

∞∑
n=0

π |cn|2

n+ 1
< +∞

}

on D. Since T (0) = 0, T (1) = 2 and T (2) = 1, the vector space H0 = span[1, z, z2] is
invariant under the action of T , and T induces a bounded operator on the quotient space
X = B2/H0, which we still denote by T . Considering this quotient space allows to avoid
the trivial cycle (1, 2) and the fixed point 0 of the Collatz map, and simplifies the study of
the dynamics of T . Neklyudov proved in [11] several results pertaining to the behavior of
the iterates of T , in connection with the Collatz Conjecture. For instance, he showed that
if T has no non-trivial cycle, then T is hypercyclic, i.e. admits a vector with dense orbit
[11, Theorem 2.2]. He also undertook a study of the periodic points of T and showed that
each hypothetical cycle of T and each hypothetical diverging T -orbit can be associated to
a fixed point of T . He also constructed fixed points of T independently of any cycle or
diverging orbit of T .

Neklyudov asked in [11] about the existence of a criterion allowing to distinguish these
fixed points and also whether T is chaotic (i.e. hypercyclic and admitting a dense set of
periodic points).

In this work, we continue this study of operators on Hilbert spaces of analytic functions
associated to the Collatz map and give an affirmative answer to this question of Neklyudov.
We consider the operator T above as acting on weighted Bergman spaces of holomorphic
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functions on D of the form

B2
ω =

{
f : z 7→

∞∑
n=0

cnz
n ∈ Hol(D); ∥f∥2ω =

∞∑
n=0

|cn|2

ω(n)
< +∞

}
where ω : Z+ → (0,+∞) is a positive weight. Just as above, it will be more natural to
study the action of T on the quotient space Xω = B2

ω/H0. Let ω0(n) = (n+1)/π for every
n ≥ 0. Then B2

ω0
is the classical Bergman space B2. We write Xω0 = X .

Whenever the weight ω is such that T defines a bounded operator on Xω, it is of
interest to study the dynamics of T . The main properties that we will consider are those
of hypercyclicity (existence of a dense orbit, or, equivalently, topological transitivity),
chaos, frequent hypercyclicity, ergodicity with respect to an invariant measure with full
support... We give a brief overview of these notions in Section 3 of the present paper, and
refer the reader to one of the works [3] and [7] for more on linear dynamics.

Our first main result states that under some mild assumptions on the weight ω, the
operator T is hypercyclic.

Theorem 1.1. If ω is bounded from below and if ω(k2n) → +∞ as n → +∞ for every
k ≥ 3, then T is hypercyclic.

Theorem 1.1 applies in particular to the weight ω0, i.e. to the case where T acts on the
Bergman space, and shows that the result [11, Theorem 2.2] of Neklyudov is in fact not
conditional to the Collatz map having no non-trivial cycle.

Our second main result shows, under slightly stronger assumptions on ω, that T acting
on Xω enjoys some strong dynamical properties:

Theorem 1.2. If ω is bounded from below and if
∑∞

n=0 1/ω(k2
n) < +∞ for every k ≥ 3,

then T is chaotic, frequently hypercyclic and ergodic with respect to a Gaussian invariant
measure with full support.

In particular, T acting on the Bergman space X is chaotic. This provides an affirmative
answer to Neklyudov’s question.

The paper is organized as follows. We first provide in Section 2 conditions on the
weight ω ensuring that T acts as a bounded operator on Xω (Proposition 2.1); building
on a description given in [11] of some eigenvectors of T , we show (still under some mild
conditions on ω) that these eigenvectors span a dense subspace of Xω (Theorem 2.4) and
that the adjoint T ∗ of T on Xω has no eigenvalue (Theorem 2.7). After recalling in Section
3 some background in linear dynamics, we prove Theorems 1.1 and 1.2 above. The proofs
of these two results rely heavily on the properties of the eigenvectorfields of T presented
in Section 2, and in particular on Theorem 2.4. Section 4 collects some additional results
as well as some open questions.

2. Boundedness of T and properties of its eigenvectors

Let ω be a positive weight on Z+. We first consider the operator T acting on the space
C[ξ]/span[1, ξ, ξ2], defined by

T
d∑

n=3

cnξ
n =

∑
3≤n≤d,T (n)≥3

cnξ
T (n) for every

d∑
n=3

cnξ
n ∈ C[ξ]/span[1, ξ, ξ2],

and give conditions on ω implying that T can be extended to a bounded operator on Xω.
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Proposition 2.1. The operator T , defined for every f ∈ Xω with f(z) =
∑∞

n=3 cnz
n by

T
∞∑
n=3

cnz
n =

∑
{j≥3;T (j)≥3}

cjz
T (j), z ∈ D,

is a bounded operator acting on Xω if and only if the three sequences (ω(6m)/ω(3m))m≥1,
(ω(6m+ 2)/ω(3m+ 1))m≥1 and ((ω(6m+ 4) + ω(2m+ 1))/ω(3m+ 2))m≥1 are bounded.
In this case

∥T ∥2ω = max

{
sup
m≥1

ω(6m)

ω(3m)
, sup
m≥1

ω(6m+ 2)

ω(3m+ 1)
, sup
m≥1

ω(6m+ 4) + ω(2m+ 1)

ω(3m+ 2)

}
.

Moreover for every n ≥ 0

∥T n∥2ω = sup
k≥3

∑
Tn(j)=k

ω(j)

ω(k)
.

Taking ω = ω0 we obtain in particular that T is bounded on X and that ∥T ∥2 = 8/3.

Proof. Suppose that the three sequences above are bounded, which means that the maxi-
mum

max

{
sup
m≥1

ω(6m)

ω(3m)
, sup
m≥1

ω(6m+ 2)

ω(3m+ 1)
, sup
m≥1

ω(6m+ 4) + ω(2m+ 1)

ω(3m+ 2)

}
= sup

k≥3

∑
T (j)=k

ω(j)

ω(k)

is finite. Let n ≥ 0 and f ∈ Xω with f(z) =
∑∞

k=3 ckz
k. We have

T nf(z) =
∑

Tn(j)≥3

cjz
Tn(j) =

∞∑
k=3

∑
Tn(j)=k

cjz
k, z ∈ D,

and

∥T nf∥2ω =
∞∑
k=3

1

ω(k)

∣∣∣∣∣∣
∑

Tn(j)=k

cj

∣∣∣∣∣∣
2

=
∞∑
k=3

1

ω(k)

∣∣∣∣∣∣
∑

Tn(j)=k

√
ω(j)

cj√
ω(j)

∣∣∣∣∣∣
2

.

By the Cauchy-Schwarz’s inequality

∥T nf∥2ω ≤
∞∑
k=3

1

ω(k)

∑
Tn(j)=k

ω(j)
∑

Tn(j)=k

|cj |2

ω(j)
≤

sup
k≥3

∑
Tn(j)=k

ω(j)

ω(k)

 ∥f∥2ω,

which gives that T is bounded if the sequence (
∑

T (j)=k ω(j)/ω(k))k≥3 is bounded and

that ∥T n∥2ω ≤ supk≥3

∑
Tn(j)=k ω(j)/ω(k).

Conversely, let n ≥ 0 and suppose that T is a bounded operator on Xω. Let (kp)p≥1 such
that

∑
Tn(j)=kp

ω(j)/ω(kp) → supk≥3

∑
Tn(j)=k ω(j)/ω(k) as p → +∞. Consider the func-

tion fp ∈ Xω with fp(z) =
∑

Tn(j)=kp
ω(j)zj satisfying ∥fp∥2ω =

∑
Tn(j)=kp

|ω(j)|2 /ω(j) =∑
Tn(j)=kp

ω(j) and

∥T nfp∥2ω =
1

ω(kp)

∣∣∣∣∣∣
∑

Tn(j)=kp

ω(j)

∣∣∣∣∣∣
2

=

 ∑
Tn(j)=kp

ω(j)

ω(kp)

 ∥fp∥2ω.

So we have ∥T nfp∥2ω/∥fp∥2ω → supk≥3

∑
Tn(j)=k ω(j)/ω(k) as p → +∞ and it follows

that supk≥3

∑
Tn(j)=k ω(j)/ω(k) ≤ ∥T n∥2ω < +∞ for every n ≥ 0, which concludes the

proof. □
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For instance, it follows from Proposition 2.1 that if ω has polynomial growth, then T
is a bounded operator on Xω.

Eigenvectors play a very important role in linear dynamics. We will thus be interested
in the eigenvalues and the eigenvectors of T , and will provide some condition on the weight
ω ensuring that the eigenvectors of T span a dense subspace of Xω.

Definition 2.2. For every µ ∈ C and every m ≥ 1, consider the analytic functions on D

hm(µ, ·) : z 7→
∞∑
n=0

µn
(
z(6m+4)2n − z(2m+1)2n

)
and h0(µ, ·) : z 7→

∞∑
n=0

µnz2
n+2

.

These functions has been introduced by Neklyudov in [11, Theorem 2.3] and are the
only eigenvectors that will be needed in order to obtain results concerning the spanning
of dense subspaces.

Proposition 2.3. For every m ≥ 0 and every µ ∈ C, the vector hm(µ, ·) belongs to Xω if

and only if the series
∑

n≥0 |µ|
2n /ω((2m+1)2n) and

∑
n≥0 |µ|

2n /ω((6m+4)2n) converge.

In this case T hm(µ, ·) = µhm(µ, ·).
In particular if ω is bounded from below then hm(µ, ·) belongs to Xω for every m ≥ 0

and every µ ∈ D. Moreover if ω = ω0 then hm(µ, ·) belongs to X for every m ≥ 0 and
every µ ∈ C such that |µ| <

√
2.

Proof. Let µ ∈ C and m ≥ 1. The function hm(µ, ·) belongs to Xω if and only if∑∞
n=0 |µ|

2n /ω((6m + 4)2n) +
∑∞

n=0 |µ|
2n /ω((2m + 1)2n) < +∞. And h0(µ, ·) belongs

to Xω if and only if the series
∑∞

n=0 |µ|
2n /ω(2n+2) < +∞.

Moreover for every m ≥ 1 and every z ∈ D we have

T hm(µ, ·)(z) =
∞∑
n=0

µn
(
zT ((6m+4)2n) − zT ((2m+1)2n)

)
=

∞∑
n=1

µn
(
z(6m+4)2n−1 − z(2m+1)2n−1

)
+ z3m+2 − z3m+2

= µhm(µ, z)

and

T h0(µ, ·)(z) =
∞∑
n=0

µnzT (2n+2) =
∞∑
n=1

µnz2
n+1

+ z2 = µh0(µ, z),

which shows that the functions hm(µ, ·), m ≥ 0, are eigenvectors of T associated to the
eigenvalue µ as soon as they belong to Xω. □

Our aim is now to show that if the weight ω is bounded from below, the eigenvectors
hm(µ, ·), m ≥ 0, µ ∈ D, span a dense subspace of Xω.

Theorem 2.4. If ω is bounded from below, then span[hm(µ, ·);m ≥ 0, µ ∈ D] is dense in
Xω.

In particular if ω = ω0 then {hm(µ, ·);m ≥ 0, µ ∈ D} spans a dense subspace of X .

Since T admits a particular behavior on {2i; i ≥ 0}, we will denote by P0 the set
{2i; i ≥ 0} and by P2 the set {2i; i ≥ 2}. The proof of Theorem 2.4 relies on the following
lemma.
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Lemma 2.5. Let f ∈ Xω, with f(z) =
∑∞

k=3 ckz
k, such that for every n ≥ 0 and every

m ≥ 1
c(6m+4)2n

ω((6m+ 4)2n)
=

c(2m+1)2n

ω((2m+ 1)2n)
and c2n+2 = 0.

Then for every k ≥ 3 such that k /∈ P2, there exist integer sequences (mn)n≥1, (pn)n≥1

and (jn)n≥1 depending on k such that:

(i) ck = (ω((2m1 + 1)2p1)/ω((6mn + 4)2pn))c(6mn+4)2pn for every n ≥ 1;
(ii) mn ≥ 1 for every n ≥ 1;
(iii) 3mn + 2 = T jn(k) for every n ≥ 1;
(iv) jn+1 > jn if and only if 3mn + 2 /∈ P2 for every n ≥ 1;
(v) (jn)n≥1 and ((6mn+4)2pn)n≥1 are either both strictly increasing or both stationary.

Proof. Since k ≥ 3 and k /∈ P2, there exist m1 ≥ 1 and p1 ≥ 0 such that k = (2m1+1)2p1 .
Then

ck = c(2m1+1)2p1 =
ω((2m1 + 1)2p1)

ω((6m1 + 4)2p1)
c(6m1+4)2p1

and

3m1 + 2 = T (2m1 + 1) = T p1+1((2m1 + 1)2p1) = T p1+1(k).

We set then j1 = p1 + 1.
Suppose now that (mi)1≤i≤n, (pi)1≤i≤n and (ji)1≤i≤n have been defined so as to satisfy

the following properties:

(i) ck = (ω((2m1 + 1)2p1)/ω((6mi + 4)2pi))c(6mi+4)2pi for every 1 ≤ i ≤ n;
(ii) mi ≥ 1 for every 1 ≤ i ≤ n;
(iii) 3mi + 2 = T ji(k) for every 1 ≤ i ≤ n;
(iv) ji+1 > ji if and only if 3mi + 2 /∈ P2 for every 1 ≤ i ≤ n− 1.

Let us construct mn+1, pn+1 and jn+1.
If 3mn + 2 ∈ P2, then we set mn+1 = mn, pn+1 = pn and jn+1 = jn. Otherwise there

exist mn+1 ≥ 1 and qn+1 ≥ 0 such that 3mn + 2 = (2mn+1 + 1)2qn+1 . So

(6mn + 4)2pn = (3mn + 2)2pn+1 = (2mn+1 + 1)2qn+1+pn+1.

We set then pn+1 = qn+1 + pn + 1 > pn. Moreover

ck =
ω((2m1 + 1)2p1)

ω((2mn+1 + 1)2pn+1)
c(2mn+1+1)2pn+1

=
ω((2m1 + 1)2p1)

ω((2mn+1 + 1)2pn+1)

ω((2mn+1 + 1)2pn+1)

ω((6mn+1 + 4)2pn+1)
c(6mn+1+4)2pn+1

=
ω((2m1 + 1)2p1)

ω((6mn+1 + 4)2pn+1)
c(6mn+1+4)2pn+1 .

Remark that

3mn+1+2 = T pn+1+1((2mn+1+1)2pn+1) = T pn+1+1((6mn+4)2pn) = T pn+1((3mn+2)2pn).

So 3mn+1+2 = T pn+1−pn(3mn+2) = T pn+1−pn+jn(k) and we set jn+1 = pn+1−pn+jn > jn.
We also have (6mn+1 + 4)2pn+1 > (2mn+1 + 1)2pn+1 = (6mn + 4)2pn .

Defined this way, the sequences (mn)n≥1, (pn)n≥1 and (jn)n≥1 satisfy the first four
properties and it remains to prove the last one. On the one hand, if there exists n0 ≥ 1
such that 3mn0 +2 ∈ P2, then the sequences (jn)n≥1 and ((6mn+4)2pn)n≥1 are stationary
by construction. On the other hand if 3mn + 2 /∈ P2 for every n ≥ 1, then the sequences
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(jn)n≥1 and ((6mn + 4)2pn)n≥1 are strictly increasing by construction, which proves that
the fifth property is satisfied. □

Proof of Theorem 2.4. By Proposition 2.3, hm(µ, ·) belongs to Xω for every m ≥ 0 and
every µ ∈ D since ω is bounded from below. Let f ∈ span[hm(µ, ·);m ≥ 0, µ ∈ D]⊥ in
Xω with f(z) =

∑∞
k=3 ckz

k. Our aim is to show that f = 0. For every µ ∈ D and every
m ≥ 1

φm(µ) : = ⟨hm(µ, ·), f⟩ =
∞∑
n=0

(
c(6m+4)2n

ω((6m+ 4)2n)
−

c(2m+1)2n

ω((2m+ 1)2n)

)
µn = 0,

φ0(µ) : = ⟨h0(µ, ·), f⟩ =
∞∑
n=0

c2n+2

ω(2n+2)
µn = 0.

For every k ≥ 3 the radius of convergence of the power series
∑

n≥0(ck2n/ω(k2
n))zn is

greater than 1. Indeed by the Cauchy-Schwarz’s inequality( ∞∑
n=0

∣∣∣∣ ck2n

ω(k2n)
zn
∣∣∣∣
)2

≤
∞∑
n=0

|ck2n |2

ω(k2n)

∞∑
n=0

|z|2n

ω(k2n)
< +∞

for every z ∈ D because f belongs to Xω and ω is supposed to be bounded from below.
Thus the functions φm and φ0 are holomorphic and they identically vanish on D for every
m ≥ 1. So for every m ≥ 1

c(6m+4)2n

ω((6m+ 4)2n)
=

c(2m+1)2n

ω((2m+ 1)2n)
and c2n+2 = 0 for every n ≥ 0.

Claim 2.6. Let ω be a weight on Z+ which is bounded from below, and let f ∈ Xω with
f(z) =

∑∞
k=3 ckz

k. Suppose that for every m ≥ 1
c(6m+4)2n

ω((6m+ 4)2n)
=

c(2m+1)2n

ω((2m+ 1)2n)
and c2n+2 = 0 for every n ≥ 0,

Then ck = 0 for every k ≥ 3.

Proof. Fix k ≥ 3. If k ∈ P2 then ck = 0. Otherwise consider the sequences (mn)n≥1,
(pn)n≥1 and (jn)n≥1 associated to k given by Lemma 2.5.

On the one hand suppose that {Tn(k);n ≥ 0} ∩ P0 = ∅, then in particular 3mn + 2 /∈
P2 for every n ≥ 1 by (iii). So by (iv), (jn)n≥1 is strictly increasing and then so is
((6mn + 4)2pn)n≥1 by (v). Therefore by (i)

∥f∥2ω =

∞∑
j=3

|cj |2

ω(j)
≥

∞∑
n=1

∣∣c(6mn+4)2pn

∣∣2
ω((6mn + 4)2pn)

=

∞∑
n=1

ω((6mn + 4)2pn)

ω((2m1 + 1)2p1)2
|ck|2 .

Since ω is bounded from below, the previous series can converge only in the case where
ck = 0.

On the other hand suppose that {Tn(k);n ≥ 0} ∩ P0 ̸= ∅, then (jn)n≥1 is stationary.
Indeed suppose that (jn)n≥1 is not stationary, that is to say strictly increasing by (v).
There existsN ≥ 1 such that TN (k) ∈ P0, so T

n(k) ∈ P0 for every n ≥ N and T jN (k) ∈ P0

since jN ≥ N . Then T jN (k) = 3mN + 2 ∈ P2 by (ii) and (iii), which implies that
jN+1 = jN . This is impossible, so (jn)n≥1 is indeed stationary. Thus there exists N ≥ 1
such that 3mN + 2 ∈ P2 by (iv), which implies by (i) that

ck =
ω((2m1 + 1)2p1)

ω((6mN + 4)2pN )
c(6mN+4)2pN = 0
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because (6mN + 4)2pN = (3mN + 2)2pN+1 ∈ P2.
We have shown that ck = 0 for every k ≥ 3. □

Thus Claim 2.6 gives that f = 0, which concludes the proof of Theorem 2.4. □

We conclude this section by proving that the adjoint T ∗ of T acting on Xω has no
eigenvalue. We will denote by σp(T ∗) the set of its eigenvalues.

Theorem 2.7. If ω is bounded from below then σp(T ∗) = ∅.
In particular if ω = ω0 then σp(T ∗) = ∅.

The proof proceeds along the same lines as the proof of Theorem 2.4. We first need the
following Lemma, whose proof is similar to the proof of Lemma 2.5 and will be omitted
here.

Lemma 2.8. Let µ ∈ C\{0} and let f ∈ Xω with f(z) =
∑∞

k=3 ckz
k ∈ Xω. Suppose that

for every m ≥ 1 and every n ≥ 0

µ−1c(3m+2)2n

ω((3m+ 2)2n)
=

c(2m+1)2n

ω((2m+ 1)2n)
and c2n+2 = 0.

Then for every k ≥ 3 such that k /∈ P2, there exist integer sequences (mn)n≥1, (pn)n≥1

and (jn)n≥1 such that:

(i) ck = (µ−nω((2m1 + 1)2p1)/ω((3mn + 2)2pn))c(3mn+2)2pn for every n ≥ 1;
(ii) mn ≥ 1 for every n ≥ 1;
(iii) 3mn + 2 = T jn(k) for every n ≥ 1;
(iv) jn+1 > jn if and only if 3mn + 2 /∈ P2 for every n ≥ 1;
(v) (jn)n≥1 and ((3mn+2)2pn)n≥1 are either both strictly increasing or both stationary.

Proof of Theorem 2.7. For every f, g ∈ Xω with f(z) =
∑∞

n=3 cn(f)z
n and with g(z) =∑∞

n=3 cn(g)z
n, we have

⟨T f | g⟩ =
∞∑
n=3

cn(T f)cn(g)

ω(n)
=

∞∑
n=3

∑
T (j)=n cj(f)cn(g)

ω(n)
=

∑
j∈{k≥3;T (k)≥3}

cj(f)cT (j)(g)

ω(T (j))
,

so

⟨T f | g⟩ = c3(f)c5(g)

ω(5)
+

∞∑
k=5

ck(f)cT (k)(g)

ω(T (k))
.

Then T ∗ is defined in the following way:

T ∗
∞∑
n=3

cnz
n =

ω(3)

ω(5)
c5z

3 +

∞∑
k=5

ω(k)

ω(T (k))
cT (k)z

k for every f : z 7→
∞∑
n=3

cnz
n ∈ Xω.

Let µ ∈ C, let f ∈ Xω with f(z) =
∑∞

n=3 cnz
n and suppose that T ∗f = µf . We have (ω(3)/ω(5))c5 = µc3

(ω(k)/ω(T (k)))cT (k) = µck, k ≥ 5
0 = µc4,

which is equivalent to (ω(2m)/ω(m))cm = µc2m, m ≥ 3
(ω(2m+ 1)/ω(3m+ 2))c3m+2 = µc2m+1, m ≥ 1
0 = µc4.
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Firstly if µ = 0 then cm = 0 for every m ≥ 3. So 0 does not belong to σp(T ∗).
We suppose now that µ ̸= 0. Then we have T ∗f = µf if and only if

cm2n = µ−n(ω(m2n)/ω(m))cm, m ≥ 3, n ≥ 0
µ−1c(3m+2)2n/ω((3m+ 2)2n) = c(2m+1)2n/ω((2m+ 1)2n), m ≥ 1, n ≥ 0
c2n+2 = 0, n ≥ 0

because for every m ≥ 1 and every n ≥ 0

c(2m+1)2n =
µ−1ω((2m+ 1)2n)

ω((2m+ 1)2n−1)
c(2m+1)2n−1 = . . . =

µ−nω((2m+ 1)2n)

ω(2m+ 1)
c2m+1,

so

c(2m+1)2n =
µ−n−1ω((2m+ 1)2n)

ω(3m+ 2)
c3m+2 = . . . =

µ−n−1+nω((2m+ 1)2n)

ω((3m+ 2)2n)
c(3m+2)2n .

Fix k ≥ 3. If k ∈ P2 then ck = 0. Suppose now that k /∈ P2. If |µ| ≤ 1, we can remark
that

∥f∥2ω =

∞∑
j=3

|cj |2

ω(j)
≥

∞∑
n=0

|ck2n |2

ω(k2n)
=

∞∑
n=0

|µ|−2n ω(k2n)

ω(k)2
|ck|2 .

Since ω is bounded from below, the previous series can converge only in the case where
ck = 0 and it follows that f = 0. Thus µ does not belong to σp(T ∗). If |µ| > 1, consider
the sequences (mn)n≥1, (pn)n≥1 and (jn)n≥1 associated to k given by Lemma 2.8.

On the one hand suppose that {Tn(k);n ≥ 0} ∩ P0 = ∅, then in particular 3mn + 2 /∈
P2 for every n ≥ 1 by (iii). So by (iv), (jn)n≥1 is strictly increasing and then so is
((3mn + 2)2pn)n≥1 by (v). Therefore by (i)

∥f∥2ω =

∞∑
j=3

|cj |2

ω(j)
≥

∞∑
n=1

∣∣c(3mn+2)2pn

∣∣2
ω((3mn + 2)2pn)

=

∞∑
n=1

|µ|2n ω((3mn + 2)2pn)

ω((2m1 + 1)2p1)2
|ck|2 .

Since ω is bounded from below, the previous series converges only in the case where ck = 0.
On the other hand suppose that {Tn(k);n ≥ 0}∩P0 ̸= ∅, we will follow the lines of the

proof of Theorem 2.4 and claim that (jn)n≥1 is stationary. Indeed suppose that (jn)n≥1

is not stationary, that is to say is strictly increasing by (v). There exists N ≥ 1 such
that TN (k) ∈ P0, so Tn(k) ∈ P0 for every n ≥ N and T jN (k) ∈ P0 since jN ≥ N . Then
T jN (k) = 3mN+2 ∈ P2 by (ii) and (iii), which implies that jN+1 = jN . This is impossible.
So (jn)n≥1 is stationary and there exists N ≥ 1 such that 3mN + 2 ∈ P2 by (iv). This
implies by (i) that

ck =
µ−Nω((2m1 + 1)2p1)

ω((3mN + 2)2pN )
c(3mN+2)2pN = 0

because (3mN +2)2pN ∈ P2. We have shown that ck = 0 for every k ≥ 3. Thus f = 0 and
so µ does not belong to σp(T ∗) either. □

3. Linear dynamics of the operator T

Our aim is now to understand the links between the dynamics of the Collatz map and
those of the operator T . We begin by recalling briefly the definition of some important
properties in linear dynamics (hypercyclicity, chaos, frequent hypercyclicity and ergod-
icity), before investigating whether the operator T acting on Xω satisfies each of these
properties.
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3.1. Hypercyclicity. A much studied dynamical property is called hypercyclicity. We
refer the reader to the books [3] and [7] for an in-depth study of this notion. Let X be
a separable infinite-dimensional complex Banach (or Fréchet) space. We will denote by
B(X) the set of bounded (or continuous) linear operators on X.

Definition 3.1 ([7, Definition 2.15]). An operator A ∈ B(X) is said to be hypercyclic if
there exists x ∈ X such that its orbit {Anx;n ≥ 0} under A is dense in X. In this case x
is called a hypercyclic vector for A.

Recall that a Gδ-set in X is a countable intersection of open sets of X. The following
theorem shows that either the hypercyclic vectors of an operator A ∈ B(X) forms a dense
Gδ-set in X or A has no hypercyclic vector.

Theorem 3.2 (Birkhoff’s transitivity theorem, [7, Theorems 1.16 and 2.19]). An operator
A ∈ B(X) is hypercyclic if and only if for every non-empty open sets U and V in X, there
exists n ≥ 0 such that An(U) ∩ V ̸= ∅. In this case, the hypercyclic vectors for A form a
dense Gδ-set in X.

Important examples of hypercyclic operators can be found in the literature. On the
Fréchet spaceHol(C) of entire functions endowed with the seminorms defined by ∥f∥n,∞ =

sup{|f(z)| ; |z| ≤ n} for n ≥ 1, the Birkhoff’s operator T (a) : f 7→ f(· + a) is hypercyclic
if and only if a ̸= 0. The derivation operator D acting on Hol(C) is also hypercyclic. In
the Banach space setting, the simplest examples of hypercyclic operators are given by the
Rolewicz’s operators λB for |λ| > 1, where B is the backward shift on ℓ2(N) defined by
B(xn)n≥1 = (xn+1)n≥1.

The following criterion provides a pratical mean to prove the hypercyclicity of an oper-
ator.

Theorem 3.3 (Hypercyclicity Criterion, [7, Theorem 3.12]). Let A ∈ B(X). Suppose
that there exist dense subsets X0 and Y0 of X, an increasing sequence (nk)k≥1 of integers
and a sequence (Snk

: Y0 → X)k≥1 of maps such that:

(i) Ankx → 0 as k → +∞ for every x ∈ X0;
(ii) Snk

y → 0 as k → + ∞ for every y ∈ Y0;
(iii) AnkSnk

y → y as k → +∞ for every y ∈ Y0.

Then the operator A is hypercyclic.

In the case where ω = ω0, and provided that the map T has no non-trivial cycle, it
is shown in [11, Theorem 2.2] that T satisfies the Hypercyclicity Criterion, and is thus
hypercyclic. Our first theorem generalizes this result by showing that T is hypercyclic on
Xω under a rather mild hypothesis on the weight ω, independently of any assumption on
the existence of cycles for the Collatz map.

Theorem 3.4. If ω is bounded from below and if ω(k2n) → +∞ as n → +∞ for every
k ≥ 3, then T is hypercyclic.

In particular if ω = ω0 then T is hypercyclic on X .

Proof. It suffices to prove that T satisfies the Hypercyclicity Criterion (Theorem 3.3).
Consider the subspace X0 = span[hm(µ, ·);µ ∈ D,m ≥ 0], which is dense in Xω by
Theorem 2.4. We have T nhm(µ, ·) = µnhm(µ, ·) → 0 as n → +∞ for every µ ∈ D
and every m ≥ 0. Thus this is true for any linear combination in X0. Consider now
the dense subspace Y0 = span[zk; k ≥ 3] of Xω and the map S : Y0 → Y0 defined by
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Szk = z2k for every k ≥ 3. Then ∥Snzk∥2ω = ∥zk2n∥2ω = 1/ω(k2n) → 0 as n → +∞
and T Szk = T z2k = zT (2k) = zk for every k ≥ 3. Thus this is still true for any linear
combination in Y0. Then T satisfies the Hypercyclicity Criterion, so T is hypercyclic. □

Actually, the role played by eigenvectors in the hypercyclicity of an operator appears
explicitly in the following criterion.

Theorem 3.5 (Godefroy-Shapiro Criterion, [7, Theorem 3.1]). Let A ∈ B(X). Suppose
that the subspaces

X0 = span[ker(A− µ); |µ| < 1] and Y0 = span[ker(A− µ); |µ| > 1]

are dense in X. Then A is hypercyclic.

This criteria is satisfied as soon as there are enough complex numbers µ such that
hm(µ, ·) belongs to Xω for every m ≥ 0.

Theorem 3.6. If ω is bounded from below and if there exists ρ > 1 such that for every
k ≥ 3 the sequence (ρn/ω(k2n))n≥0 is bounded, then T satisfies the Godefroy-Shapiro
Criterion.

In particular if ω = ω0, then taking ρ = 2 gives us that T satisfies the Godefroy-Shapiro
Criterion.

Proof. By Proposition 2.3, hm(µ, ·) belongs to Xω for every m ≥ 0 and every µ ∈ C
such that |µ| <

√
ρ. By Theorem 2.4, it suffices to show that the subspace Y0 =

span[hm(µ, ·);m ≥ 0, 1 < |µ| < √
ρ] is dense in Xω. This can be proved by following

the steps of the proof of Theorem 2.4 and considering the holomorphic functions φm and
φ0 on {µ ∈ C; |µ| < √

ρ} instead of D. □

3.2. Frequent hypercyclicity and ergodicity. The notion of frequent hypercyclicity
is a reinforcement of that of hypercyclicity. It quantifies the frequency with which the
orbit of a vector visits a non-empty open set. We refer the reader to [2] for more on this
notion.

Definition 3.7 ([7, Definition 9.2]). An operator A ∈ B(X) is said to be frequently
hypercyclic if there exists a vector x ∈ X such that for every non-empty open set U in X

lim inf
N→+∞

card{0 ≤ n ≤ N ;Anx ∈ U}
N + 1

> 0.

In this case x is called a frequently hypercyclic vector for A.

The Hypercyclicity Criterion admits a frequently hypercyclic version, which is the fol-
lowing theorem.

Theorem 3.8 (Frequent Hypercyclicity Criterion, [7, Theorem 9.9]). Let A ∈ B(X).
Suppose that there exist a dense set X0 in X and a map S : X0 → X0 such that for every
x ∈ X0:

(1)
∑

n≥0Anx converges unconditionally;

(2)
∑

n≥0 S
nx converges unconditionally;

(3) ASx = x.

Then A is frequently hypercyclic.
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The three hypercyclic operators presented before are actually frequently hypercyclic.
The operators λB, D and T (a) are frequently hypercyclic respectively on ℓ2(N) and H(C)
if |λ| > 1 and if a ̸= 0.

In order to prove that T is frequently hypercyclic, we will actually show that T is
ergodic with respect to a Gaussian measure of full support.

Let H be a complex Hilbert space, let B be the σ-algebra of Borel subsets of H and let
m be a probability measure on (H,B).

Definition 3.9 ([2, Definition 3.9]). A transformation A : (H,B,m) → (H,B,m) in B(H)
is said to preserve the measure m if m(A−1(B)) = m(B) for every B ∈ B. A measure-
preserving transformation A : (H,B,m) → (H,B,m) is said to be ergodic if for every
B ∈ B, A−1(B) = B implies that m(B) ∈ {0, 1}.

The eigenvectors of an operator play an important role in the study of its dynamics.
The fact that the eigenvectors of T span a dense subspace of Xω allowed us to show that T
is hypercyclic under some assumptions on the weight ω. In order to show that T is ergodic
with respect to a Gaussian measure with full support, we will rely on the properties of
the eigenvectors of T associated to unimodular eigenvalues. We first recall a few relevant
definitions.

Definition 3.10 ([2, Definition 3.1]). An operator A ∈ B(H) is said to have a perfectly
spanning set of eigenvectors associated to unimodular eigenvalues if there exists a contin-
uous probability measure σ on the unit circle T such that the eigenvectors of A associated
to eigenvalues µ ∈ A span a dense subspace in H for every σ-measurable subset A of T
satisfying σ(A) = 1.

Definition 3.11 ([2, Definitions 3.13 and 3.14]). Let (Ω,F , P ) be a probability space.
A measurable function f : (Ω,F , P ) → C is said to have complex symmetric Gaussian
distribution if ℜ(f) and ℑ(f) have independent centered Gaussian distribution and the
same variance.

A probability measure m on (H,B) is said to be a Gaussian measure if the function
y 7→ ⟨y, x⟩ has complex symmetric Gaussian distribution for every x ∈ H.

A measure m on (H,B) is said to have a full support if m(U) > 0 for every non-empty
open set U ∈ B.

Theorem 3.12 ([2, Theorem 3.22]). If an operator A ∈ B(H) admits a perfectly spanning
set of eigenvectors associated to unimodular eigenvalues, then there exists a Gaussian
invariant measure with full supportm onH such that A : (H,B,m) → (H,B,m) is ergodic.

We are now ready to prove the ergodicity of T .

Theorem 3.13. If ω is bounded from below and if
∑∞

n=0 1/ω(k2
n) < +∞ for every k ≥ 3,

then T is ergodic with respect to a Gaussian invariant measure with full support on Xω.
This is in particular the case when ω = ω0.

Proof. By Theorem 3.12, it suffices to prove that T admits a perfectly spanning set of
eigenvectors associated to unimodular eigenvalues. Since

∑∞
n=0 1/ω(k2

n) < +∞ for every
k ≥ 3, the function hm(µ, ·) belongs to Xω for every m ≥ 0 and every µ ∈ C such that
|µ| ≤ 1 by Proposition 2.3. We will prove that for every Borel set A ⊂ T such that σ(A) =
1, where σ is the Lebesgue measure on the unit circle, the subspace span[hm(µ, ·);m ≥
0, µ ∈ A] is dense in Xω.
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Claim 3.14. Let ω be a weight on Z+ which is bounded from below and such that∑∞
n=0 1/ω(k2

n) < +∞ for every k ≥ 3. Then the subspace span[hm(µ, ·);m ≥ 0, µ ∈ D]
is dense in Xω for every dense subset D of T.

Proof. Let f ∈ span[hm(µ, ·);m ≥ 0, µ ∈ D]⊥ in Xω with f(z) =
∑∞

k=3 ckz
k. Our aim is

to prove that f = 0. For every µ ∈ D and every m ≥ 1

φm(µ) : = ⟨hm(µ, ·), f⟩ =
∞∑
n=0

(
c(6m+4)2n

ω((6m+ 4)2n)
−

c(2m+1)2n

ω((2m+ 1)2n)

)
µn = 0

and

φ0(µ) : = ⟨h0(µ, ·), f⟩ =
∞∑
n=0

c2n+2

ω(2n+2)
µn = 0.

For every k ≥ 3 the power series
∑∞

n=0(ck2n/ω(k2
n))zn is uniformly convergent on the

closed disk D. Indeed for every n ≥ 0 and every z ∈ D∣∣∣∣ ck2n

ω(k2n)
zn
∣∣∣∣ ≤ |ck2n |√

ω(k2n)

1√
ω(k2n)

and by the Cauchy-Schwarz’s inequality( ∞∑
n=0

|ck2n |√
ω(k2n)

1√
ω(k2n)

)2

≤
∞∑
n=0

|ck2n |2

ω(k2n)

∞∑
n=0

1

ω(k2n)
< +∞

since f belongs to Xω and by assumption on ω. Then φm and φ0 are holomorphic on D,
continuous on D and they vanish on D for every m ≥ 1. Since D is dense in the unit
circle T, the functions φm and φ0 vanish on T by continuity. By the maximum modulus
principle, φm and φ0 identically vanish on D for every m ≥ 1 and

c(6m+4)2n

ω((6m+ 4)2n)
=

c(2m+1)2n

ω((2m+ 1)2n)
and c2n+2 = 0 for every n ≥ 0.

It follows then from Claim 2.6 that f = 0, which gives that span[hm(µ, ·);m ≥ 0, µ ∈ D]
is dense in Xω. □

Thus since a Borel set A ⊂ T satisfying σ(A) = 1 is dense in T, Claim 3.14 gives that
T admits a perfectly spanning set of eigenvectors associated to unimodular eigenvalues,
which concludes the proof. □

We now will link the ergodicity of an operator to its frequent hypercyclicity. Let A ∈
B(H) be ergodic with respect to an invariant measure with full support. First it follows
from the Birkhoff’s transitivity theorem that A is hypercyclic. Then it follows from
Birkhoff’s pointwise ergodic theorem that:

Theorem 3.15 ([3, Proposition 6.23]). If an operator A ∈ B(H) is ergodic with respect
to a probability measure m on H with full support, then A is frequently hypercyclic.
Moreover the frequently hypercyclic vectors of A form a set of full measure for m.

We deduce from Theorems 3.13 and 3.15 the following result:

Theorem 3.16. If ω is bounded from below and if
∑∞

n=0 1/ω(k2
n) < +∞ for every k ≥ 3,

then T is frequently hypercyclic on Xω.
In particular if ω = ω0, T is frequently hypercyclic on X .

We finish this section by proving that, under the assumptions of Theorem 3.13, T is
chaotic.
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Definition 3.17 ([7, Definition 2.29]). An operator A ∈ B(X) is said to be chaotic if A
is hypercyclic and has a dense set of periodic points.

Theorem 3.18. If ω is bounded from below and if
∑∞

n=0 1/ω(k2
n) < +∞ for every k ≥ 3,

then T is chaotic on Xω.
In particular if ω = ω0, then T is chaotic on X .

Proof. Since
∑∞

n=0 1/ω(k2
n) < +∞ for every k ≥ 3, the function hm(µ, ·) belongs to Xω for

every m ≥ 0 and every µ ∈ C such that |µ| ≤ 1 by Proposition 2.3. By Theorem 3.4, T is
hypercyclic and it suffices to show that set of its perdiodic points Per(T ) is dense in Xω. It
follows from [7, Proposition 2.33] that Per(T ) = span[hm(µ, ·);m ≥ 0, µ ∈ {eαiπ;α ∈ Q}],
and its density is given by Claim 3.14. □

4. Open questions

We finish this paper by presenting a few open questions connected to the results we
have presented.

Question 4.1. In the case where ω = ω0, it follows from Propositions 2.1 and 2.3 that
the spectrum σ(T ) satisfies

{z ∈ C; |z| <
√
2} ⊂ σp(T ) ⊂ σ(T ) ⊂ {z ∈ C; |z| ≤

√
8/3}.

What is the exact value of the spectral radius ρ(T ) of T ? Is it true that ρ(T ) =
√
2 ?

In order to answer this question, one could perhaps build on the following proposition,
which provides an explicit expression for the norm of the iterates T n of T :

Proposition 4.2. If ω = ω0, then for every n ≥ 1

∥T n∥2 = max
0≤r≤3n−1

∑
aξ+b∈P (n)

n,r⊂Q[ξ]

a

3n

where P
(n)
0,r = {3nξ + r} and P

(n)
k+1,r = {2P ;P ∈ P

(n)
k,r } ∪ {(2P − 1)/3;P ∈ P

(n)
k,r , P (0) ≡ 2

mod 3} for every k ≥ 0 and 0 ≤ r ≤ 3n − 1.

Proof. According to Proposition 2.1

∥T n∥2 = max
0≤r≤3n−1

 sup
m≥δr

∑
Tn(j)=3nm+r

j + 1

3nm+ r + 1


where δr = 1 if r ≤ 2 and δr = 0 otherwise. Since T (j) = k if and only if j = 2k or

j = (2k − 1)/3 if k ≡ 2 mod 3, the sets P
(n)
n,r are such that Tn(j) = 3nm + r if and only

if j ∈ {P (m);P ∈ P
(n)
n,r } for every 0 ≤ r ≤ 3n − 1 and every m ≥ δr. Then

∥T n∥2 = max
0≤r≤3n−1

 sup
m≥δr

∑
aξ+b∈P (n)

n,r

am+ b+ 1

3nm+ r + 1

 .

Fix 0 ≤ r ≤ 3n−1. If α, β, γ, δ > 0, one can remark that a sequence ((αm+β)/(γm+δ))m≥0

is strictly increasing or constant if and only if αδ ≥ βγ. We will prove by recursion that

a(r+1) ≥ 3n(b+1) for every aξ+b ∈ P
(n)
n,r . Indeed this is firstly true for P

(n)
0,r = {3nξ+r}.

Besides if P
(n)
k,r satisfies it, let P ∈ P

(n)
k+1,r. Either P = 2aξ + 2b with aξ + b ∈ P

(n)
k,r , or

P = 2aξ/3 + (2b − 1)/3 with aξ + b ∈ P
(n)
k,r and b ≡ 2 mod 3. On the one hand we
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would have 2a(r + 1) ≥ 3n(2b + 2) > 3n(2b + 1), and on the other hand we would have

2a(r+1)/3 ≥ 3n(2b+2)/3 ≥ 3n((2b−1)/3+1). Then this is true for P
(n)
k+1,r, which proves

that P
(n)
n,r satisfies it. So for every aξ + b ∈ P

(n)
n,r

sup
m≥δr

am+ b+ 1

3nm+ r + 1
= lim

m→+∞

am+ b+ 1

3nm+ r + 1
=

a

3n
,

which concludes the proof. □

Question 4.3. If lim infn→+∞ ω(n) = 0, could T be bounded, hypercyclic or ergodic ?
Could T ∗ have any eigenvalue ?

The operator T can actually be seen as acting on a space of sequences (cn)n≥3 instead
of on a space of holomorphic functions f : z 7→

∑∞
n=3 cnz

n.

Question 4.4. What would remain from these results if we considered T as acting on the
space of complex sequences CN ?
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