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Duality solutions to the hard-congestion model for the dissipative
Aw-Rascle system

Nilasis Chaudhuri∗, Muhammed Ali Mehmood†, Charlotte Perrin‡, Ewelina Zatorska§

February 12, 2024

Abstract

We introduce the notion of duality solution for the hard-congestion model on the real line, and
additionally prove an existence result for this class of solutions. Our study revolves around the analysis
of a generalised Aw-Rascle system, where the offset function is replaced by the gradient of a singular
function, such as ργn, where γ → ∞. We prove that under suitable assumptions on the initial data,
solutions to the Aw-Rascle system converge towards the so-called duality solutions, which have previously
found applications in other systems which exhibit compressive dynamics. We also prove that one can
obtain weak solutions to the limiting system under stricter assumptions on the initial data. Finally, we
discuss (non-)uniqueness issues.

Keywords: Aw-Rascle system, hard-congestion limit, duality solutions.
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1 Introduction
We study the following free-congested system on the spatial domain Ω = R:

∂tρ+ ∂x(ρu) = 0, (1.1a)
∂t(ρu+ ∂xπ) + ∂x

(
(ρu+ ∂xπ)u

)
= 0, (1.1b)

0 ≤ ρ ≤ 1, (1− ρ)π = 0, π ≥ 0. (1.1c)

This system is also known as the ‘hard-congestion model’. The variable ρ represents the density while u
denotes the velocity. The quantity π is an unknown potential which plays a key role in the dynamics of
the system. In particular, it appears in the exclusion constraint (1 − ρ)π = 0 of (1.1c) which reflects the
two-phase nature of the system. This constraint tells us that in regions where ρ < 1 (the free/compressible
phase) we must have π = 0 and when ρ = 1 (the congested/incompressible phase) the potential π activates.
The free-congested system finds many applications in the study of phenomena which involve congestion,
such as traffic flow, crowd dynamics [21] and granular flows [19]. The system (1.1) can also be related to
the constrained Euler equations which have been studied by Berthelin and Preux and Maury, and has also
previously been formally derived by Lefebvre-Lepot and Maury in [12]. Lagrangian solutions to this system
were also constructed by Perrin and Westdickenberg in [19]. For a more complete overview of recent results
concerning free-congested fluid models, we refer to [18]. Weak solutions (in the sense of distributions) to
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the hard-congestion model were also very recently obtained in [16, 7] on the domain Ω = T by studying the
asymptotic limit passage of solutions to the generalised Aw-Rascle system

∂tρ+ ∂x(ρu) = 0, in (0, T )× Ω, (1.2a)

∂t(ρw) + ∂x(ρwu) = 0, in (0, T )× Ω, (1.2b)

w = u+ ∂xp(ρ). (1.2c)

The Aw-Rascle system, whose origin can be traced back to the papers by Aw and Rascle [1] and Zhang [22],
models the evolution of traffic flow in one spatial dimension. Here, the quantities u and w respectively refer
to the actual and desired velocities of agents. The global existence of solutions to the above generalised
Aw-Rascle system (1.2a)-(1.2c) for n fixed with the offset function

p(ρ) = ργn , γn →∞, (1.3)

was obtained in [16]. There, it was shown that as n→∞, there exists a subsequence of such solutions which
converges towards (ρ, u, π) a solution of the hard-congestion model (1.1). The offset function (1.3) represents
an approximation of π for fixed n. Since (1.3) is non-singular for n fixed, the maximal density constraint
is relaxed at the approximate level which allows inter-penetrability between the free and congested phases.
The same limit passage was also studied in [7] where the offset function was instead taken to be

p(ρ) = ε
ργ

(1− ρ)β , γ ≥ 0, β > 1, ε→ 0. (1.4)

In this case, the limit potential π is approximated by the singular potential (1.4) which diverges as the
approximate density ρn approaches 1 from below. The potential plays the role of a barrier, which is physically
significant. For instance, in the context of collective motion, this potential may represent the social repulsion
forces exerted between agents.

In this paper, we are interested in weaker/measure-valued solutions. Indeed, measure-valued solutions
have been shown to be relevant from the modeling point of view when studying heterogeneity properties,
for instance in multi-component flows [5] or for clusters formation in traffic flows [13]. The main goal of
this paper is to extend the previous existence results for the system (1.1) to solutions where the velocity
u is bounded and ∂xπ is a measure. In this situation, the equation (1.1b) cannot be understood in the
distributional sense since the product u∂xπ is not well-defined. Thus, we are required to work with a new
notion of solution in order to obtain meaningful existence results. This scenario corresponds to the case
where concentration phenomena appears in the congestion component of the system (1.1). Our ambition
is motivated by previous works on the pressureless gas equations [3, 4]. It is known that concentration
phenomena in the density (which can be thought of as the creation of Dirac masses in finite time) is linked
to the compressive nature of the dynamics, which is understood here as a control on the positive part of
∂xu. The desire for a robust notion of solution in this case led to the concept of ’duality solution’ which
was coined by Bouchut and James [2], and this notion has been successfully applied to the pressureless gas
equations by Bouchut and Brenier in [3] and by Boudin in [4] through a vanishing viscosity limit. Vauchelet
and James also studied the existence of duality solutions for one-dimensional aggregation equations [11] and
chemotaxis [10]. To the best of our knowledge there are currently no results concerning duality solutions
for the hard-congestion model. We detail the definition and main properties of duality solutions in the next
section. Our main result is the following.

Theorem 1.1. Fix T > 0 and let (ρ0,m0, π0) be such that

0 ≤ ρ0 ≤ 1, m0 ∈Mloc(R), π0 ∈ BVloc(R). (1.5)

Then there exists a duality solution (ρ,m = ρu+ ∂xπ, π) to the hard-congestion model
∂tρ+ ∂x(ρu) = 0, (0, T )× R, (1.6a)

∂t(ρu+ ∂xπ) + ∂x((ρu+ ∂xπ)u) = 0, (0, T )× R, (1.6b)

0 ≤ ρ ≤ 1, (1− ρ)π = 0, π ≥ 0, a.e. in (0, T )× R, (1.6c)
in the sense of Definition 1.7 below.
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Our proof is based on the same power law approximation scheme as in [16]. This means that we study
the asymptotic limit of solutions to (1.2a)-(1.2c) with the offset function (1.3). Note that the system is
set on R and not the torus. A key feature of the approximate system (1.2a)-(1.2c) with (1.3) is that for
fixed n, the system (1.2a)-(1.2b) can be formally rewritten as the one-dimensional compressible pressureless
Navier-Stokes equations{

∂tρn + ∂x(ρnun) = 0, in (0, T )× R, (1.7a)

∂t(ρnun) + ∂x(ρnu2
n)− ∂x(λn(ρn)∂xun) = 0, in (0, T )× R, (1.7b)

where λn(ρn) = ρ2
np
′
n(ρn). The systems (1.2a)-(1.2b) and (1.7a)-(1.7b) are equivalent for sufficiently regular

solutions, and in particular for the class of regular solutions which we will consider.
Observe that for ρn < 1 (i.e. where there is no congestion), λn(ρn) → 0 as n → +∞, so that our study

is naturally connected to the one of Boudin [4] on the vanishing viscosity limit towards the pressureless gas
system.

Let us now highlight the key parts of the proof of Theorem 1.1.

• Global existence of approximate solutions (i.e. for fixed n): this is obtained using the con-
struction of Burtea & Haspot [6]. We show it is possible to obtain a lower bound on the density and
this leads to global existence.

• Derivation of uniform estimates: defining the approximate potential πn = πn(ρn) such that

π′n(ρ) = ρp′n(ρ), (1.8)

we obtain the control of πn(ρn) in W 1,1
loc as well as an upper bound on ρn. Another crucial estimate is

the one-sided Lipschitz condition on un which leads to compressive dynamics. This is crucial to have
any hope of obtaining duality solutions in the limit.

• Passage to the limit: we make use of the stability property satisfied by duality solutions as well as
compensated compactness arguments to demonstrate that our approximate solutions converge in some
sense towards duality solutions to (1.6).

Finally, let us also mention that we are able to prove the existence of weak solutions to the limit system
if we impose additional conditions on the initial data (see Theorem 1.14). This extends the results of [7, 16]
which were on T, the one-dimensional torus.

The paper is organised as follows. In Section 1.1, we give an overview of the theory of duality solutions
and provide a definition of duality solutions for our system (1.1). In Section 1.2 we state more precisely
our main results, while the global existence of regular solutions for fixed n is left to Section 2. The uniform
estimates needed to complete the limit passage are derived in Section 3. In Section 4, we pass to the limit
and prove the existence of both weak and duality solutions to the hard-congestion model. Lastly, we discuss
the relationship between weak and duality solutions in addition to the matter of uniqueness in Section 5.

1.1 Duality solutions
The theory of duality solutions was introduced by Bouchut and James [2] to provide a notion of solution for
the transport equation {

∂tu+ a(t, x)∂xu = 0 in (0, T )× R,
u(x, 0) = u0(x) ∈ BVloc(R),

(1.9)

and its conservative counterpart{
∂tµ+ ∂x(a(t, x)µ) = 0 in (0, T )× R,
µ(x, 0) = µ0(x) ∈Mloc(R),

(1.10)

where a ∈ L∞((0, T )× R) satisfies the one-sided Lipschitz condition (OSLC)

∂xu ≤ α in D′, (1.11)
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where α ∈ L1(0, T ). The issue with problem (1.9) (and therefore with (1.10)) is that the product a∂xu is
not defined in general, since a is an L∞ function and µ := ∂xu a finite Radon measure. Thus, we cannot
understand equations (1.9)-(1.10) in the distributional sense and so we must look for a new notion of solution
- the duality solution. Let us concentrate our attention on the conservative problem (1.10). The definition
of a duality solution may be formally motivated as follows. Suppose we are looking for a weak solution to
problem (1.10). Then multiplying by a test function p which is sufficiently smooth and integrating by parts,
we get for each t ∈ [0, T ],

−
∫ t

0

∫
R
µ(s, x)(∂tp+ a(s, x)∂xp) dxds+

∫
R
p(t, x)µ(t, x)dx−

∫
R
p(0, x)µ(0, x)dx = 0. (1.12)

A natural way to formulate a notion of weak (duality) solution is therefore as follows. We look for a measure
µ which satisfies

d

dt

∫
R
p(t, x)µ(t, x)dx = 0 (1.13)

for all p which solve the backward transport equation

∂tp+ a∂xp = 0, p(T, ·) = pT . (1.14)

Note that (1.14) is the formal adjoint (or ’dual’) of (1.10). In order for our notion of duality solution to
possess useful properties (e.g. stability) we must choose the function space for which we look for solutions
to problem (1.14) carefully. We assume pT ∈ Liploc(R) and look for solutions p ∈ Liploc((0, T ) × R). The
space of such solutions is denoted by L. It is well-known that the OSLC (1.11) guarantees the existence of
solutions to (1.14). The issue that immediately arises, however, is that there is no uniqueness in the class of
solutions p ∈ L, as highlighted by the counterexample a(t, x) = −sgn(x) considered in [2, 15]. Uniqueness
in the space of test functions is pivotal if one is to obtain weak stability results (e.g. Theorem 4.3.2. of [2]).
Arguing by stability is the canonical way to prove the existence of duality solutions in practice since it allows
us to more conveniently verify the definition (1.13). The highlight of [2] is therefore the introduction of the
class of ’reversible solutions’, which is a sub-class of L in which we have uniqueness.

Definition 1.2 (Reversible solutions). A solution p ∈ L is reversible if p is locally constant on the open set

Ve = {(t, x) ∈ (0, T )× R : ∃ pe ∈ L with pe(T, ·) = 0 and pe(t, x) 6= 0}. (1.15)

The class of reversible solutions also gives way to a generalised backward flow.

Definition 1.3 (Generalised backward flow [2]). Let T > 0, s ∈ (0, T ] and Db = {(t ∈ R; 0 ≤ t ≤ s}. The
backward flow X(s, ·, ·) ∈ Lip(Db × R) is defined as the unique reversible solution to{

∂tX + a(t, x)∂xX = 0, in (0, s)× R, (1.16a)

X(s, s, x) = x. (1.16b)

If s = 0 then we set X(0, 0, x) = x.

One can find more convenient characterisations of reversible solutions in [2]. We can now define duality
solutions. For this purpose we introduce the spaces

SM := C([0, T ];Mloc,w(R)),

SL := C([0, T ];L∞w?(R)),

TBV := L∞(0, T ;BVloc(R)).

Here, the subscripts Xw and Xw? are used to denote the function space X with the weak and weak-?
topologies respectively.

Definition 1.4 (Duality solutions). We say that µ ∈ SM is a duality solution to (1.10) if for any τ ∈ (0, T ]
and any reversible solution p with compact support in space to ∂tp + a∂xp = 0 in (0, τ) × R, the function
t 7→

∫
R p(t, x)µ(t, dx) is constant on [0, τ ].
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We refer the reader to [2] for a more complete account of the theory of duality solutions.

Remark 1.5. The generalised backward flow leads to another characterisation for duality solutions. We
may say that µ ∈ SM is a duality solution to ∂tµ + ∂x(aµ) = 0 with initial data µ0 if for all t ∈ [0, T ] and
g ∈ Cc(R), ∫

R
g(x)µ(t, dx) =

∫
R
g(X(0, t, x))µ0(dx). (1.17)

This is taken as the definition of duality solutions by Lions and Seeger in [15]. Note that the flow generated
by the reversible solutions coincides with the Filippov flow introduced in [9]. It is also worthwhile to mention
that in [20] Poupaud and Rascle used properties of the Filippov flow to prove the existence of a unique
measure-valued solution to the conservation law (1.10). This solution in fact coincides with the notion of
duality solution.

The following theorem collects the relevant results concerning duality solutions that we will need.

Theorem 1.6 (Bouchut and James [2]).

1. Given µ0 ∈Mloc(R), there exists a unique µ ∈ SM duality solution to (1.10) such that µ(0, ·) = µ0.

2. The flux associated to a duality solution µ is denoted a 4 µ and is defined as

a 4 µ := −∂tu, (1.18)

where u(t, x) := −
∫ x
−∞ µ(t, y) dy. There exists a bounded Borel function â (known as the ’universal

representative of a’) such that a = â a.e. and a 4 µ = âµ. This allows us to recover the distributional
equality

∂tµ+ ∂x(âµ) = 0, in D′. (1.19)

3. Let {an} ⊂ L∞((0, T ) × R) be a bounded sequence with an ⇀
∗ a weak-* in L∞((0, T ) × R). Assume

∂xan ≤ αn(t) where {αn} is bounded in L1(0, T ) with ∂xa ≤ α ∈ L1(0, T ). Consider a sequence {µn}
of duality solutions to

∂tµn + ∂x(anµn) = 0 in (0, T )× R, (1.20)

where µn(0, ·) is bounded in Mloc(R) and µn(0, ·) ⇀ µ0 ∈ Mloc(R). Then µn → µ in SM, where µ is
the duality solution to

∂tµ+ ∂x(aµ) = 0 in (0, T )× R, µ(0, ·) = µ0. (1.21)

Moreover, ânµn ⇀ âµ weakly in Mloc((0, T )× R).

Finally, we propose the following definition of duality solutions for the hard-congestion model (1.6a)-
(1.6c).

Definition 1.7. We say that (ρ,m, π) ∈ SL×SM×TBV is a duality solution to (1.6a)-(1.6c) on [0, T ] with
initial data (ρ0,m0, π0) ∈ L∞(R)×Mloc(R)×BVloc(R) if there exists u ∈ L∞((0, T )×R) and α ∈ L1(0, T )
with ∂xu ≤ α on [0, T ]× R such that

(i) ρ is a distributional solution to ∂tρ+ ∂x(ρu) = 0 with ρ(0, ·) = ρ0 and 0 ≤ ρ ≤ 1,

(ii) m is a duality solution to ∂tm+ ∂x(mu) = 0 with m(0, ·) = m0, in the sense of Definition 1.4,

(iii) the switching relation (1− ρ)π = 0 holds a.e. in [0, T ]× R with π ≥ 0,

(iv) the equality m = ρu+ ∂xπ holds in the sense of measures.

Notice that this differs from Definition (1.4) since we now have a system of equations and the velocity u
is an unknown obtained in the limit. Conditions (i) and (ii) are natural, while (iii) corresponds to (1.6c) and
(iv) represents the recovery of the non-linear coupling between the equations. This definition is reminiscent
of the definition provided by Bouchut and James in [3] for a system of pressureless gases.
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1.2 Main results
In this paper we adopt the Bochner space notation XtYx := X(0, T ;Y (R)) for appropriate function spaces
X and Y . We first provide a precise definition of regular solutions to the system (1.7a)-(1.7b), which are
also classical.

Definition 1.8 (Regular solutions). Suppose n ∈ N is fixed and pn is given by (1.3) and ρ ∈ (0, 1]. Assume
further that (ρ0

n, u
0
n) ∈ H3(R)×H3(R) and 0 < ρ0

n. The pair (ρn, un) is called a regular solution to (1.7a)-
(1.7b) on [0, T ] if

ρn − ρ ∈ C(0, T ;H3(R)), un ∈ C(0, T ;H3(R)) ∩ L2(0, T ;H4(R)),

and (ρn, un) satisfy (1.7a)-(1.7b) in R × [0, T ]. The pair (ρn, un) is known as a global regular solution to
(1.7a)-(1.7b) if it is a regular solution on [0, T ] for any T > 0.

Remark 1.9. Our definition of regular solutions is at the H3 level so that the computations we carry out
when obtaining uniform estimates are easily justified. Through a more refined argument one could work with
less regular solutions and still obtain the same results. However, we do not go to such lengths in this paper
since our focus is concentrated on solutions to the limit system.

The first result concerns the global existence of regular solutions for n fixed.

Theorem 1.10 (Global existence for n fixed). Let ρ ∈ (0, 1] and ρ0
n, u

0
n : R→ R be such that ρ0

n > 0 and(
1
ρ0
n

− (ρ)−1, ρ0
n − ρ, u0

n

)
∈ (H3(R))3. (1.22)

Then there exists a pair (ρn, un) with initial data (ρ0
n, u

0
n) which is a global regular solution to (1.7a)-(1.7b)

in the sense of Definition 1.8.

Remark 1.11. This is a special case of the result proved by Burtea and Haspot [6]. For fixed n our system
is very similar to theirs, with the only difference being that we have zero pressure. Nonetheless, we can
follow the same steps to obtain global existence and even uniqueness, although we are not concerned with
the latter for n fixed. Notice that our initial density ρ0

n has a non-zero background state. In other words,
ρ0
n(x) → ρ > 0 as |x| → ∞. This is chosen because we want to obtain strong solutions for fixed n in order

to justify later computations (i.e. when we prove the next two theorems). Choosing a zero background state
is problematic since to the best of our knowledge it is not currently known whether strong solutions exist to
the compressible Navier-Stokes system on the real line when the initial density has a zero background state.

Theorem 1.12 (Existence of a duality solution to the hard-congestion model). Let T > 0 and (ρ0,m0, π0) ∈
SL × SM × TBV . Suppose there exists a sequence of smooth initial data (ρ0

n, w
0
n) with

ρ0
n ⇀ ρ0 weakly-* in L∞loc(R), (1.23)

ρ0
nw

0
n ⇀m0 weakly in Mloc(R), (1.24)

∂xπ
0
n ⇀ ∂xπ

0 weakly in Mloc(R). (1.25)

Furthermore, assume that (ρ0
n, u

0
n = w0

n − ∂xpn(ρ0
n)) satisfies (1.22) and that there exists C > 0 independent

of n and a sequence {r0
n}n ⊂ (0, 1] with r0

n → r0 ∈ [0, 1] such that

0 < r0
n ≤ ρ0

n(x) ≤ (1 + C)
1

γn+1 ∀ x ∈ R, (1.26)

‖ρ0
nu

0
n‖L1

x
+ ‖ρ0

nw
0
n‖L1

x
≤ C, (1.27)

ess sup
x∈R

(λn(ρ0
n)∂xu0

n) ≤ γn(
M0
nT + (r0

n)−1
)γn+1 , (1.28)

‖u0
n‖L∞x ≤ C, (1.29)
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where
M0
n := ess sup

x∈R

∂xw
0
n

ρ0
n

. (1.30)

Then, the solution (ρn, un) on [0, T ] established in Theorem 1.10 satisfies the following uniform bounds:

‖ρnun‖L∞t L1
x

+ ‖ρnwn‖L∞t L1
x
≤ C, (1.31)

∂xun ≤ C, (1.32)

where C > 0 is a generic constant independent of n, and for any compact K ⊂ R there exists C ′ = C ′(K) > 0
independent of n such that

‖ρn‖L∞((0,T )×K) + ‖un‖L∞(0,T ;W 1,1(K)) + ‖πn‖L∞(0,T ;W 1,1(K)) ≤ C ′. (1.33)

Moreover, there exists a subsequence (ρn, un, πn) of solutions to (1.2a)-(1.2b) with initial data (ρ0
n, u

0
n, π

0
n)

which converges to (ρ,m, π), a duality solution of (1.6a)-(1.6c) with initial data (ρ0,m0, π0). Eventually, the
entropy inequality

∂t|µ|+ ∂x(û|µ|) ≤ 0, in D′, (1.34)

is satisfied by µ = ρ,m, where û is a universal representative of u (see Theorem 1.6).

Remark 1.13. As said in the introduction, the need to introduce the notion of a duality solution for the
limiting system arises from the observation that the product u∂xπ which appears in (1.6b) is not well-defined
if u is a discontinuous function and ∂xπ is a measure. Indeed, under the bounds (1.31)-(1.33) it may happen
that (up to a subsequence) un converges to a discontinuous function and ∂xπn converges to a measure. In
such a case we cannot make sense of the hard-congestion model in the distributional sense and so we turn
to the theory of duality solutions.

If we additionally assume the uniform control of the norm ‖
√
ρ0
nw

0
n‖L2

x
, we can assert the existence of

weak solutions to the hard-congestion model.

Theorem 1.14 (Existence of a weak solution to the hard-congestion model). Assume T > 0 and that (ρ0
n, u

0
n)

satisfies (1.22) Furthermore, assume that there exists C > 0 independent of n such that (1.26)-(1.29) hold
as well as the additional condition

‖
√
ρ0
nw

0
n‖L2

x
≤ C. (1.35)

Then the solution (ρn, un) obtained in Theorem 1.10 satisfies the uniform bounds (1.31)-(1.33) and addition-
ally

‖πn‖L∞(0,T ;W 1,2
loc

(R)) ≤ C, (1.36)

‖√ρnwn‖L∞t L2
x
≤ C, (1.37)

where C > 0 is independent of n. Suppose additionally that

ρ0
n ⇀ ρ0 weakly in L2(R), (1.38)

ρ0
nu

0
n ⇀ ρ0u0 weakly in L2(R), (1.39)

∂xπn(ρ0
n) ⇀ ∂xπ

0 weakly in L2(R). (1.40)

Then there exists a subsequence (ρn, un) of solutions to (1.7a)-(1.7b) with initial data (ρ0
n, u

0
n, π

0
n) which

converges to (ρ, u, π), a weak solution of (1.6a)-(1.6c) with initial data (ρ0, u0, π0). The following entropy
conditions hold for the limiting system:

• one-sided Lipschitz condition:
∂xu ≤ C in D′, (1.41)
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• entropy inequality:
∂t(ρS(u)) + ∂x(ρuS(u))− ∂xΛS ≤ 0 in D′, (1.42)

for any convex S ∈ C1(R) and ΛS ∈ M((0, T ) × R) with |ΛS | ≤ LipS |Λ|, where −Λ = −λ(ρ)∂xu ∈
M+((0, T )× R).

Remark 1.15. The above result is the R−analogue to Theorem 2.2, [7] and Theorem 1.4, [16], which were
both on the one-dimensional torus. The uniform assumptions (1.26)-(1.35) are slightly stronger than those
in [7] since we can no longer exploit the boundedness of the domain. Indeed, the majority of the uniform
estimates in the aforementioned works do not carry over to an unbounded domain. Nonetheless we show that
using maximum-principle and regularisation arguments, we can still acquire the bounds needed to complete
the limit passage on the real line.

Remark 1.16. The assumption (1.35) is crucial if we wish to obtain a weak solution to the limiting system.
It implies the uniform L2

x control on ∂xπn(ρ0
n) which prevents a measure from being generated in the initial

layer (i.e. at t = 0). This L2
x control can then be propagated for positive times which means that the weak

limit of ∂xπn is an L2
x function unlike in the previous theorem. Thus, the product u∂xπ is now well-defined

and our limit (ρ, u, π) is in fact a weak (distributional) solution to the limiting system.

Remark 1.17. The assumption (1.26) is needed to control the potential πn in (1.33), while (1.27) gives us
(1.31). The bound on the singular viscosity term (1.28) leads to the OSL condition (1.32). A very similar
bound to (1.28) was also seen in [7]. The bounds (1.29) and (1.35) are propagated for positive times, leading
to (1.37) and the latter bound in (1.33).

1.3 Outline of the paper
In Section 2 we focus on obtaining a global-in-time regular solution for n fixed. The overall strategy is similar
to what can be found in [6, 16]. In Section 3 we carry out uniform in n estimates which will be needed to
prove both Theorems 1.14 and 1.12. Then we complete the proofs of Theorems 1.14 and 1.12 in Section 4.

2 Global existence of regular solutions for n fixed
This section is split up into four parts. We first establish the existence of a local-in-time solution in Subsec-
tion 2.1 before carrying out standard energy estimates in Subsection 2.2. In Section 2.3 we prove a blow-up
result which is the real-line analogue to Theorem 1.1. of [8] or Lemma 2.6. of [16]. In Section 2.4 we complete
the proof of global existence.

2.1 Local existence of regular solutions
The local existence of regular solutions is given in the following theorem. This is a classical result and
therefore we omit the proof.

Theorem 2.1 (Local existence for n fixed). Let ρ ∈ (0, 1] and ρ0
n, u

0
n : R → R be such that ρ0

n > 0 and
(1.22) holds. Then there exists T ∗ > 0 and a pair (ρn, un) which is a regular solution to (1.7a)-(1.7b) on
[0, T ∗) with initial data (ρ0

n, u
0
n) such that ρn ≥ 0 on [0, T ?).

2.2 Energy estimates
We now introduce some energy estimates which are important when extending the solution from local to
global. The first estimate is obtained by multiplying (1.7b) by un and integrating by parts in space and
time.

Lemma 2.2 (Basic energy). Assume that (ρn, un) is a regular solution to (1.7) on the time interval [0, T ].
Then,

‖√ρnun‖2L∞t L2
x

+ 2‖
√
λn(ρn)∂xun‖2L2

tL
2
x

= ‖
√
ρ0
nu

0
n‖2L2

x︸ ︷︷ ︸
=:E1

(2.1)

for all t ∈ [0, T ].
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For the next estimate, we introduce the quantity

Hn(ρn) := 1
γn + 1ρ

γn+1
n (2.2)

and the relative functional

Hn(ρn|ρ) := 1
γn + 1ρ

γn+1
n − (ρn − ρ)ργn − 1

γn + 1ρ
γn+1, (2.3)

associated to the limit value ρ prescribed at infinity.

Lemma 2.3 (Relative energy). Assume that (ρn, un) is a regular solution to (1.7) on the time interval [0, T ].
Then,

sup
t

∫
R
Hn(ρn|ρ) dx+ ‖√ρnwn‖2L∞t L2

x
+ ‖√ρn∂xpn(ρn)‖2L2

t,x
≤ ‖
√
ρ0
nw

0
n‖2L2

x
+
∫
R
Hn(ρ0

n|ρ) dx. (2.4)

Proof. First, multiplying (1.2b) by wn and integrating by parts gives

‖√ρnwn‖L∞t L2
x
≤ ‖
√
ρ0
nw

0
n‖L2

x
. (2.5)

Next we recall that due to the relationship wn = un + ∂xpn(ρn) the continuity equation can be rewritten as

∂tρn + ∂x(ρnwn) = ∂x(ρn∂xpn(ρn)). (2.6)

Multiplying this equality by H ′n(ρn) = pn(ρn) and using the chain rule, we have

∂tHn(ρn) + pn(ρn)∂x(ρnwn)− pn(ρn)∂x(ρn∂xpn) = 0.

Adding and subtracting (ρn − ρ)H ′n(ρ) +Hn(ρ) and integrating over space leads to

d

dt

∫
R
Hn(ρn|ρ) + d

dt

∫
R
(ρn − ρ) dx+ 1

2‖
√
ρn∂xpn(ρn)‖L2

x
≤ 1

2‖
√
ρnwn‖L2

x
.

The result follows from noticing that the second term on the left hand-side vanishes due to the conservation
of mass.

2.3 The blow-up lemma
We first introduce a blow-up criterion.

Lemma 2.4 (Criteria for blow-up of regular solutions). Suppose (ρn, un) is a regular solution to (1.7a) -
(1.7b) on [0, T ∗) with initial data (ρ0

n, u
0
n) satisfying (1.22). Then provided that

ρn := inf
t∈[0,T∗)

inf
x∈R

ρn(t, x) > 0, (2.7)

we have that

sup
t∈[0,T∗)

‖ρn‖L∞(0,t;H4) + sup
t∈[0,T∗)

‖un‖L∞(0,t;H4) + sup
t∈[0,T∗)

‖un‖L2(0,t;H5) < +∞, (2.8)

and therefore the solution can be extended to a larger time interval [0, T ), where T > T ∗. In other words,
the solution does not lose regularity unless the density reaches 0 somewhere in the domain.

This result has already been shown in the case of Ω = T in [8, 16], while the case Ω = R can be found in
Theorem 3.3. of [6].

9



2.4 Proving the existence of a global solution
In this subsection we complete the proof of Theorem 1.10. The proof follows a very similar ’maximum-
principle’ strategy which was seen in the proof of Theorem 1.2. in [16] or [8], where the domain was Ω = T,
the one-dimensional torus. Nonetheless, many details of our argument are the same so we will only outline
the main steps and refer the reader to [16] for the technical details. The use of a maximum principle on the
real line requires some justification, however, and therefore we will elaborate upon this point further.

Proof. The local existence result (Theorem 2.1) gave us the existence of a solution (ρn, un) on R × [0, T0
where T0 > 0 and ρn ≥ c > 0 on this interval. We denote the maximal time of existence by T ∗, and assume
for the sake of a contradiction that T ∗ < +∞. Then the blow-up lemma implies that we must have

ρn(t, ·) > 0 for each t ∈ [0, T ∗), (2.9)

and
inf

t∈[0,T∗)
inf
x∈R

ρn(t, x) > 0. (2.10)

Therefore, proving that the density is bounded from below by a positive constant is sufficient to conclude
that the solution we have obtained is in fact global-in-time. We first note that the evolution equation for
the potential Wn := ρ−1

n ∂xwn is given by

∂tWn + un∂xWn = 0. (2.11)

Since Wn satisfies a transport equation it follows that

ess sup
x∈R

∂xwn
ρn

(t, x) = ess sup
x∈R

∂xw
0
n

ρ0
n

(x) =: M0
n. (2.12)

Next, we carry out a maximum-principle argument with 1/ρn. The evolution equation reads

∂t

(
1
ρn

)
+ un∂x

(
1
ρn

)
= 1
ρn
∂xun. (2.13)

We define Pn(t, x) := 1/ρn(t, x) and the corresponding maximum function

PMn (t) := max
x∈R

1
ρn(t, x) on [0, T ∗) (2.14)

with the aim of showing that
PMn (t) = max

x∈R

1
ρ0
n

(x), ∀ t ∈ [0, T ]. (2.15)

Thanks to assumption (2.9) we have that for any t ∈ [0, T ∗), 1/ρn has the same regularity as ρn. Therefore,
(1/ρn − 1/ρ)(·, t) ∈ H1(R) at least and thus (1/ρn)(t, x)→ 1/ρ as |x| → ∞. It follows that 1/ρn attains its
maximum at some point xt ∈ R for any t ∈ [0, T ∗) and so (2.14) is well-defined. As in [16] we can also show
that (PMn )′(t) = ∂tPn(xt, t). Substituting un = wn − ∂xpn(ρn) into (2.13) and evaluating the equation at
the minimum points of 1/ρn, we eventually get

∂tP
M
n = −un∂xPMn + ρ−1

n ∂xwn − PMn p′′n(ρn)|ρ2
n∂xP

M
n |2 − 2p′n(ρn)ρ2

n

(
∂xP

M
n

)2 + ρnp
′
n(ρn)∂2

xP
M
n . (2.16)

Since ρn(·, t) > 0 on [0, T ∗), ∂xPMn (t) = 0 and ∂2
xP

M
n ≤ 0, we have that

(PMn )′(t) ≤ ∂xwn(xt, t)
ρn(xt, t)

∀ t ∈ [0, T ∗). (2.17)

Using (2.12) we infer that

ρn(t, x) ≥ 1
M0
nt+ (infR ρ0

n)−1 , for a.e. t ∈ [0, T ∗). (2.18)

The lower bound (2.18) contradicts (2.10) and therefore we conclude that T ∗ = +∞.
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The above proof grants us a lower bound on the density for our global solution.

Corollary 2.5. The density ρn provide by Theorem 2.1 satisfies

ρn(t, x) ≥ 1
M0
n t+ (r0

n)−1 on [0,∞)× R. (2.19)

3 Uniform estimates
In this section we obtain a series of uniform in n estimates which we will need in the limit passage.

3.1 Estimates for the momentum
We now look for uniform bounds on the quantities ρnun and ρnwn. We first obtain L∞L1 bounds deriving
naturally from the conservative formulation of the equations.

Lemma 3.1. The momentum ρnun satisfies

‖ρnun‖L∞t L1
x
≤ ‖ρ0

nu
0
n‖L1

x
. (3.1)

Proof. Suppose S ∈ C2(R) is an arbitrary convex function. Multiplying (1.7b) by S′(un), one can show that

∂t(ρnS(un)) + ∂x(ρnS(un))− ∂x(S′(un)λn(ρn)∂xun) = −S′′(un)λn(ρn)(∂xun)2 ≤ 0. (3.2)

Integrating in space and time leads to∫
R
ρnS(un)(t, x) dx ≤

∫
R
ρ0
nS(u0

n)(x) dx. (3.3)

We choose S = ϕα, where ϕα(x) =
√
x2 + α, α > 0. Note that for each α > 0, ϕα > 0 is a convex function

belonging to C2(R). In particular, ϕα(·) → | · | uniformly as α → 0. Using Fatou’s lemma in (3.3) leads to
(3.1).

Lemma 3.2. The desired momentum ρnwn satisfies

‖ρnwn‖L∞t L1
x
≤ ‖ρ0

nw
0
n‖L1

x
. (3.4)

Proof. We use the same argument as in the previous lemma. Multiplying (1.2b) by an arbitrary convex
S ∈ C2(R) and rearranging, we get

∂t(ρnS(wn)) + ∂x(ρnunS(wn)) = 0. (3.5)

Integrating in space and time, choosing S = ϕα and using Fatou’s lemma once more gives us (3.4).

This directly leads to a bound on ∂xπn.

Corollary 3.3. Under the assumption (1.27), the potential πn satisfies

‖∂xπn‖L∞t L1
x
≤ C. (3.6)

Proof. This is an immediate consequence of the relationship ρnwn = ρnun + ∂xπn.
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3.2 Estimates for the velocity un

We can use a maximum-principle argument to show that un is uniformly bounded.

Lemma 3.4. The actual velocity un satisfies

‖un‖L∞t,x ≤ C. (3.7)

Proof. The momentum equation (1.7b) can be expressed as

∂tun = −un∂xun + ρ−1
n ∂x(λn(ρn)∂xun). (3.8)

Fix a time t ∈ [0, T ]. Notice that since un ∈ L2(R) is uniformly continuous, we must have that un(t, x)→ 0
as |x| → ∞. Our first goal is to show that

un(t, x) ≤ max
(

0, ess sup
x∈R

(u0
n)
)

for all (t, x) ∈ [0, T ]× R. (3.9)

First suppose that ess supx∈R un(x, t) ≤ 0. Then (3.12) is satisfied trivially. Therefore we may assume
without loss of generality that ess supx∈R un(x, t) > 0. This implies that un(·, t) obtains its maximum, i.e.
there exists xt ∈ R such that ess supx∈R un(t, x) = un(xt, t). This means that the maximum function

uMn (t) := max
x∈R

un(t, x) (3.10)

is well-defined, almost everywhere differentiable and satisfies (uMn )′(t) = ∂tun(xt, t). Evaluating (3.8) at the
points (xt, t) then gives us

∂tun(xt, t) = −un∂xun + ρ−1
n ∂xλn∂xun + ρ−1

n λn∂
2
xun ≤ 0, (3.11)

where we have used the facts ∂xun(xt, t) = 0 and ∂2
xun(xt, t) ≤ 0. Thus we get

un(t, x) ≤ max
x∈R

u0
n(x) = ess sup

x∈R
u0
n(x) for all (t, x) ∈ [0, T ]× R, (3.12)

under the assumption that supx∈R un(x, t) > 0. In particular we obtain (3.9). Repeating this argument with
the minimum points instead of the maximum points will give us

un(t, x) ≥ min
(

0, ess inf
x∈R

(u0
n)
)

for all (t, x) ∈ [0, T ]× R. (3.13)

Taking into account (3.9), (3.13) and the assumption (1.29), we obtain (3.7).

Our next goal is to derive the one-sided Lipschitz condition for un. We will first prove an intermediate
result for which we introduce the singular diffusion Vn as

Vn := λn(ρn)∂xun. (3.14)

This corresponds to the active potential used by Constantin et al in [8]. The following lemma is a type of
maximum-principle for Vn.

Lemma 3.5. We have
(λn(ρn)∂xun)(t, x) ≤ ess sup

x∈R
(λn(ρ0

n)∂xu0
n). (3.15)

Proof. We define the singular-diffusion Vn as

Vn = λn(ρn)∂xun. (3.16)

This corresponds to the active potential used by Constantin et al [8]. The evolution equation satisfied by Vn
is given by (see [7, 16])

∂tVn +
(
un + λn(ρn)

ρ2
n

∂xρn

)
∂xVn −

λn(ρn)
ρn

∂2
xVn = − (λ′n(ρn)ρn + λn(ρn))

(λn(ρn))2 V 2
n . (3.17)
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Next, we introduce the maximum function

VMn (t) := (λn(ρn)∂xun)(t, xt), (3.18)

where xt is the point where λn∂xun(·, t) obtains its maximum. To prove (3.15) it is sufficient to show that

VMn (t) ≤ VMn (0) (3.19)

We need to justify that (3.18) is well-defined. First note that Vn(·, t) is a uniformly continuous function
belonging to L2(R). Therefore, assuming that ess supx∈R Vn(t, x) > 0, we can say that Vn(·, t) attains its
supremum for any t ∈ [0, T ] fixed. In fact, since ρn > 0, it is true that ess supx∈R Vn(t, x) ≥ 0. This is
because ∂xun is uniformly continuous and cannot be negative everywhere since this would contradict the
fact that un ∈ H1(R). The case ess supx∈R Vn(t, x) = 0 can only occur if un(·, t) is constant, in which case
Vn(·, t) ≡ 0 and so Vn(·, t) trivially satisfies (3.19). As a result we may assume without loss of generality
that ess supx∈R Vn(t, x) > 0, in which case (3.18) is well-defined. Evaluating (3.17) at (xt, t) and arguing as
in the previous lemma, we arrive at ∂tVMn (t) ≤ 0 which implies (3.19).

Corollary 3.6. Assuming the condition (1.28) on the initial data, the velocity un satisfies

∂xun ≤ C. (3.20)

Proof. Recall that λn(ρn) = γnρ
γn+1
n . The lower bound (2.18) implies that

1
λn(ρn) ≤

(
M0
nT + (r0

n)−1)γn+1

γn
on [0, T ]× R. (3.21)

Going back to (3.15), the assumption (1.28) yields that

∂xun ≤
C · γn

(
M0
nT + (r0

n)−1))γn+1

γn
(
M0
nT + (r0

n)−1
)γn+1 = C. (3.22)

This leads to a local integrability estimate for ∂xun.

Corollary 3.7. For any compact K ⊂ R the velocity un satisfies

‖∂xun‖L∞(0,T ;L1(K)) ≤ CK , (3.23)

where CK > 0 is a constant depending on the compact set K but independent of n.

Proof. Adopting the notation (f)+ := max(0, f) for an appropriate function f , we have the decomposition

|f | = 2(f)+ − f. (3.24)

Fix a compact set K ⊂ R. For simplicity we can assume K = [−M,M ] for some M > 0. Then using (3.24),∫
K

|∂xun| dx = 2
∫
K

(∂xun)+ dx−
∫
K

∂xun dx

≤ 2CK − (un(M, t)− un(−M, t))

≤ CK ,

where we have used (3.20) and (3.7).

13



3.3 Estimates for the potential πn

Due to the definition (1.8), we have

πn = πn(ρn) = γn
γn + 1ρ

γn+1
n . (3.25)

The aim of this subsection is to prove the following result.
Lemma 3.8. For any compact K ⊂ R, there exists a positive constant CK independent of n, such that the
potential πn satisfies

‖πn‖L∞(0,T ;L1(K)) ≤ CK . (3.26)
Proof. We fix an arbitrary positive φ ∈ D(R) and define the test function

ψ(t, x) :=
∫ x

−∞
φ(y) dy. (3.27)

Note that ‖ψ‖L∞t,x ≤ C. Multiplying the momentum equation (1.7b) by ψ and integrating by parts in space
and time, we get∫

R
ψ(ρnun(t, x)− ρ0

nu
0
n(x)) dx−

∫ t

0

∫
R
φρnu

2
n dxds = −

∫ t

0

∫
R
φλn(ρn)∂xun dxds.

Using (3.1), (3.7) and the assumption (1.27), we get∣∣∣∣∫ t

0

∫
R
φλn(ρn)∂xun dxds

∣∣∣∣ ≤ C. (3.28)

Next, the evolution equation for πn is given by
∂tπn + un∂xπn + λn(ρn)∂xun = 0. (3.29)

Multiplying by φ and integrating,∫
R
φπn(t, x)− φπn(x, 0) dx+

∫ t

0

∫
R
φun∂xπn dxds+

∫ t

0

∫
R
φλn(ρn)∂xun dxds = 0. (3.30)

Using (3.28), (3.7), (3.6) and the assumption (2.9) we get∫
R
φπn(t, x) dxds ≤ C, (3.31)

which yields the required bound.

Corollary 3.9. For any compact K ⊂ R the density ρn satisfies

‖ρn‖L∞(0,T ;L∞(K)) ≤ CK . (3.32)
Proof. We already know that ρn > 0 from (2.18). Using (3.6), (3.26) and the Sobolev embedding W 1,1(R) ↪→
L∞(R) we get ‖πn‖L∞(0,T ;L∞(K)) ≤ CK . Recalling (3.25) this implies

ργn+1
n ≤ CK on K × [0, T ], (3.33)

for any compact K ⊂ R, which gives us (3.32).

Remark 3.10. For n fixed, (3.6) and (3.26) imply that the restriction of πn to a compact set K is bounded
by a constant which depends on K. But rooting both sides of (3.33), we find that ρn is uniformly bounded by
a constant which converges to 1 as n→∞. This means that upon passing to the limit in n, our limit density
ρ will be bounded by 1 on any compact K which actually implies that 0 ≤ ρ ≤ 1 a.e. on R. Thus, although
we only obtain a local bound on ρn for fixed n, this transforms into a global bound for ρ in the limit.

In summary, we have shown that under the assumptions of Theorem 1.12 there exists C > 0 independent
of n with

‖ρnun‖L∞t L1
x

+ ‖ρnwn‖L∞t L1
x
≤ C, (3.34)

and for any compact K, there exists CK > 0 such that
‖un‖L∞(0,T ;W 1,1(K)) + ‖πn‖L∞(0,T ;W 1,1(K)) + ‖ρn‖L∞((0,T )×K) ≤ CK . (3.35)
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4 The limit passage
In this section we complete the proofs of Theorems 1.14 and 1.12.

4.1 Existence of duality solutions to the hard-congestion model
Proof of Theorem 1.12. We first make note of a key result which is mentioned without proof in Remark
4.2.4. of [2]. We provide a proof in Section 5.

Proposition 4.1. Suppose f ∈ C([0, T ];L1
loc,w(R)) is a weak solution to ∂tf + ∂x(af) = 0 on (0, T )× R in

the sense that for any t ∈ [0, T ],∫ t

0

∫
R
f∂tφ+ fu∂xφ dxds =

∫
R
fφ(t, x)− fφ(0, x) dx ∀ φ ∈W 1,∞([0, T ]× R), (4.1)

where a ∈ L∞((0, T )× R) satisfies the OSL condition (1.11). Then f is also a duality solution.

We first deal with the sequence ρn. The bound (3.32) implies that there exists ρ ∈ L∞((0, T )× R) such
that up to a subsequence,

ρn ⇀
? ρ in L∞((0, T )× R). (4.2)

Indeed, (3.32) implies that ρ ≤ 1 on any compact K ⊂ R and therefore 0 ≤ ρ ≤ 1. Next, the estimate
‖ρnun‖L∞t L1

x
≤ C (see (3.1)) and the continuity equation (4.9a) imply that

‖∂tρn‖L∞t W−2,2
x
≤ C. (4.3)

We now recall the following compensated compactness result.

Lemma 4.2 (Lemma 5.1, [14]). Let gn, hn converge weakly to g, h respectively in Lp1(0, T ;Lp2(Ω)) and
Lq1(0, T ;Lq2(Ω)) where 1 ≤ p1, p2 ≤ +∞,

1
p1

+ 1
q1

= 1
p2

+ 1
q2

= 1.

Assume in addition that

• (A1): ∂tgn is bounded in L1(0, T ;W−m,1(Ω)) for some m ≥ 0 independent of n,

• (A2): ‖hn − hn(·+ ζ, t)‖Lq1 (0,T ;Lq2 (Ω)) → 0 as |ζ| → 0, uniformly in n.

Then gnhn −→ gh in D′((0, T )× Ω).

Applying this lemma once with (gn, hn) = (ρn, un) and again with (gn, hn) = (ρnun, un) yields

ρnun → ρu, ρnu
2
n → ρu2 in D′((0, T )× R). (4.4)

This is enough to verify that the limit ρ satisfies the continuity equation in the distributional sense with
0 ≤ ρ ≤ 1. Our next task is to prove the existence of a duality solution to the momentum equation. To
this end, we define mn := ρnwn. For each n we know that mn is (at least) a C([0, T ];L∞(R)) solution to
(1.2b). In particular, by Proposition 4.1 they are duality solutions. Using the hypotheses of Theorem 1.12,
we can verify that the assumptions of the stability result (the third item in Theorem 1.6) are met. As a
consequence, there exists m ∈ SM such that mn → m in SM where m solves{

∂tm+ ∂x(mu) = 0 in (0, T )× R,
m(x, 0) = m0(x) ∈Mloc(R),

(4.5)

in the duality sense. Next, we need to verify the switching relation

(1− ρ)π = 0 a.e. in [0, T ]× R. (4.6)
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This can be done in a very similar way to [16]. Firstly,

(1− ρn)πn = γn
γn + 1(1− ρn)ργn+1

n

= γn
γn + 1

(
(1− ρn)ργn+1

n 1{(t,x) : 0<ρn(t,x)≤1} + (1− ρn)ργn+1
n 1{(t,x) : ρn(t,x)>1}

)
=: An +Bn.

It is straightforward to see that An → 0 a.e. as n→∞. From (3.33) we infer that the Lebesgue measure of
the set {ρn > 1} goes to 0 as n→∞. Therefore using (4.11), we can justify that

‖Bn‖L1
t,x

=
∫ T

0

∫
K

|(1− ρn)πn|1{(t,x) : ρn(t,x)>1} dxds

≤ ‖1− ρn‖L∞t,x‖πn‖L1
tL

1
loc,x
· µ ({ρn > 1})→ 0.

Therefore we have ‖(1−ρn)πn‖L1(0,T ;L1
loc

(R)) → 0. On the other hand, since we have ‖πn‖L∞t W 1,1
x

+‖ρn‖L∞t,x+
‖∂tρn‖L∞t W−2,2

x
≤ C locally in space, another application of Lemma 5.1. from [14] gives us

(1− ρn)πn −→ (1− ρ)π, in D′((0, T )× R). (4.7)

This allows us to conclude that (1− ρ)π = 0 a.e. in [0, T ]×K for any compact K ⊂ R and hence also a.e.
in [0, T ]× R.

With this we have now established parts (i)-(iii) from Definition 1.7. It remains to prove the non-linear
coupling. For fixed n we know from the relation wn = un + ∂xpn(ρn) that mn = ρnun + ∂xπn. Passing to
the limit n→∞ and using (4.4), we get

m = ρu+ ∂xπ in the sense of measures, (4.8)

with ∂xπ ∈M((0, T )×R) being the distributional derivative of π. Thus (ρ,m, π) is a duality solution to the
limit system. The entropy inequality (1.34) follows directly from the properties of duality solutions, namely
Theorem 4.3.6 of [2]. The OSL condition is also verified since ∂xun ≤ C still holds under the assumptions
of Theorem 1.12. This concludes the proof of Theorem 1.12.

4.2 Existence of weak solutions to the hard-congestion model
Proof of Theorem 1.14. Recall that for n fixed we proved the existence of a regular solution (ρn, un) to
(1.7a)-(1.7b), which can be re-expressed as{

∂tρn + ∂x(ρnun) = 0, on (0, T )× R, (4.9a)

∂t(ρu+ ∂xπ) + ∂x((ρu+ ∂xπ)u) = 0, on (0, T )× R. (4.9b)

We now obtain a stronger bound for ∂xπn.

Corollary 4.3. Under the assumptions (1.27) and (1.35), we have for any compact K ⊂ R that

‖∂xπn‖L∞(0,T ;L2(K)) ≤ CK . (4.10)

Proof. Recall from (2.5) that ‖√ρnwn‖L∞t L2
x
≤ C. Fixing a compact K ⊂ R, we have∫

K

|∂xπn|2 dx ≤ 2
[∫

K

ρ2
nu

2
n dx+

∫
K

ρ2
nw

2
n dx

]
≤ ‖ρnun‖L∞t L∞loc,x‖ρnun‖L∞t L1

x
+ ‖ρn‖L∞t,x‖

√
ρnwn‖L∞t L2

x

≤ CK .
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Thus under the assumptions of Theorem 1.14 we have the bounds

‖un‖L∞(0,T ;W 1,1(K)) + ‖ρnun‖L∞t L1
x

+ ‖ρnw2
n‖L∞t L1

x
+ ‖πn‖L∞(0,T ;W 1,2(K)) + ‖ρn‖L∞((0,T )×K) ≤ CK . (4.11)

These bounds imply that there exists a triple (ρ, u, π) such that up to a subsequence,

ρn ⇀
∗ ρ weakly-* in L∞((0, T )×K), (4.12)

un ⇀
∗ u weakly-* in L∞((0, T )× R), (4.13)

πn ⇀
∗ π weakly-* in L∞((0, T )×K), (4.14)

∂xπn ⇀ ∂xπ weakly in L2(0, T ;L2(K)), (4.15)

for any compact K ⊂ R. Our next goal is to obtain a bound on ∂t∂xπn. To this end, we acquire a local
estimate on λn∂xun. Using the decomposition (3.24), we can argue that for any φ ∈ D(R),∫ t

0

∫
R
|φλn∂xun| dxds = 2

∫ t

0

∫
R
(φλn∂xun)+ dxds−

∫ t

0

∫
R
φλn∂xun dxds. (4.16)

Using (3.28) and (3.15), we get
‖λn(ρn)∂xun‖L1(0,T ;L1

loc
(R)) ≤ C. (4.17)

Now we differentiate in space the evolution equation for ρnpn(ρn) = γn+1
γn

πn(ρn) which gives

∂t∂x(ρnpn(ρn)) + ∂2
x(ρnpn(ρn)un) + ∂x(λn(ρn)∂xun) = 0. (4.18)

Fixing an arbitrary φ ∈ W 2,2
0 (R) with ‖φ‖W 2,2

0 (R) = 1, we now estimate the W−2,2(R) norm of ∂t∂xπn.
Denoting by (·, ·) the L2(R) inner product, we have using (4.18) that∫ t

0
‖∂t∂x

(
ρnpn(ρn)

)
‖W−2,2(R) ds

= −
∫ t

0
(πnun, φ′′)− (λn(ρn)∂xun, φ′) ds

≤ T‖πnun‖L∞t L∞loc,x‖φ
′′‖L1(R) + ‖λn(ρn)∂xun‖L1

tL
1
loc,x
‖φ′‖L∞(R) ≤ C,

thanks to (4.17) and (4.11). Hence we have

‖∂t∂xπn‖L1
tW
−2,2
x
≤ C. (4.19)

Recalling (4.4) and (4.12)-(4.15), we can pass to the limit in each term of (4.9a)-(4.9b) except for the final
term of (4.9b). In order to justify un∂xπn → u∂xπ in D′, one might first attempt to apply Lemma 4.2.
However, this will not work since if we take (gn, hn) = (∂xπn, un) we do not have the weak-? convergence
∂xπn ⇀ ∂xπ in LptL

∞
x for any p ∈ [1,∞]. This convergence is required if we choose q2 = 1 (otherwise it

is not clear if assumption (A2) is satisfied from (3.23)). Nonetheless, we can use the following generalised
compensated compactness result due to Moussa [17]:

Lemma 4.4 (Proposition 3, [17]). Let q ∈ [1,∞], α ∈ [1,+∞), T > 0 and Ω ⊂ R a bounded open set
with Lipschitz boundary. Consider two sequences (an)n bounded in Lq(0, T ;W 1,1(Ω)) and (bn)n bounded in
Lq
′(0, T ;Lα′(Ω)) respectively weakly or weak-? converging in these spaces to a and b. If (∂tbn) is bounded in

M(0, T ;H−m(Ω)) for some m ∈ N then up to a subsequence we have the following weak-? convergence in
M((0, T )× Ω̄) (i.e. with C0((0, T )× Ω) test functions):

anbn −→ ab, as n→∞. (4.20)

Taking any q ∈ [1,∞], α = 2, an = un and bn = ∂xπn we obtain the weak-? convergence un∂xπn ⇀ u∂xπ
in M((0, T )× Ω̄) and therefore also in D′((0, T )×R). It now remains to verify (1.6c). First note that from
the lower bound (2.18) and the upper bound ρn ≤ C

1
γn+1 seen in (3.32), we must have 0 ≤ ρ ≤ 1 almost

everywhere in K × [0, T ], for any compact K ⊂ R. This implies 0 ≤ ρ ≤ 1 a.e. on R. Finally, the switching
relation (4.6) can be obtained in an identical fashion to the proof of Theorem 1.12. This concludes the proof
of Theorem 1.14.
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5 Final discussion on duality solutions
5.1 Comparing weak and duality solutions
A-priori, duality solutions are not weak solutions since we cannot make sense of the product mu in the
distributional sense. It is natural to then wonder whether there is a relationship between the weak and
duality solutions that we have obtained for the limit system. In this subsection we mention two results which
help in understanding the connection between the two notions of solution. Firstly, recall that Proposition 4.1
tells us that weak solutions to the continuity equation are duality solutions. We now provide a proof of this
result.

Proof of Proposition 4.1. Fix τ ∈ (0, T ] and a reversible solution p ∈ Lip((0, T )× R) to{
∂tp+ a∂xp = 0 in (0, τ)× R,
p(τ, ·) = pτ ,

(5.1)

where the final data pτ is arbitrary. Taking an arbitrary t ∈ (0, τ ] and f = p in (4.1) gives∫
R
fφ(t, x)− fφ(0, x) dx =

∫ t

0

∫
R
f(∂tp+ u∂xp) dxds = 0. (5.2)

Since t was arbitrary we conclude that t 7→
∫
R fp(t, x) dx is constant on (0, τ ] and thus f is a duality

solution.

We immediately deduce the following implication.

Corollary 5.1. The weak solution to the hard-congestion model obtained in Theorem 1.14 is also a duality
solution.

Proof. Defining m := ρu+ ∂xπ where (ρ, u, π) corresponds to the weak solution obtained in Theorem 1.14,
we have that m is a weak solution to ∂tm+∂x(mu) = 0 belonging to the space C([0, T ];L2

w(R)). Lemma 4.1
implies that m is also a duality solution to the same equation. Thus we obtain that (ρ,m, π) is a duality
solution to the hard-congestion model.

The following result which is analogous to what can be seen in [11, 2] provides some sort of equivalence
between weak and duality solutions in the case where u is piecewise continuous.

Proposition 5.2 ([11, 2]). Assuming that u satisfies the OSL condition (1.11) and is piecewise continuous
on (0, T )× R where the set of discontinuity is locally finite. Then there exists a function û which coincides
with u on the set of continuity of u. Additionally, (ρ,m, π) ∈ SL × SM × TBV with 0 ≤ ρ ≤ 1, π ≥ 0 is a
duality solution to the hard-congestion model with velocity u if and only if

∂tρ+ ∂x(ρû) = 0 in D′,
∂tm+ ∂x(mû) = 0 in D′,
(1− ρ)π = 0 a.e.,
m = ρû+ ∂xπ in M.

(5.3)

We also have that u 4 ρ = ûρ and u 4 m = ûm. In particular, û is a universal representative of u.

This result essentially says that (ρ,m, π) is a duality solution to the hard-congestion model with velocity
u if and only if (ρ, û, π) is a weak solution to the same model.
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5.2 (Non-)uniqueness of weak and duality solutions
For a single conservation law with a fixed velocity u, uniqueness holds for duality solutions as long as
α ∈ L1(0, T ) (see Theorem 1.6). This is a direct consequence of the definition of duality solutions. When
dealing with a system of equations however, uniqueness is not so straightforward. In [3], Bouchut and James
provided a definition for duality solutions to the system of pressureless gases and showed that they are also
unique as long as α ∈ L1(0, T ). If α is not integrable at time 0, however, then uniqueness is lost for their
system. Notice that their system is similar to ours since in the region {ρ < 1} our equations are formally
reduced to a system of pressureless gases.

In contrast, we do not have uniqueness of weak or duality solutions to the hard-congestion model even
for α ∈ L1(0, T ) and smooth initial data. We now describe one possible construction of a counterexample.
Suppose that the velocity u is constant in space, i.e. u(t, x) = c(t) and additionally c(0) = 0. Take an
arbitrary f ∈ BVloc(R) such that min(f(x), f(x) − c(t)x) ≥ 0 on [0, T ]. Then considering the initial data
(ρ0,m0, π0) = (1, f ′(x), f(x)) we have the solution

(ρ1,m1, π1;u1) = (1, f ′(x+
∫ t

0 c(s)ds), f(x+
∫ t

0 c(s)ds)− c(t)x; c(t)) (5.4)

as well as
(ρ2,m2, π2;u2) = (1, f ′(x), f(x); 0). (5.5)

Remark 5.3. It is a little easier to construct a counterexample to uniqueness on short time intervals. We
simply need to assume u = c(t) (with c(0) = 0 and c 6= 0) is continuous and take any f ∈ BVloc(R) with
f > 0. Then we have that (5.4) and (5.5) are both duality solutions (at least on some short time interval)
with initial data (ρ0,m0, π0) = (1, f ′(x), f(x)).

For a concrete example to non-uniqueness on a fixed time interval [0, T ], consider the initial data
(ρ0,m0, π0) = (1, 2xex2

, ex
2). We have the constant solution given by

(ρ1,m1, π1;u1) = (1, 2xex
2
, ex

2
; 0), on (0, T )× R, (5.6)

as well as

(ρ2,m2, π2;u2) = (1, 2(x+ t2

2T )e(x+ t2
2T )2

, e(x+ t2
2T )2 + tx

T ; − t
T ), on (0, T )× R. (5.7)

The scaling of 1/T in the second example ensures π1 ≥ 0 on [0, T ]. Note that in the above examples, the
system is initially fully congested, i.e. ρ0 ≡ 1. It is yet to be determined whether an example of non-
uniqueness can be constructed for a more general initial density. In particular, there does not seem to be a
straightforward way to extend the above examples to cover this case. We postpone a more detailed discussion
of uniqueness for a future work. To finish the section, we mention a simple criterion for uniqueness covering
the case where congestion is not created or, if present initially, simply transported by the flow.

Lemma 5.4. Let (ρ,m, π) be a duality solution to the hard-congestion model with velocity u. Suppose we
additionally have that ρu (or ∂xπ) is a duality solution to the conservation law ∂tf+∂x(fu) = 0 on [0, T ]×R.
Then (ρ,m, π) is uniquely determined by the initial data, where π is unique up to a constant.

Proof. Suppose that ρu is a duality solution. Then (ρ, q) solves the system of pressureless gases
∂tρ+ ∂xq = 0, on (0, T )× R,

∂tq + ∂x(qu) = 0, on (0, T )× R,

uρ = q,

(5.8)

in the duality sense of Bouchut and James [3]. Using the uniqueness result of [3] (see Theorem 2.8, our initial
density ρ0 being non-atomic), we find that (ρ, ρu) is uniquely determined by the initial data (ρ0,m0−∂xπ0).
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Additionally, since the space of duality solutions form a vector space, the relationship m = ρu+ ∂xπ implies
that ∂xπ is also a duality solution to the problem{

∂t∂xπ + ∂x(u∂xπ) = 0, on (0, T )× R,

∂xπ(0, ·) = ∂xπ
0 ∈Mloc(R).

(5.9)

Note that since (ρ, ρu) uniquely solves (5.8), we have that u is uniquely determined on the support of ρ and
in particular on the support of π (and therefore ∂xπ). Thus, the velocity u associated with ∂xπ is uniquely
determined by the initial data (ρ0,m0 − ∂xπ0). Since uniqueness holds for duality solutions with a fixed
velocity, we infer that ∂xπ is also uniquely determined by the initial data and therefore so is m = ρu+∂xπ. On
the other hand, suppose that ∂xπ is a duality solution. Then so is ρu = m−∂xπ and the pair (ρ, q) := (ρ, ρu)
solves (5.8). Repeating the above argument leads to the desired conclusion.

Remark 5.5. Notice that this result does not hold true if we had defined the duality solution as a pair (ρ,m)
rather than a triple (ρ,m, π). Indeed, consider the initial data (ρ0,m0) = (1, 2xex2). Then we have the trivial
solution (ρ1,m1;u1, π1) = (1, 2xex2 ; 0, ex2) as well as

(ρ2,m2;u2, π2) = (1, 2(x+ t
2T )e(x+ t

2T )2 ; − 1
2T , e

(x+ t
2T )2 + x

2T ). (5.10)

This shows that even with a velocity which is constant in space and time, non-uniqueness may still occur if
duality solutions are defined as a pair (ρ,m). This is in contrast with the above lemma, since if u is constant
then ρu is necessarily a duality solution and so uniqueness holds for the triple (ρ,m, π).
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