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A comprehensive investigation into the flow over a Hollow-Cylinder/Flare (HCF) has been
conducted at Mach 5 with Re𝐿 ≈ 11 × 105 and a flare deflection 𝜃 = 15◦. Experiments
of two similar models have been conductedi in LT5 at the University of Arizona (Tucson,
USA) and R2Ch at ONERA (Meudon, France). Despite similar non-dimensional scaling of
the models, a considerable difference in reattachment behavior was observed from Infrared
Thermography (IRT) measurements, indicating that the reattachment in LT5 was located
approximately twice as far from the flare base as observed in R2Ch. This discrepancy has
driven the investigation in an attempt to identify the cause of this difference. Simulations
have been performed at the University of Arizona, ONERA, and the Technical University of
Munich (Germany) in support of this study, targeting a range of potential factors that are
relevant to the challenge, to quantify the various influences. Amongst the effects reviewed are:
differences in the freestream Mach number (𝑀∞) modulating boundary layer development and
the flare-induced inviscid pressure rise, differences in the wall temperature conditions (𝑇𝑤/𝑇0)
also affecting boundary layer development, 3D relief effects due to different normalized cylinder
diameters (𝐷/𝐿), differences in the bluntnesses of the two nominally sharp configurations
(𝑟𝑛𝑜𝑠𝑒/𝐿), and the impact of freestream disturbances. The noise environment appears to play
a significant role in scaling the Shock Boundary Layer Interaction (SBLI) by affecting the
transition behavior along the separated shear layer and causing the bubble to grow/shrink to
accommodate. Simulations show that the amplitude can be modulated to control the SBLI
size, and produce a close match to the experimental results. However, the distribution of noise
in the frequency spectra remains unclear. Experimental investigation of the respective noise
environment between the two facilities showed that despite each tunnel exhibiting similar noise
magnitudes (expressed as 𝑝′/𝑝∞) they differed considerably in the range of frequencies (by a
factor of 6.5 when considering freestream Strouhal number), suggesting additional parameters
are required when quantifying wind tunnel freestream noise conditions beyond its simple
amplitude. This study was conducted as part of an international collaborative effort in support
of NATO STO AVT-346 Research Task Group.
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I. Introduction
Early efforts aimed to classify SBLI according to location of transition within the interaction. Based on Chapman

et al. [1]’s classification, fully laminar or turbulent interactions are defined by the location of transition either completely
downstream of re-attachment or upstream of separation respectively. Transitional interactions on the other hand are
characterized by having the transition location between separation and re-attachment. While turbulent interactions are
common at low Mach numbers, laminar and transitional interactions are of practical interest in the hypersonic flight
regime.

The use of an axisymmetric geometry to study laminar/transitional SBLIs is motivated by both flight relevance and
practical limitations. Early experimental investigations into the effect of boundary layer transition in the presence of a
SBLI was carried out by Becker and Korycinski [2] over an ogive-cylinder-flare geometry at Mach 6.8. Since then
numerous experimental studies on geometries such as hollow cylinder flare ([3–10]), cone-cylinder-flare ([11–14]) and
cone-flare ([15–18]) have been undertaken. While many of these studies observe qualitatively similar flow features, for
example the presence of streaks near re-attachment, discrepancies in quantitative comparisons are hard to pin down due
to the many unquantified factors (geometry, wind tunnel noise environment, leading edge/nose bluntness etc.) between
these efforts.

The configuration itself pertains to that of a naturally evolving zero-pressure gradient boundary layer subject to
a single external surface deflection, resulting in a large separated SBLI. The Mach number is equal to 5 to maintain
similar compressibility-associated instability mechanisms. The incoming flow is typically laminar, but transition may
occur at some point within the SBLI or aft of reattachment. While many angles of external deflection have been
considered, this paper is focused on a 𝜃 = 15◦ deflection, since this creates a large separated region with interesting
discrepancies observed between cases. Reynolds numbers are kept within the range required to induce transitional
effects, at Re𝐿 < 2 × 107 (where 𝐿 is the boundary layer evolution length up to the base of the deflection. In this
parameter range, the physics of the flow is very rich, with both global instabilities in the recirculation region [19–21] and
multiple convective instabilities. First, in the attached boundary layer region, because of the high boundary layer edge
Mach number, close to 5 depending on the model leading edge thickness, which could play an important role in such
flows [22], one could expect both first and second Mack mode instabilities, then, after the boundary layer separate due to
the SBLI, the mixing layer will support shear-layer instabilities [8], which display similar characteristics to first mode
waves [23]. Finally, streaks will appear in the reattachment region, possibly due to multiple mechanisms, either linked
to global modes [19], to baroclinic effects [24], to non-linear effects [23] or to Görtler type instabilities [25]. Given the
rich physics of the flow, and the multiple different mechanisms at play, one could expect free-stream disturbances to
play an important role in selecting and seeding the physics. As such, this configuration offers a very good platform to
compare experimental results and assess the impact of the discrepancies between experimental setups. In addition, it
is the intent to keep geometries as fundamental/simplified as possible to avoid additional scaling considerations, so
configurations will be ‘non-dimensionalized’, i.e. that the incoming boundary layer is the only relevant external scaling
length. Within this scope, the HCF geometry is to be considered across experiments and simulations.

The HCF is essentially an axisymmetric analogy to the flat-plate-ramp where the flat-plate surface is offset parallel
to an axis of rotation. This allows for an easier integration in the wind tunnel test section and nullify the impact of the
sides of the flat plate. However, the axisymmetry induces an additional scaling parameter related to the base curvature,
and takes away from its true definition as non-dimensional. The influence of this curvature decreases as the diameter
of the cylinder increases relative to its length. As such, provided that the diameter is large enough, the flow can be
treated as ‘quasi-non-dimensional’. This base curvature acts to weaken conical shocks due to area relief experienced
downstream. Spanwise/azimuthal locking of integer wavelengths is still a concern, but the influence can be mitigated if
the cylinder perimeter is significantly long when compared to the wavelength in question.

This paper outlines recent collaborative efforts undertaken on similar geometries as part of the NATO STO AVT-346
Research Task Group. The data presented herein are assembled to probe into core flow physics, while identifying
potential wind tunnel and simulation framework specific issues.
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II. Methodology

A. Experiments

1. University of Arizona
Experimental tests have been conducted in the Mach 5 Ludwieg Tube (LT5) at the University of Arizona (UA).

This facility consists of a long driver tube with a length of 25.4 m (83.3 ft) and an internal diameter of 406 mm
(16.0 inch), heated to avoid oxygen liquefaction during runs (see Figure 1). The driver tube connects to an axisymmetric
convergent-divergent nozzle with a length from throat to nozzle exit of 3.0 m (120 in), before entering the 381 mm
(15.0 inch) diameter test section of length 892 mm (35.1 inch). Downstream of the test section are two aluminum
diaphragms that separate the pre-run pressurized upstream section of the tunnel from a vacuum tank. The tunnel run
is initiated by varying the pressure between the diaphragms until they rupture at the required driver tube conditions.
Nominal run conditions are listed in Table 1. Note, stagnation temperatures (𝑇0) are measured within the driver tube
during the test and are notably cooler than the quasi-steady pre-run driver tube temperature.

Fig. 1 Schematic diagram of LT5.

𝑀∞ 𝑇0 𝑈∞ 𝑝0, kPa (psia) Re′/106, m−1 (ft−1) Re𝐿/105

4.82

380 (55) 6.5 (2.0) 12
433 K 846 m/s 510 (74) 8.8 (2.7) 16
(320 F) (2777 ft/s) 846 (123) 14.5 (4.4) 26

1211 (176) 20.8 (6.3) 37
Table 1 Constant-operational test conditions in LT5.

The test article geometry has been developed from other 177.8 mm (7.00 inch) diameter hollow cylinder models
used in the facility [9], sharing a common 17-4PH stainless steel leading edge ring with radius 102 𝜇m (0.004 inch)[26],
internal inverted-cone half-angle deflection of 10◦, and internal diameter 149.4 mm (5.88 inch). The outer surface of
the steel section is cylindrical and measures 108.0 mm (4.25 inch) in length. The leading edge is located 96.6 mm
(3.80 inch) downstream of the nozzle exit plane.

A one-piece 3D-printed cylinder-flare is secured downstream of the leading edge ring. This component was printed
from Formlabs’ glass-filled ‘Rigid 10k’ resin and features a 69.9 mm (2.75 inch) extension of the cylinder followed
by a 15◦ flare. Thus, the total cylinder length is 177.8 mm (7.00 inch) with normalized diameter of 𝐷/𝐿 = 1. Due to
limitations of the Formlabs 3L print volume the streamwise extent of the flare was made to vary around the circumference.
The upper half of the model (−90◦ < 𝜙 < +90◦) is axially symmetric with flare outer radius of 106.7 mm (4.20 inch),
while the radial limit for the lower half blends into an ellipse with semi-minor axis of 91.4 mm (3.60 inch). The conical
face of the flare surface remains axisymmetric, with a half-angle of 15◦. See [10] for further details of the configuration.

2. ONERA
The ONERA HCF model is a modernized version of the model used by Benay et al. [4]. The cylinder is 𝐿 = 252 mm

long and is followed by a 15◦ flare, the total length of the cylinder-flare geometry is 350 mm. The external diameter of
the cylinder is 138 mm. For practical reasons, starting of the wind tunnel and protection of the instrumentation mainly,
the model has an inner diameter of 108 mm and a cylindrical prolongation of 50 mm after the end of the flare. The model
is made from Isotan, and is painted with a special black paint to allow the proper measurements of surface temperature
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(a) Assembly mounted in sectioned view of LT5. (b) Axial view of assembly in LT5.

Fig. 2 Images of the cylinder-flare assembly.

via thermal imaging using a FLIR SC7600 InSb camera. The emissivity of the paint has been measured to be 0.85 and
the thermal properties of both the paint layer and the Isotan are very well known, allowing for a precise computation
of heat-fluxes from the temperature history [27]. After painting, the model has a surface rugosity of 𝑅𝑎 < 3.2𝜇𝑚.
The leading edge of the model is considered sharp (27.5 ± 1 𝜇m). The model is equipped with 4 PCB132A31 sensors
(located in the reattachment region at 𝑥/𝐿 = 1.07, 1.09, 1.10, 1.12) and 7 Kulite XCQ-093–1PSID sensors (located at
𝑥/𝐿 = 0.79, 0.87, 1.07, 1.09, 1.10, 1.12, 1.25) which are acquired using a NI-PXIe 6376 running at 3.3 MHz and a 6358
running at 1.1MHz respectively. The Kulite signal is filtered analogically and amplified using an ANS E300 signal
amplifier/conditioner with a low-pass filter with a cutoff frequency of 100kHz before acquisition. The PCB sensors are
mounted using the method described in [8]. The model is also equipped with 52 pressure taps which are distributed
along the whole geometry to allow for a precise description of the mean separation bubble, those pressure taps are
connected to two ESP32 pressure scanners.

Filter
Mach 5 nozzle

Schlieren 

windows

Model 

support

vacuum 
tank

510K<Tst< 550K

1.3bar<Pst< 4.1bar IR camera 

Fig. 3 Schematic of the ONERA HCF model inside R2Ch with the main parameters. Reprinted from Lugrin
et al. [8]

The model was tested in the R2Ch facility located on the ONERA Meudon site (see figure 3). It is a conventional
blowdown facility that allows to create Mach 5, 6 and 7 flows with contoured nozzles of exit diameter 327 mm. The air
generation system can supply air from less than an atmosphere to up to 80 bar and up to 750 K for durations of up to a
minute. The facility is connected to a vacuum sphere of 500 m3 for low Reynolds number runs. In the present case,
most of the runs (around 50 runs were conducted) are at a Mach number of 5 for a stagnation pressure of less than
6.5 bar. The different runs from [8] used in this article are presented in table 2
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𝑀∞ Run 𝑇0, K (F) 𝑈∞, m/s (ft/s) 𝑝0, kPa (psi) Re′/106, m−1 (ft−1) Re𝐿/105

5

1 504 (448) 919 (3014) 127 (18.4) 1.6 (4.8)
4

2 503 (446) 918 (3011) 129 (18.7) 1.6 (4.9)
1 524 (484) 937 (3073) 241 (35.0) 2.8 (8.6)

7
2 525 (485) 938 (3076) 225 (32.6) 2.6 (8.0)
1 547 (525) 957 (3140) 414 (60.0) 4.5 (13.9)

11
2 553 (536) 962 (3157) 408 (59.2) 4.4 (13.4)

±0.16% ±0.08% ±0.38% ±0.46%
Table 2 Mean free-stream conditions computed on a 2-second window during the high-frequency acquisition
from [8] (maximum normalized standard deviations for each parameter shown beneath the table). The nominal
Reynolds numbers (Re𝐿) are each computed from run 1.

B. Simulations

1. University of Arizona
For the stability and transition calculations for the hollow cylinder flare geometry (Fig. 2), the same simulation strategy

(Fig. 4) that has been successfully used for previous numerical investigations of the laminar-turbulent transition process
for high-speed boundary layers was employed (see for example Laible et al. [28], Mayer et al. [29], Sivasubramanian and
Fasel [30], Hader and Fasel [31]). It can be broken down into three main steps. First, an initial, undisturbed base flow
including the leading edge of the geometry is obtained from a precursor calculation (Step 1, Fig. 4). The commercial
code CFD++, distributed by Metacomp Technologies (for details see Chakravarthy et al. [32]) was used for Step 1. Once
a converged based flow is obtained in Step 1 the base flow is re-converged on a subdomain in Step 2. Convergence in
this context means achieving grid convergence (grid independence) as well as converging to a steady state solution. In
the second step, a higher-order finite-difference (FD) calculation (for details on the numerical methods see Laible et al.
[28]) is performed (Step 2, Fig. 4). For the FD calculation, the computational domain starts downstream of the leading
edge of the geometry. For this step, the solution obtained on Step 1 is interpolated onto a finer grid and then used in
the FD calculation as initial condition and for the inflow and free-stream boundary condition. This FD calculation is
performed in order to obtain a “clean” base flow state for the final third step. In the third step the disturbance (transition)
simulations are carried out using the same FD code as in Step 2 (Fig. 4). The re-converged base flow from the second
step is used as an initial condition. The disturbances in Step 3 (Fig. 4) can be introduced with different methods. Here, a
random forcing approach is used as a model for "natural" transition (Hader and Fasel [33]).

Fig. 4 Simulation strategy for stability and transition simulations.
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2. ONERA
Multiple high-fidelity simulations were conducted at ONERA on the ONERA HCF geometry. The chosen

configuration is a reproduction of the 𝑅𝑒𝐿 = 1.1 × 106 run from Lugrin et al. [8] (run 1). The free-stream Mach
number is 𝑀∞ = 5 and the stagnation temperature and pressure are the one from the wind tunnel run : 𝑇𝑠𝑡 = 547 K,
𝑃𝑠𝑡 = 4.14 × 105 Pa respectively. All the simulations were conducted using the FastS solver from ONERA, which is a
HPC oriented, finite volume multiblock solver working on structured mesh. A structured mesh of 1600 × 220 × 1800
points spanning over an angular section of 180◦ of the cylinder-flare configuration with periodic boundary conditions is
used. This large domain ensures that the selection of the dominant instabilities is not impacted by the selective filtering
of the azimuthal wavenumber imposed by the periodicity. To simplify the computation, the leading edge is supposed to
be perfectly sharp and is thus not meshed. Standard supersonic inflow, farfield and outflow conditions are used and
the temperature of the no-slip wall is fixed to 290 K to better reproduce the experimental setup. The grid spacings
correspond to the DNS best practice, even in the turbulent region (Δ+

𝑟 at wall< 0.5, Δ+
𝑥 < 8, 𝑟Δ+

𝜃
< 5). Convective fluxes

are solved using a second-order low dissipation scheme based on the work of Mary and Sagaut [34] and an unlimited
third order MUSCL reconstruction. Viscous fluxes are computed using a second order centered scheme. The time
integration is conducted explicitly using a three step third order low memory Runge Kutta method. Different Mach and
Reynolds number were studied numerically, using different meshes, spanning over various azimuthal angles. In order to
trigger convective instabilities (see for instance the work of Hader and Fasel [33]), all simulations were perturbed by
injecting a white noise on density at the inlet of the domain. Different amplitude were considered to study the impact
of the free-stream noise on the flow. The random disturbance approach used here is similar to the one presented by

Fig. 5 Illustration of the DNS: isosurface of Q criterion colored by density, heat-fluxes map at the wall and
numerical Schlieren visualization (from an instantaneous snapshot).

Lugrin et al. [23]. White noise is injected in the density field in a plane ( 𝑗 ∈ [0, 60] for the wall normal direction and
𝑘 ∈ [0, 1800] for the azimuthal direction) four cells downstream of the inlet boundary condition :

𝜌′ [ 𝑗 , 𝑘] = 𝜌[ 𝑗 , 𝑘] (1 + 𝐴𝑟𝑛 [ 𝑗 , 𝑘]), (1)

with 𝜌 the density, 𝑟𝑛 a random number which has been Gaussian filtered (kernel spanning over 8 cells) to suppress the
very-low wavelength oscillation. The amplitude 𝐴 is the only free parameter of the noise. The noise is updated every 15
iterations.

3. Technische Universität München
DNS were performed to numerically investigate both University of Arizona and ONERA experimental geometries

of the hollow cylinder-flare configuration aiming at assessing the effect of different noise levels on the corner-induced
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SWBLI. For the calculations, the Navier–Stokes Multi Block (NSMB, [35]) solver, a finite-volume FORTRAN-written
code successfully tested and employed in various hypersonic applications [36–38], was used. The numerical simulations
were performed on structured-mesh grids employing a spatial low-dissipation, fourth-order central scheme, together
with a second-order Jameson-Schmidt-Turkel (JST) dissipation scheme to deal with flow discontinuities such as the
separation and reattachment shocks. A third-order Runge-Kutta scheme was employed for the time discretization, in
order to accurately capture the flow-transition phenomenon. The grid characteristics and freestream-inflow conditions
have been specialized for the two cases under investigation.

Regarding the experiment at University of Arizona, the conditions of the LT5 Run 1 [10] have been reproduced:
𝑀∞ = 4.82, 𝑅𝑒𝐿 = 1.1 × 106, 𝑇◦

∞ ≃ 433𝐾 , 𝑝◦∞ ≃ 3.80 × 105𝑃𝑎 with 𝑇◦
∞ = 305𝐾 . The computational grid is composed

of 5000 × 391 × 81 points and covers an azimuthal span of 8.4◦ with axisymmetric lateral boundary conditions. At
the outflow and upper part of the domain, characteristic variables with extrapolation in space are imposed to avoid
undesired wave reflections. No-slip boundaries are prescribed at the wall, while Dirichlet conditions with freestream
values are imposed at the inflow plane.

A similar numerical setup is employed to replicate the R2Ch Run 1 [8] investigated at ONERA with freestream
conditions: 𝑀∞ = 5, 𝑅𝑒𝐿 = 1.1×106, 𝑇◦

∞ ≃ 547𝐾 , 𝑝◦∞ ≃ 4.14×105𝑃𝑎 with 𝑇◦
∞ = 290𝐾 . Due to the larger HCF model,

the computational grid for this case is composed of 6500 × 431 × 81 points, spanning over 15◦ in azimuthal direction.
In both cases, a sharp leading edge is employed. On top of the freestream values, pseudo-random noise is prescribed at
the inflow plane in the form of pressure fluctuations to be added to freestream value according to 𝑝 = 𝑝∞ + 𝑝′ (𝑦, 𝑧, 𝑡) in
order to take into account noise radiated from the nozzle-wall boundary layers, where:

𝑝′ (𝑦, 𝑧, 𝑡) = 𝐴𝑇𝑈 · 𝑝∞ ·
∑︁
(𝑖, 𝑗 )

𝑟𝑖 (𝑦, 𝑧) · 𝑠𝑖𝑛(2𝜋 𝑓 𝑗 𝑡). (2)

The parameter 𝐴𝑇𝑈 controls the overall amplitude of the noise field, while 𝑟𝑖 (𝑦, 𝑧) is a random-number distribution.
The pseudo-random white noise is obtained by randomly combining the numbers 𝑟𝑖 (𝑦, 𝑧) and eleven frequencies 𝑓 𝑗
from the equispaced spectrum [5, 200]𝑘𝐻𝑧. Different values of the controlling parameter 𝐴𝑇𝑈 are chosen in order to
tune the mean turbulence level in the freestream for the two investigated setups (figure 6).

(a) University of Arizona, case with 𝐴𝑇𝑈 = 0.010 (b) ONERA, case with 𝐴𝑇𝑈 = 0.020

Fig. 6 Noise distribution on a vertical plane at 𝑥 = 0.08𝑚 from the inflow.
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III. Comparison of Results

A. Scaling of Mean SBLIs
Threadgill et al. [10] reported initial high-Reynolds number results from IR measurements (at 12 < Re𝐿/×105 < 37.

Figure 7 shows a 3D rendering of the extracted typical surface Stanton numbers, as a function of Reynolds number.
Surface distributions show strong uniformity around the azimuth, providing confidence that angle of attack/yaw effects
are minimal. Results at each Reynolds number show qualitative agreement, albeit with feature locations scaled
accordingly. A dominant Stanton number peak is observed on the flare surface, which is associated with reattachment of
the separation bubble present at the base of the flare. The location of this peak moves toward the flare base at higher
Reynolds numbers, indicating a smaller interaction is present. This scaling agrees with the scaling of turbulent SBLIs
[39] which show that the separation length remains quasi-constant when normalized by the incoming boundary layer
height. In this case, higher-Reynolds number will induce a smaller boundary layer, and is thus consistent with a smaller
bubble (i.e., upstream translation of reattachment for higher Reynolds numbers).

(a) Re𝐿 = 1.16 × 106 (b) Re𝐿 = 3.70 × 106

Fig. 7 Stanton numbers for lower and upper Reynolds numbers[10], plotted in 3D. Dashed black streamwise
lines indicate 10◦ increments of azimuth.

Similar Stanton number data was also published by Lugrin et al.[8] for the HCF tested in R2Ch at a lower Reynolds
number range (4 < Re𝐿/×105 < 11), shown in Figure 8. Similar topologies are observed in both cases, despite the
differences in Reynolds number ranges. A peak is observed on the flare surface, which also moves towards the base as
the Reynolds number is increased. This peak in Stanton number is largely uniform in azimuth, with superimposed
quasi-regular spaced longitudinal streaks. These streaks have been reported in both datasets and is the subject of ongoing
research; however, it is beyond the scope of the present paper.

1. Combined
Results for mean azimuthal Stanton number distributions are shown in Figure 9, enabling a direct comparison

between the two different experimental facilities. Despite testing at different Reynolds numbers, the extremes of each
facility tests overlaps at Re𝐿 ≈ 11 × 105. However, despite this agreement, the location of peak heating is significantly
further downstream in data from LT5, as opposed to R2Ch. This difference is highlighted in the figure as Δ𝑥/𝐿 = 0.105.
It should be noted that SBLIs have been well-characterized to scale with respect to the location of the inviscid pressure
rise (for a given SBLI state), i.e. the flare base for this configuration at 𝑥/𝐿. When rescaled relative to this position, the
significance of the discrepancy is more apparent, with the LT5 peak located approximately twice as far downstream of
the flare base as the data from R2Ch.

This difference across the Reynolds number range is further elucidated in Figure 10 which plots the peak location
vs. Reynolds number for both data sets. A scaling factor of 1/1.9 is applied to the LT5 data to show the magnitude
of this difference and demonstrates a smooth continuous trend when applied. The magnitude of this discrepancy is
puzzling, particularly since each of these configurations is nominally similar, with minimal differences in: Mach number
(−3.7%), Reynolds number (+5.5%) and flare angle (0.0%), where data from R2Ch are used as the reference value in
each comparison.

8



(a) Re𝐿 = 4 × 105 (b) Re𝐿 = 7 × 105

Fig. 8 Stanton numbers for two Reynolds numbers, plotted in 3D. Reprinted from Lugrin et al. [8]

The cause of this discrepancy is of great interest since similar flow topologies would be expected considering the
closeness of the tested configurations. Numerous factors may be relevant to this characterization and are considered
below with respect to their influence on interaction scaling:

• Boundary layer scaling: variation in boundary layer thickness upstream of the interaction due to differences in
Mach number and 𝑇𝑎𝑤/𝑇𝑤 acting to scale the SBLI with this length scale.

• 3D effects: difference in interaction strength due to 3D relief effects of dissimilar normalized base diameters 𝐷/𝐿.
Despite matching geometric flare angles, imposed inviscid pressure rise may differ.

• Leading edge sharpness: variation in boundary layer thickness due to dissimilar leading edge sharpness acting to
scale the SBLI. Also, non-sharp leading edge may attenuate certain instabilities, affecting transitional behavior.

• Noise environment: Difference in noise environment for each facility and its effect when forcing the tested
configuration.

Each of these influences is probed and discussed in the following subsections to obtain a measure of the relative
significance of each effect. The aim is to quantify the respective influence and see if the 1.9 scaling (i.e.+90%) can be
accounted for through consideration of each. The scope of these discussions is focused on relevance to the experimentally
tested configurations shown above.

B. Boundary Layer Growth Effect
Despite similar nominal test conditions, the experiments conducted at UArizona and ONERA exhibit small

differences in freestream Mach number and wall-temperature conditions. These effects are known to influence the
growth of the boundary layer so it is important to quantify this effect in this study to assess the relative significance. For
simplicity, these effects are considered with reference to an idealized similarity solution for a laminar boundary layer, as
shown in Figure 11 for each facility. Even when normalized by model length and Reynolds number, it is clear that the
respective boundary layers differ, while maintaining a significant degree of similarity in all but the temperature and
density profiles. The relatively cold walls of the ONERA tests (𝑇𝑤/𝑇𝑎𝑤 = 0.61, vs. 𝑇𝑤/𝑇𝑎𝑤 = 0.79 at UArizona) act to
lessen the boundary layer growth by increasing flow density near the wall.

Quantifying this effect is highly dependent on the boundary layer thickness threshold employed. For completeness,
Table 3 shows normalized thicknesses assessed using a range of these approaches. Turbulent SBLIs have been
demonstrated to scale with the displacement thickness[39, 40] 𝛿1, but experimental studies frequently report threshold-
based values due to the difficulties of integration throughout the entire boundary layer. Since the application of these
thresholds varies, Table 3 shows an exhaustive list of potential values. Two definitions rely on enthalpy-based thresholds
and are written with respect to 𝑇0, assuming an ideal gas: i) the location of max entropy at the overshoot on the outer
part of the region identified as the lowest height with zero gradient in the total temperature profile [41], 𝛿(𝑑𝑇0/𝑑𝑦=0) ; and
ii) a threshold-based approach for the largest height when the total temperature returns to within 0.3% of the freestream
conditions [42], 𝛿|𝑇0/𝑇0∞−1|=0.003.

Regardless, the degree of variation through these definitions is relatively small, with all predicting larger normalized
boundary layer at UArizona by +5.9% to +14.0%, which is far from the difference of +90% to account for the differences

9



Fig. 9 Mean Stanton number profiles from LT5 and R2Ch (averaged in azimuth and time), across a range of
Reynolds numbers Re𝐿 . Dashed lines indicate uncertainties in each dataset. Differences in reattachment peak
location for similar Reynolds numbers are highlighted (Re𝐿 ≈ 11 × 105).

Fig. 10 Comparison of reattachment Stanton number peak locations [8, 10]. An approximate scaling of 1/1.9 is
also applied to data from LT5 for reference.

in experimental data. Momentum thickness 𝛿2, energy thickness 𝛿3, and sonic line height 𝛿 (𝑀=1) are shown in the table
for completeness, but are not considered relevant for SBLI scaling.

C. Influence of 3D Relief
The imposed inviscid pressure rise is acknowledged to be one of the principal scaling parameters that drive the

length-scales of SBLIs [1, 39, 40, 43]. As a result, considerable effort was made in matching parameters between
the experiments in LT5 and R2Ch as much as possible. As a result, both tests were conducted in 𝑀∞ ≈ 5 flow, with
nominally sharp leading edges, matching Reynolds numbers of Re𝐿 ≈ 11 × 105, and equal flow deflection at the flare
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Fig. 11 Comparison of similarity solution boundary layer profiles between LT5 (solid) and R2Ch (dashed).

surface. However, two parameters remain which lead to discrepancies in the inviscid pressure rise and will be discussed
here.

A subtle difference in the observed Mach number of each facility (𝑀∞ = 4.82 for LT5, 𝑀∞5.0 for R2Ch) affects the
2D pressure rise from an oblique shock with a common 𝜃 = 15◦ deflection. As a result, simple thin-shock theory shows
that the inviscid pressure coefficient for LT5 is 1.6% greater than for R2Ch, giving a slight increase to the expected
SBLI length scale.

Another difference between the two experimental configurations relates to the cylinder diameters. Until now, most
consideration has been placed on the length of the cylinder with the understanding that the diameter is sufficiently large
that it is of secondary significance. For reference, the cylinder circumference normalized by the similarity solution
boundary layer thicknesses at the flare base (assuming no SBLI is present) is 𝐶/𝛿99 = 267 (for LT5) and 𝐶/𝛿99 = 149
(for R2Ch). Since flow is parallel to the cylinder axis, growth is expected to be equivalent to the 2D case and unaffected
by the diameter parameter. However, the same cannot be said on the flare itself. Similarly to a cone, the flow moving
across the flare will experience a 3D relief effect that will lessen the effective pressure rise when compared to a fully 2D

Thickness definition
𝛿
𝑥

√
Re𝑥 𝛿𝐿𝑇5

𝛿𝑅2𝐶ℎLT5 R2Ch
𝛿(𝑢/𝑢∞=0.99) 12.682 11.479 1.105

Velocity-layer
𝛿(𝜌𝑢/𝜌∞𝑢∞=0.99) 14.460 13.212 1.094
𝛿(𝑑𝑇0/𝑑𝑦=0) 11.937 11.270 1.059

Enthalpy-layer
𝛿 (|𝑇0/𝑇0∞−1|=.003

) 13.950 12.568 1.110

𝛿1 = 𝛿∗ 9.602 8.423 1.140
Integral parameters𝛿2 = 𝜃 0.642 0.633 1.014

𝛿3 = 𝛿∗∗ 1.342 1.547 0.870
𝛿 (𝑀=1) 4.457 3.508 1.271 Sonic layer

Table 3 Comparison of various similarity solution laminar boundary layer thickness definitions across each
facility (LT5: 𝑀∞ = 4.82, 𝑇0 = 433, 𝑇𝑤 = 300; R2Ch: 𝑀∞ = 5.00, 𝑇0 = 550, 𝑇𝑤 = 295).
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flow, despite matching surface deflection angles. The limits of this effect can be estimated by taking diameter tending
towards zero with the 15◦ flare becoming a cone of the same angle. In this configuration (assuming 𝑀∞ = 4.82), the
inviscid pressure coefficients are 0.129 and 0.220, for the cone and 2D flows, respectively. The normalized cylinder
diameters in the experimental models are 𝐷/𝐿 = 1.00 (LT5) and 𝐷/𝐿 = 0.52 (R2Ch), so one would expect the pressure
rise in R2Ch to be slightly weaker for the same incoming Mach number (assumed 𝑀∞ = 4.82 in this comparison, to
isolate effect of diameter). Figure 12 shows the comparason of pressure coefficient distributions over the cylinder/flare
surface. It should be noted that both cases have a 1 mm radius applied at the base of the flare during grid generation,
leading to the slightly smoothed values at 𝑥/𝐿 ≈ 1. Regardless, the difference in pressure coefficient is shown to be
minimal when varying the normalized base diameter alone, with the larger diameter (matching LT5) resulting in a 1.3%
higher pressure coefficient than the smaller diameter (matching R2Ch).

Fig. 12 Simulations of baseflows to assess impact of normalized cylinder diameter (𝐷/𝐿) across a range of
normalized nose bluntnesses (𝑟𝑛𝑜𝑠𝑒/𝐿), 𝑀∞ = 4.82, 𝜃 = 15◦

Combined, these effects of small differences in Mach number and cylinder diameters have been assessed to account
for +1.6% and +1.3%, respectively (when comparing LT5 to R2Ch), yielding a net baseline interaction strength in LT5
to be 2.9% higher.

Another significant observation from Figure 12 is the effect of normalized nose bluntness in affecting the inviscid
pressure coefficient between each case. For reference, the experimental nose bluntnesses were 𝑟𝑛𝑜𝑠𝑒/𝐿 = 5.7 × 10−4

and 1.1 × 10−4, for LT5 and R2Ch respectively. As a result, the pressures near the base of the flare (1.00 < 𝑥 < 1.05)
are lower for the blunter case, before recovering to similar values further downstream for 𝑥 > 1.05. The effect of nose
bluntness will be considered in the following subsection.

D. Effect of Leading Edge Radius
For experiments, a test model will always have a finite leading edge radius. Very small leading-edge radii can result

in a substantial reduction of growth rates and N-factors of both first and second mode instability waves and therefore
can have a profound impact on where transition will occur (see Haas et al. [44]). Consequently, for the numerical
investigations it is crucial to match the leading-edge bluntness of the experiments as closely as possible to enable
meaningful comparisons of the computational results with experimental measurements.

Experiments by Chuvakhov et al. [45] indicated that the leading-edge radius of the hollow cylinder flare geometry has
a non-negligible effect on the separated region at a Mach number of 8 for various unit Reynolds numbers. Axisymmetric
calculations for the hollow cylinder flare geometries used for the experiments at the UA (Section II.A.1) and ONERA
(Section II.A.2) using CFD++ have indicated a similar trend of the separation length (𝐿𝑠) as a function of the leading-edge
radius (𝑟nose). The calculations for the UA geometry were carried out for 𝑀 = 4.82, 𝑅𝑒𝐿 = 12 × 105 and 𝑇wall = 300
K and the calculations for the ONERA geometry for 𝑀 = 5.0, 𝑅𝑒𝐿 = 19 × 105 and 𝑇wall = 290 K (conditions for
the simulations by Lugrin et al. [23]). The Mach number contours for three different leading-edge radii for the UA
geometry and flow conditions are provided in Fig. 13. The 𝑢/𝑈∞ = 0 iso-contour lines are also shown in Fig. 13 to
indicate the topology of the separation bubble. When increasing the leading edge radius from 𝑟nose = 1 × 10−6 m
to 𝑟nose = 100 × 10−6 m the separation location moves upstream while the reattachment moves in the downstream
direction, thus significantly increasing the separation length (Fig. 13). Further increasing the leading edge radius to
𝑟nose = 5000 × 10−6 m shows that these trends are reversed and the separation location is shifting downstream while
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the reattachment location moves upstream (Fig. 13). This is consistent with the trends reported by Chuvakhov et al.
[45]. The effect of the leading-edge bluntness on the separation length (𝐿sep and the separation (𝑥sep) and reattachment
(𝑥rea) locations are provided in Fig. 14 for both the UA and the ONERA geometries and flow conditions. The results in
Fig. 14(a) show that in both cases the separation length normalized with the distance of the ramp to the leading edge first
increases and reaches a maximum around 𝑟nose/𝐿 ≈ 0.003 before dropping rapidly for increasing values of 𝑟nose/𝐿. The
reported 𝑟nose/𝐿 of each experiment are marked by vertical dashed lines in Fig. 14(a). The dependency of the separation
and reattachment locations on the leading-edge radius is provided in Fig. 14(b). It indicates that the separation location
first moves upstream until it reaches a minimum near 𝑟nose/𝐿 between 0.001 and 0.002 and then shifts in the downstream
direction again. The trend for the reattachment location is the opposite (Fig. 14(b)). The maximum for the reattachment
location is obtained for 𝑟nose/𝐿 ≈ 0.01. The underlying physics that govern why separation location increases again
for increasing leading-edge radii is currently not yet understood. The impact of the different 𝑅𝑒𝐿 values have on the
difference in separation length as a function of the nose radius between the UA and ONERA geometries (see Fig. 14(a))
is subject to future investigations.

Fig. 13 Mach number contours and isocontour lines for 𝑢/𝑈∞ = 0 for increasing leading edge radius (from left
to right). Aspect ratio of axes is x/y = 1/2.

(a) (b)

Fig. 14 Length of separation bubble (𝐿sep) normalized by the ramp location (a), and separation (𝑥sep) and
reattachment (𝑥rea) location normalized by the ramp location (b) as a function of the normalized leading edge
radius (𝑟nose/𝐿).

E. Effect of Freestream Noise

1. Simulated Noise
Previous numerical studies from ONERA [23] have shown that the level of free-stream noise has an impact on the

size of the separated region on HCF configurations in hypersonic flow as long as the flow is transitional at reattachment.
Figure 15 illustrates this by showing two instantaneous numerical pseudo Schlieren images for the same flow conditions
but different level of free-stream noise. In order to optimize the amplitude 𝐴 (see Equation 1) of the noise level to
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match the experiment, the error on the recirculation region size is chosen as the objective function to minimize. This
choice is motivated by two reasons: first, Lugrin et al. [23] showed that it is very sensitive to the amplitude of the
injected perturbation for an almost similar case (slightly higher Reynolds number). This is illustrated in Figure 15,
which presents a numerical Schlieren image for the same case with different level of free-stream noises, showing that
different perturbation levels strongly influence the bubble size. The exact phenomenon behind this strong coupling is
still not completely known, but both experimental and numerical mean flow observation show that transition never
happen in the mixing layer, but either at or downstream of reattachment and that the size of the separated region is
directly correlated with the transition process. As such, an increase in free-stream noise level, or Reynolds number, that
lead to faster transition causes a shrinking of the bubble size.

(a)

(b)

Fig. 15 Numerical pseudo Schlieren visualization for the same conditions but varying level of noise (a) low level,
(b) high level, showing the impact on the separated region size.

The effect of freestream noise on the separation length it is very well described in the experiments thanks to the
high density of pressure taps along the cylinder and the flare (50). As such, the level of noise can be chosen such
that it leads to a correct reproduction of the mean size of the separated region. A simple optimization of the noise
amplitude is conducted by computing mean-flow of the DNS for different level of noise, leading to an optimal amplitude
of 𝐴 = 0.005375.

Figure 16 presents the time-averaged results from both the simulations and the R2Ch experiment. With the optimized
noise level, the bubble size is very accurately reproduced, with correct positions of the separation (first increase in
pressure from 𝑃

𝑃∞
= 1 to roughly 1.5) and reattachment point (second increase in pressure after the plateau at 1.5). Two

other amplitudes of injected noise, one higher and one lower, are also displayed to illustrate the strong impact of the
noise on the mean separation size. For this Reynolds number range, the flow transition takes place at the reattachment
point [23], therefore the correct match of the bubble topology means that the transition location is correctly predicted by
the simulation.

Figure 17 (a) presents a comparison of pressure power-spectral densities for a sensor located inside the recirculation
region upstream of the transition point. First, the spectra match for the very low frequency content. For frequencies
higher than 2 kHz, the DNS spectrum starts to depart from the experimental one, as it displays lower levels of energy.
Then for frequencies higher than roughly 30 kHz the DNS energetic content increases and becomes greater than the
experimental value. One has to be careful when interpreting the results around 80 − 100 kHz as the huge peak in the
experimental spectrum is due to the resonance of the sensor membrane. The main information that we can get from
figure 17 (a) is that the DNS seems to contain more energetic structures at higher frequencies, while the experiments
display a higher level of energy for low frequencies. The most amplified instabilities in the DNS and experiments are
not matching, nor the general shape of the spectrum.

Figure 17 (b) presents the same results for sensors located on the flare, in a turbulent region of the flow, note that for
this location, two sensors are available, including a PCB sensor which allows to interpret the results from 10 kHz up to
300 kHz. Note that for high-frequency content (higher than 20 − 30 kHz), the PCB sensor is more accurate than the
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Fig. 16 Wall pressure distribution for different amplitudes of injected white noise, showing the impact of the
noise on the separated region size.

Kulite sensor. This figure shows that downstream of the transition location, the DNS results are exactly similar to the
experimental in the whole frequency range that can be experimentally measured. While this does not bring information
on whether the transition process is the same in the simulation and the experiments, it is still an important result as
it shows that even if the instabilities upstream of the transition point are not matching, the fully turbulent spectrum
downstream of the transition point can be accurately reproduced numerically.

The results of figure 17 (b) should also be kept in mind while interpreting the results shown in figure 17 (a) as
the signal from the Kulite sensor decreases for frequencies higher than 10 kHz. Keeping that limitation in mind and
going back to the results of figure 17 (a) one can conclude that the white noise injected in the simulation is lacking low
frequency content and may be biased towards high-frequencies. The lack of spatial length-scale information also is
a source of uncertainty towards the potential matching of experimental to simulation results based on the available
frequency spectra of the measurements.

At the Technical University of Munich, numerical simulations were performed in order to compare the two
experimental runs at 𝑅𝑒𝐿 ≃ 1.1 × 106 investigated at the University of Arizona and ONERA, respectively. The
simulations were performed with similar values of the noise-amplitude parameter 𝐴. Starting with the setup employed
in the experiments at the University of Arizona, the DNS performed at TUM focused on two background-noise levels,
namely for the amplitude-parameter values 𝐴𝑇𝑈1 = 0.005 and 𝐴𝑇𝑈2 = 0.010. An overview of the main results is given in
figures 18, 19a, 20 and 21.

The noise intensity has a noticeable effect on the separation-bubble size. Namely, a higher noise level corresponds
to a delayed separation and hence a smaller recirculation region, confirming what was observed in the other numerical
experiments presented in this work. Figure 18 shows the instantaneous density field obtained under the two different
noise conditions 𝐴𝑇𝑈1 and 𝐴𝑇𝑈2 along a streamwise slice. For the lower-noise level 𝐴𝑇𝑈1 , the boundary layer detaches
at 𝑥∗𝑠 ≃ 0.624. By doubling the disturbance intensity, instead, the separation point moves downstream to 𝑥∗𝑠 ≃ 0.759,
resulting in a smaller bubble. The different separation length can be also deduced by figure 20a, showing the spanwise-
and time-averaged pressure distribution at the surface of the cylinder-flare configuration.

In both cases 𝐴𝑇𝑈1 and 𝐴𝑇𝑈2 , the detached shear layer is transitional on the flare, which is also visible from the
Stanton-number distribution at reattachment, with the 𝐴𝑇𝑈2 case shown in figure 19a. Opposite to the separation-bubble
length, the heat flux at reattachment increases with the background noise. In particular, the peak detected at reattachment
becomes stronger. This is visible in figure 20b, which shows the Stanton-number distribution at the wall averaged over a
time window of 0.4𝑚𝑠. The streamwise location of the main peak obtained for the noise-amplitude parameter 𝐴𝑇𝑈1 is
the same observed in the experiment at University of Arizona, suggesting that also the length of the separation bubble
from the simulation would match the experimental one. The magnitude of the DNS heat-flux is, however, twice as high
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(a) Inside the separated region (𝑥/𝐿 = 0.87). (b) After reattachment (𝑥/𝐿 = 1.1).

Fig. 17 Comparison of the numerical and experimental pressure power spectral densities. Note the resonance
of the Kulite sensor just before 100 kHz, showing the lack of low-frequency spectral content in the DNS.

as that of the experiment.
By averaging the unsteady flow-field over time, hot streaks are revealed on the flare downstream of reattachment, as

shown in figure 21. Under low-noise conditions, four distinct streaks develop in azimuthal direction. By increasing the
freestream noise, the streaks shorten and become stronger, with two of them almost merging into a single one.

(a) Lower-noise environment (𝐴𝑇𝑈1 = 0.005). (b) Higher-noise environment (𝐴𝑇𝑈2 = 0.010).

Fig. 18 University of Arizona setup, instantaneous snapshots of the density field along a streamwise slice.

Similar results were obtained also for the ONERA configuration, for which three different noise levels were
investigated, corresponding to the amplitude parameters 𝐴𝑇𝑈1 = 0.005, 𝐴𝑇𝑈2 = 0.010 and 𝐴𝑇𝑈3 = 0.020. By increasing
the freestream noise, the recirculation bubble shrinks due to the delayed boundary-layer separation upstream of the
flare. The length of the bubble obtained for the lowest noise amplitude 𝐴𝑇𝑈1 almost matches the one measured in the
wind-tunnel investigation (𝑥∗𝑠 ≃ 0.740, figure 20a). At this noise level, however, the SWBLI interaction is not fully
transitional as found in the experiments at ONERA or in the University of Arizona simulations, and only towards the
end of the flare some breakdown spots are detected. Doubling the amplitude to 𝐴𝑇𝑈2 = 0.010, the interaction starts to
show a transitional behavior on the flare, with the flow breaking down at reattachment (figure 19b). For 𝐴𝑇𝑈2 case, the
separation location moves downstream to 𝑥∗𝑠 ≃ 0.841, while by further doubling the amplitude to 𝐴𝑇𝑈3 = 0.020, the
boundary layer separates at 𝑥∗𝑠 ≃ 0.865.

As expected, the Stanton-number peak on the flare becomes stronger as the noise in the freestream increases. Similar
to what was observed for the University of Arizona configuration, the hot streaks at the wall characterizing the mean
flow are also affected by the wind-tunnel noise and tend to shorten for higher values of the amplitude parameter 𝐴𝑇𝑈
(figure 22).

Comparing the two experimental setups in terms of normalized spanwise width, the streaks have comparable size
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(a) University of Arizona setup. (b) ONERA setup.

Fig. 19 Instantaneous snapshots of the Stanton-number distribution at the wall for 𝐴𝑇𝑈2 = 0.010.

(a) Wall-pressure distribution. (b) Stanton-number distribution.

Fig. 20 Spanwise- and time-averaged wall-coefficient distributions: UA in red, ONERA in blue.

in both investigated configurations. However, there is a shift in the noise-parameter value, since lower disturbance
amplitudes are needed to trigger a transitional interaction when considering the configuration investigated at the
University of Arizona (see figure 19).

DNS for which random disturbances are introduced at the inflow of the computational domain are carried out at the
University of Arizona. For these simulations the azimuthal width of the computational domain is varied in order to
investigate the influence of domain confinement (as shown in Fig. 23). A semi-cylindrical leading edge is used in the
simulations, using a nose radius of 𝑟nose = 100𝜇m consistent with experiments (see Section II.A.1). In the transition
simulations (step 3, Fig. 4), the inflow boundary of the computational domain is positioned downstream of this leading
edge. These simulations are ongoing. However, the interim status is shown in Fig. 23, which depicts the instantaneous
pressure disturbances on the surface of the hollow cylinder/flare geometry. Additionally, the instantaneous total density
contours are shown in a wall-normal plane, which includes the 𝑢/𝑈∞ = 0 isocontour lines.

In both simulation setups with the different azimuthal domain sizes, instabilities are observed in the shear layer.
Notably, the emergence of smaller scales in the pressure disturbance contours suggests the onset of transition. This
phenomenon is accompanied by an upstream movement of the reattachment point (earlier re-attachment), as discussed
above. The next steps involve time-averaging the flow field to determine the time-averaged Stanton numbers on the
surface of the hollow cylinder/flare geometry and to quantify the mean flow bubble size. These results will then be
compared with the simulation results from TU Munich (Fig. 20).
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(a) Lower-noise environment (𝐴𝑇𝑈1 = 0.005). (b) Higher-noise environment (𝐴𝑇𝑈2 = 0.010).

Fig. 21 University of Arizona case, time-averaged Stanton-number distribution on the flare.

(a) High-noise environment (𝐴𝑇𝑈2 = 0.010). (b) High-noise environment (𝐴𝑇𝑈2 = 0.020).

Fig. 22 ONERA setup, averaged Stanton-number distribution on the flare.

2. Experimental Observations
Characterization of the respective freestream noise environments has been performed in R2Ch and LT5 using the

same exact probe, a sharp right-cone with 5◦ half-angle[8] (see figure 24). Reynolds number of the data is at similar
magnitudes to the HCF configurations, but does differ slightly (Re′ = 60 × 105 m−1 for LT5 and Re′ = 75 × 105 m−1 for
R2Ch). The probe is instrumented as close to the tip as possible with two pressure transducers, a Kulite (at 𝑥 = 90 mm)
and a PCB 132B38 (at 𝑥 = 105 mm), to characterize the spectra across a wide range of frequencies. Spectra from each
sensor are combined into a single spectrum using a linear weighting from being 100% Kulite to 100% PCBs between
20 kHz and 40 kHz, respectively. The cone is designed to maintain a shock that is attached and as weak as possible (at
Mach 5), giving a measure of noise close to freestream (𝑝𝑐/𝑝∞ = 1.16 for cone, 𝑝02/𝑝∞ = 32.7 for Pitot probe) to
reflect the environment conditions driving the receptivity process.

Figure 25 shows power spectral densitys (PSDs) extracted from tests at each facility, with similar Reynolds number
based on cylinder length, Re𝐿 . When plotted in log-log form (Figure 25a) the two traces show qualitative similarities,
with somewhat flat response at low frequencies with significant high-frequency roll-off. Note, spectra from LT5 is
inherently noisy due to the short test duration so a smoothened profile shown has been superimposed on the figures
(black spectra). The spectra of R2Ch appears to be shifted to lower-amplitudes but higher frequencies.

Linear Stability Theory (LST) calculations were carried out for the 5◦ half-angle cone, used for the freestream noise
measurements, to characterize behaviors of any resident instability modes that might be skewing the interpretation of
these experimental spectra measured from the surface of the cone. Figure 26 shows the N-factors at various frequencies
near the locations of the sensors on the cone at 𝑥 ≈ 100 mm, plotted across a range of unit Reynolds numbers relevant
for the experiments discussed here (5× 106m−1 ≤ 𝑅𝑒′ ≤ 10× 106m−1 in intervals of Δ𝑅𝑒′ = 1× 106m−1). No unstable
first mode waves were observed for 𝑅𝑒′ = 5 × 106. In addition, no unstable axisymmetric (𝑘𝑐 = 0) first modes are
obtained in the investigated Reynolds number range. The most amplified first mode waves are oblique (Mack [46]),
therefore the N-factors for the first mode are provided at 𝑘𝑐 = 15 (𝛽𝑟 ≈ 1715m−1), for which the most unstable first
mode waves were observed. A variation of the Reynolds number has a clear effect on the magnitude of N-factors,
with values at the further downstream location of the PCB sensor (𝑥 = 105 mm) being slightly higher. The second
mode dominates when analyzing 𝑘𝑐 = 0 case (Figure 26a and b). Frequencies shift from 400 kHz to 600 kHz across the
range of Reynolds numbers from Re′ = 6 × 106 m−1 to Re′ = 10×6 m−1, with maximum N-factor values of 0.8. At
approximately 𝑘𝑐 = 15 the maximum N-factors are obtained at the sensor locations and the first mode disturbances
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(a) (b)

Fig. 23 Instantaneous pressure disturbance contours on the surface of the hollow cylinder flare geometry and
instantaneous density contours in a wall-normal plane for an azimuthal domain width of 2𝜋/80 (a), and 2𝜋/10
(b). Note, the data were extended in azimuthal direction for visualization purposes.

are clearly the dominant instability according to LST. Frequencies shift from 60 kHz to 80 kHz across the range of
Reynolds numbers from Re′ = 5 × 106 m−1 to Re′ = 10×6 m−1. At LT5 conditions (Re′ = 60 × 105 m−1), the first mode
N-factor reaches approximately 0.08 at the downstream sensor, with frequency 𝑓 ≈ 60 kHz. The second mode has larger
N-factors at approximately 0.28, peaking at 𝑓 = 410 kHz. At R2Ch conditions (Re′ = 75 × 105 m−1), both instabilities
show higher N-factors, with the maximum first mode N-factor of approximately 0.16 at the downstream sensor, with
frequency 𝑓 ≈ 65 kHz. The maximum second mode N-factor is approximately 0.47, peaking at 𝑓 = 460 kHz. The
combined Kulite-PCB spectra presented in Figure 25 switches to the PCB-only data at 𝑓 > 40 kHz, so it is the N-factors
of Figure 26b and d that would be expected to be present in the spectra presented in Figure 25. The lack of additional
energy at the first mode frequencies is clearly evident in Figure 25a. Data at the expected second mode frequency is
dominated by the noise floor and is not well-resolved in the spectra. Both spectra show smooth, continuous profiles
at frequencies below 200 kHz, without appreciable signs of instabilities present. This provides confidence that the
spectra observed are physically relevant to characterization of the freestream and not biased by the linearly amplified
disturbance waves on the cone probe.

The pre-multiplied form of the freestream PSDs is shown in Figure 25b to assess the energetic distribution across
the logarithmic frequency domain. Since the integral of these curves against logarithmic frequency is proportional
to the signal variance, one can extract where significant energy is present within the signal. This shows that despite
the differences between the spectra in Figure 25 both spectra exhibit remarkably similar form, with a a clearly defined
symmetrical peak that contains the bulk of energies. To robustly characterize the frequency of the peak a ‘central
frequency’ ( 𝑓0) is defined for each spectra as the weighted center-of-mass of each spectral distribution (i.e., the first
moment) when plotted in pre-multiplied form over a logarithmic frequency domain. This frequency closely resembles
the frequency of the peak owing to the symmetrical nature of the spectra. The amplitude of freestream noise is
commonly defined as the standard deviation of a given pressure signal, normalized by the mean (𝑝′/𝑝). However, since
the standard deviation can be biased by limitations across the frequency domain, a common frequency band was used
for this assessment and defined relative to the central frequency, namely 0.1 < 𝑓 / 𝑓𝑐 < 10. These derived amplitudes
show that R2Ch is approximately 14% quieter than LT5 with energy centered at frequencies almost five times higher
(details provided in Table4). Figure 25b also shows a measure of the peak width, calculated as a standard deviation of
the energy distribution across a logarithmic frequency domain.

In Figure 25c the frequency of the spectra is scaled (by cylinder length 𝐿 and freestream velocity𝑈∞) to define a
Strouhal number that characterizes the energy distribution of the freestream noise relative to that model environment.
Despite increased velocities in R2Ch, the longer model results in a small increase to the R2Ch Strouhal numbers,
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(a) R2Ch. (b) LT5.

(c) Schematic diagram of 5◦ cone.

Fig. 24 Acoustic free-stream perturbation probe. inside R2Ch (a) and LT5 (b) and CAD of the model (c).

yielding a slightly increased difference between the two relevant environments (St𝐿𝑅2𝐶ℎ
/St𝐿𝐿𝑇5 ≈ 6.3).

Figure 25d characterizes the relative distributions by scaling frequencies by the central frequency, and amplitudes by
the band-limited variance of pressure. When overlaid, it is clear that, while similar, the shapes differ between each
facility with the spectral peak observed in LT5 being slightly wider (by 11%). Distribution skewness remains small in
both cases, with the maximum values for the third standardized moment (skewness normalized by variance) of -0.098
and +0.117 for R2Ch and LT5, respectively. Statistics of the spectral peaks are shown in Table 4.

It should be noted that since unit Reynolds numbers for freestream characterization differ from the comparable
HCF testing conditions (−8% for LT5, +69% for R2Ch) some interpretation of the spectra is required when framing the
anticipated freestream noise environment acting upon the HCF. If Re′ from the freestream characterization is higher
than that of the HCF experiment then one would expect larger boundary layers, and thus be characterized by lower
frequencies. However, since the side-wall boundary layers presumably driving the freestream spectra are turbulent, this
effect may be small, i.e. if 𝑓 ∝ 1/𝛿 ∝ 1/Re1/7

𝑥 . By this logic, the +69% difference in the R2Ch Reynolds number would
drop the frequency by 8% to approximately 22.7 kHz, in LT5 this would have less an effect, increasing frequency by 1%
to 5.00 kHz.

While there are numerous studies on the amplitude scaling of wind tunnel noise [47, 48], accurate experimental data
on its frequency scaling is still lacking. Numerous numerical studies, however, document a frequency scaling of the
emited noise as 𝑓 ∝ 𝑈𝑒/𝛿 [49, 50], with𝑈𝑒 the nozzle boundary layer edge velocity, and 𝛿 the nozzle boundary layer
thickness. While one could expect small variation in𝑈𝑒 (which is assumed to be scaling like𝑈∞ for the present study)
due to either a difference in facility Mach number or stagnation temperature, the main possible source of discrepancies
could come from the difference in nozzle wall boundary layer thicknesses. Figure 27 presents the nozzle profile of the
two facilities on a common figure, the LT5 nozzle[51] is more than two times longer than the R2Ch one, which means
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(a) PSDs of wall pressures (combined Kulite and PCB spectra). (b) PSDs in premultiplied form.

(c) PSDs with frequency normalized to Strouhal number. (d) PSDs normalized by central frequency ( 𝑓0) and amplitude
(𝑝′/�̄�∞).

Fig. 25 Comparison of freestream noise environments between R2Ch and LT5 at comparable values of
Re𝐿 ≈ 1.1 × 106. Standard deviation of logarithmic frequency distribution indicated by horizontal line spanning
±𝜎

(
log10 𝑓

)
, at the central frequency ( 𝑓0) and plotted against right axis showing integral unsteadiness (𝑝′/𝑝∞).

that for the same unit free-stream Reynolds number, one could expect the nozzle wall boundary layer of R2Ch to be
much thinner, and thus the emitted acoustic noise to be at higher frequency.

While this shift in frequency goes in the expected direction, it would be interesting to get actual quantitative data
to compare the expected ratio of mean frequency of the emitted noise given the scaling parameters and the measured
data. In order to do that, experimental measurements of nozzle exit boundary layer at LT5 coming from [51] are
compared to data coming from RANS simulations of the R2Ch nozzle. One has to keep in mind that there are multiple
sources of uncertainty in the data used to compute the frequency scaling, first for LT5, the proper evaluation of 𝛿99 from
experimental data is complex, then for R2Ch, the RANS computation supposes fully turbulent flow in the whole nozzle,
while in reality the flow probably transitions along the nozzle profile. As such, the scaling presented hereafter should
be considered only as an order of magnitude. The nozzle boundary layer thickness and the free-stream velocity are
presented in table 5, the nozzles length difference lead to a boundary layer that is more than two times thinner in R2Ch.
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(a) 𝑘𝑐 = 0 at 𝑥 = 95 mm (Kulite). (b) 𝑘𝑐 = 0 at 𝑥 = 105 mm (Kulite).

(c) 𝑘𝑐 = 15 at 𝑥 = 95 mm (Kulite). (d) 𝑘𝑐 = 15 at 𝑥 = 105 mm (PCB).

Fig. 26 LST N-factors for 5◦ sharp cone at 𝑀∞ = 4.82 across a range of Reynolds numbers.

Facility 𝑓0
(
log10 𝑓

)
St𝐿 𝑝′/𝑞∞ 𝑝′/𝑝∞ 𝜎

(
log10 𝑓

)
�̃�3

(
log10 𝑓

)
LT5 4.94 kHz 1.04 0.108% 1.75% 0.431 +0.117
R2Ch 24.45 kHz 6.54 0.087% 1.51% 0.387 −0.098

Table 4 Characterization of freestream noise spectral statistics in each facility at comparable values of
Re𝐿 ≈ 1.1 × 106.

As such, and also taking into account the differences in free-stream velocity, the noise emitted at the outlet of R2Ch
should be at a frequency 2.5 times larger than at the outlet of LT5.

However, the measurements presented in Section III.A were conducted at the center of the outlet plane of the nozzle,
and thus are not measurements of the noise emitted at the outlet but at an upstream position in the nozzle. To get the
proper emission point, one can follow a characteristic line (see figure 27). This may strongly impact the scaling given
that the boundary layer development length between the throat and emission point is almost half of the nozzle length in
R2Ch, while for LT5 it should be way less impactful given that the reduction will be less important when compared with
the nozzle length. As such, one can recompute the scaling by using the boundary layer thickness at the emission point
(for LT5, because of the lack of data and the fact that the expected change is small, the data is unchanged), leading to an
expected frequency for R2Ch more than 4.2 times larger than the one of LT5, which is close to the measured value.

Now that the difference in acoustic noise has been measured and potential origin for the discrepancies have been
discussed, one can discuss the impact it may have on the transition process and thus the separated region size differences
discussed in section III.A.1. Previous studies [23] have shown that one of the likely transition scenario for such flow
includes the linear growth (and non-linear interaction) of first mode and shear layer instabilities. From those results, the
expected frequency range of the instabilities for the Reynolds number of interest here can be estimated to be between
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Fig. 27 Illustration of nozzle profiles for both facilities[51] The blue line corresponds to the characteristic line
along which the emitted noise measured by the cone travels.

Facility 𝑈∞
Nozzle Exit Emission Point

𝛿0 𝑓𝑅2𝐶ℎ/ 𝑓𝐿𝑇5 St𝐿𝑅2𝐶ℎ
/St𝐿𝐿𝑇5 𝛿0 𝑓𝑅2𝐶ℎ/ 𝑓𝐿𝑇5 St𝐿𝑅2𝐶ℎ

/St𝐿𝐿𝑇5

LT5 846 m/s 55 mm
2.5 3.2

55 mm
4.2 5.3

R2Ch 950 m/s 25 mm 15 mm
Table 5 Scaling of the noise frequency in both facilities. Ratios of Strouhal number indicate estimated effect on
HCF models.

10 and 60 kHz (for a slightly higher Reynolds number, [23] found a most amplified first mode wave at 51 kHz in the
attached boundary layer and shear layer mode at 15 kHz in the shear layer on top of the recirculation region).

Given that those instabilities are convective mode, they are subject to receptivity and thus, the wind tunnel noise
emitted in the 10 − 60 kHz range should be the most impactful on their development. A high noise in that range should
lead to a higher seeding of those modes, which in turn would lead to higher amplitude and could thus cause faster
transition. Going back to the experimental results presented Figure 25, one can notice that the R2Ch measurements
display a significantly higher energetic content in the range of interest. Because of that, even if the overall noise level of
R2Ch (1.51%) is slightly lower than the one of LT5 (1.75%), the R2Ch noise should lead to a higher initial amplitude of
the modes at the origin of transition and thus to a transition happening sooner in R2Ch than in LT5, which would be
characterized by a noticeably smaller recirculation region. This result is coherent with the experimental observation
presented in section III.A.1 and could explain the differences between the experiments run at R2Ch and at LT5. It is
important to note that this represents the first documented case where using traditional noise quantification technique
alone (in % of the Pitot or free-stream pressure) would lead to an erroneous conclusion because of the differences in
spectral content of the noise.

IV. Conclusions
The flow over a HCF at Mach 5 with 15◦ flare deflection has been investigated in an internationally collaborative

research effort conducted as part of the NATO STO AVT-346 Research Task Group. At the core of the investigation is
the comparison of two parallel wind tunnel experiments conducted in LT5 at University of Arizona (Tucson, USA) and
R2Ch at ONERA (Meudon, France). IRT was used in both tests to characterize the peak in heat transfer observed on the
flare surface, associated with flow reattachment. Despite seemingly similar geometries and testing environments, a
considerable scaling shift was observed when comparing the two tests, indicating that reattachment (and thus SBLI
length scales in general) for the LT5 tests were almost twice as large as those for the R2Ch tests. This disparity drove the
present investigation to understand why there was such a large difference, and was supported by simulations from the
University of Arizona, the Technical University of Munich, and ONERA. When quantifying these differences in the
remainder of this section, the experiments of R2Ch will be considered the reference, with comments on the contributing
factors that would scale the LT5 experiment differently.

It has been demonstrated that mild differences in the freestream conditions will result in increased growth of the
LT5 laminar boundary layer, disregarding bluntness effects (considered later). The combined effect of the reduction in
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Mach number (𝑀∞ = 4.82 v.s. 5.0) and the increased wall temperature (𝑇𝑤/𝑇0 = 0.69 v.s. 0.54 result in a boundary
layer that is approximately 10% larger (±5% depending on the precise definition of the boundary layer thickness). The
variation in Mach number also impacts the strength of the interaction, since the flare deflection angle is equal between
the two cases, giving an increase pressure rise of 1.6%. Finally, each model was constructed with a different normalized
cylinder diameter due to limitations of the facility. The LT5 cylinder was larger (𝐷/𝐿 = 1.00 v.s. 0.52) resulting in a
reduced 3D relief effect on the conical flare surface, marginally increasing the pressure rise further by 1.3%. Since both
incoming boundary layer thickness and interaction strength have been demonstrated to scale proportionally with the
SBLI length scales, these effects result in a net increased scaling of 13%.

An aspect of experimental models that was considerably different was that of the leading edge bluntness, despite initial
attempts to have both geometries ‘nominally sharp’, with the R2Ch leading edge radius of 27 𝜇m being considerably
smaller than LT5’s 102 𝜇m. This difference is exacerbated when scaled by the model length (𝑟𝑛𝑜𝑠𝑒/𝐿 = 5.7 × 10−4 v.s.
1.1 × 10−4). Simulations of this effect show a profound difference, with separation lengths increasing by approximately
37%. However, an important caveat should be discussed before final conclusions are drawn. Simulations of the R2Ch
conditions were performed at Reynolds numbers of Re′ = 7.5 × 106 m−1 rather than Re′ = 4.4 × 106 m−1 in the actual
experiment. This increased Re′ would be expected to result in a 23% decrease in the boundary layer length scales,
significantly mitigating the separation length differences otherwise indicated (assuming 𝐿𝑠𝑒𝑝 ∝ 𝛿), returning a modified
increased length scale of only 6%. It should also be noted that these simulations included effects of differences in wall
temperature, cylinder diameter, and Mach number, meaning the effect of bluntness alone could still be over-represented.
Regardless, the combined effect of all factors mentioned up until this point is an increased length scale of approximately
20%, still significantly below the 90% difference observed in the experimental results. Further work has to be conducted
to clarify this matter.

In order to simulate a ‘conventional’ (‘noisy’) wind tunnel environment, simulations were carried out where a
wide range of disturbance waves are forced by introducing random fluctuations at the inflow of the computational
domain. Simulations carried out at ONERA and TU Munich show that the freestream noise has a significant effect on
the separation and reattachment location. By tuning the ‘noise’ amplitude in the simulations both ONERA and TU
Munich are able to match the separation and reattachment location measured in the ONERA experiments. To quantify
the impact of freestream noise on the separation length in the experiments, the noise level and the spectrum ‘shape’ in
the simulations in future sudies will be modeled according to the spectra measured in the R2Ch and LT5.

Measurements of the noise environment in each facility indicated considerable differences which may be significant
when considering the impact of this simulated noise on the experimental results. Freestream noise was characterized
using a 5◦ half-angle cone to attempt to measure static pressure fluctuations directly, as opposed to the standard
Pitot probe approach. When noise is reported in the standard form of a percentage of the mean value each facility
appears similar with LT5 exhibiting 𝑝′/𝑝∞ = 1.75% v.s. R2Ch’s level of 1.51% (assessed over ± one decade from
the log-weighted central frequency). When considered in pre-multiplied form, it became evident that each noise
distribution was remarkably similar (𝜎(log10 𝑓 ) ≈ 0.4 with minimal skew in logarithmic domain), albeit shifted to
much lower frequencies in LT5 ( 𝑓0 = 4.94 kHz for LT5 v.s. 24.45 kHz for R2Ch. When scaled by freestream velocity
and cylinder length, this resulted in a Strouhal number reduction of St𝑅2𝐶ℎ/St𝐿𝑇5 = 6.3. The cause of this discrepancy
was investigated and linked to the length scale of the nozzle wall turbulent boundary layer at the point of emission before
radiating to the model. Since the LT5 nozzle is considerably longer (approx. 2× of normalized length 𝐿𝑛𝑜𝑧𝑧/𝐷𝑛𝑜𝑧𝑧),
this results in a larger boundary layer, at the wall location of an upstream projected characteristic line. When combined
with slight differences in freestream velocities this resulted in an estimated frequency ratio of 𝑓𝑅2𝐶ℎ/ 𝑓𝐿𝑇5 = 4.2, acting
to somewhat explain the disparity in observed spectra. When considering the impact of this on the HCF flow, this ratio
of frequencies can be scaled to a ratio of cylinder length Strouhal numbers where St𝐿𝑅2𝐶ℎ

/St𝐿𝐿𝑇5 = 5.3.
Future work is planned to finalize this investigation and conclude the effects of realistic noise environments on the

HCF SBLI utilizing well-executed simulations and theory.
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