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The gradient’s limit of a definable family of functions is a

conservative set-valued field

Sholom Schechtman∗

February 12, 2024

Abstract

It is well-known that the convergence of a family of smooth functions does not imply
the convergence of its gradients. In this work, we show that if the family is definable
in an o-minimal structure (for instance semialgebraic, subanalytic, or any composition
of the previous with exp, log), then the gradient’s limit is a conservative set-valued field
in the sense introduced by Bolte and Pauwels. Immediate implications of this result
on convergence guarantees of smoothing methods are discussed. Finally, a more general
result is established, where the functions in the original family might be merely Lipschitz
continuous, vector-valued and the gradients are replaced by their Clarke’s Jacobians or
an arbitrary definable conservative mapping.

Keywords. conservative mappings, Clarke subgradient, o-minimal structures, semial-
gebraic, nonsmooth optimization, smoothing methods

1 Introduction

In this work, given a family of real-valued functions pfaqaą0 that converges, when a Ñ 0, to
some function F : Rd Ñ R, we are interested in the behavior of the limit of the corresponding
family of (sub)-gradients pBfaqaą0. Formally, we are interested in properties that satisfies

DF pxq :“ tv P R
d : there is pxn, vn, anq Ñ px, v, 0q with vn P Bfapxnqu . (1)

While characterizing such limits is interesting from a purely theoretical perspective, DF

naturally appears in the analysis of smoothing methods. In these, given a nonsmooth function
F , the general construction, dating back to at least Mayne and Polak ([31]), goes as follows
(see e.g. [13]). i) First, construct pfaqaą0 a family of approximations of F such that every
fa is smooth. ii) Second, for fixed ak, εk ą 0, find xk P R

d an approximate stationary point:
‖∇fakpxkq‖ ď εk. iii) Finally, decrease ak, εk and go back to step ii). The interest of this
procedure lies in the fact that we replace the original nonsmooth problem with a sequence
of smooth optimization problems, for which there exists an abundance of algorithms with
theoretical convergence guarantees ([33]).

In the case of a smoothing method, and assuming that pxkq has an accumulation point x˚,
we immediately obtain that x˚ is DF -critical: 0 P DF px˚q. Thus, ideally, one would wish DF
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to be reduced to one of the common first-order operators: to the gradient if F is differentiable,
to the convex subgradient if it is convex or to the Frechet’s or Clarke’s subgradient if F is
merely locally Lipschitz continuous. Famously, Attouch in [2] has shown that when every
function in pfaqaą0 is convex, DF is indeed the convex subgradient. This result was extended
in numerous ways, example given: for Banach spaces ([4]), weakly-convex functions ([29, 36]),
and equi-lower semidifferentiable functions ([16, 47, 48]).

Regrettably, the following simple example shows that there is no hope to state an equiv-
alent result in full generality. Let fa :“ a sinpx{aq, then f 1

apxq “ sinpx{aq and for any x ‰ 0,
DF pxq “ r´1, 1s, which is obviously larger than any (sub)-gradient of F ” 0. While unfortu-
nate, this counter-example shows that the convergence’s failure is due to a highly oscillatory
behavior of fa. Thus, naturally, one might wonder what could happen if we restrict ourselves
to a class of functions where such an oscillation phenomena does not occur.

Fortunately, the nonsmooth optimization literature ([6, 18, 26]) have already established
a setting, where precisely this pathological behavior is ruled out: the class of functions de-
finable in an o-minimal structure ([15, 40]). The class of such functions is large. It includes
any semialgebraic function, any analytic function restricted to a semialgebraic compact, the
exponential and the logarithm. Moreover, definability is stable by most of common operators
such as t`,´,ˆ, ˝, ˝´1, sup, infu, explaining their ubiquity in optimization.

Definable functions may be nonsmooth, nevertheless, their differentiability properties are
relatively well-understood. For instance, it is well-known that the domain of a definable
function can be partitioned (or more precisely stratified) into manifolds (or srata) such that
restricted to each element of the partition the function is smooth (see [40]). Furthermore,
in the seminal work [6], it was established that the Clarke’s subgradient of such functions
admits the so-called variational stratification: the partition can be chosen in a way ensuring
that the projection of the Clarke’s subgradient onto the tangent plane of the corresponding
manifold (on which the objective is smooth) is simply the Riemannian gradient of the smooth
restriction.

Closely related to this geometric description is the notion of a conservative set-valued
field. Recently introduced by Bolte and Pauwels ([7]), conservative set-valued fields are a
“differential-akin” object, which, roughly speaking, act as a usual directional derivative along
any smooth curve. For definable functions, examples of conservative fields are the Clarke’s
subgradient, but also the output of automatic differentiation provided in popular API’s such as
TensorFlow or PyTorch ([1, 34]). In fact, as shown in [17, 30, 35], in the definable setting, being
a conservative set-valued field is equivalent to admitting a variational stratification analogous
to the one satisfied by the Clarke’s subgradient. In particular, while a given conservative
set-valued field might be different from the Clarke’s subgradient, the two objects are equal
almost everywhere. Furthermore, even on the set of points where the equality does not hold,
the field possesses a transparent geometric description.

All necessary objects being introduced, we are ready to state the main result of this work.

Theorem 1.1 (Informal). Assume that the family pfaqaą0 be definable in an o-minimal struc-
ture. Then, DF is a conservative set-valued field of F .

Let us comment on some immediate implications of this result. First, as previously men-
tioned, DF might be strictly larger than the set of (sub)-gradients of F . Nevertheless, from
the variational stratification property of DF we immediately obtain that DF pxq “ BF pxq “
t∇F pxqu on an open dense set. In the vocabulary of smoothing methods this means that
the gradient consistency property holds almost everywhere (see [13]). Second, even for
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points where DF pxq ‰ BF pxq, the variational stratification gives a pleasant geometric de-
scription of DF . Finally, due to the remarkable stability of definable functions, most of the
smoothing techniques produce a family pfaqaą0 which is indeed definable in the same as F o-
minimal structure. Thus, for such methods, the guarantee that 0 P DF px˚q (or more precisely
0 P convDF px˚q) is a meaningful and necessary condition of optimality.

Let us also mention that our result is established in a slightly more general setting. In
fact, in the construction of DF in (1) the Clarke’s subgradients Bfa can be replaced by an
arbitrary (definable) conservative field Da of fa. Furthermore, similar conclusions hold when
the functions are vector-valued, with Bfa being replaced by an arbitrary definable conservative
mapping.

Paper organization. In Section 2 we introduce the necessary definitions of o-minimal
structures, subgradients and conservative mappings. In Section 3 we present our main the-
orem. Implications of the latter for smoothing methods are discussed in Section 4. Finally,
Section 5 is devoted to the proof of our main result.

2 Preliminaries

Notations. We say that D : Rd Ñ R
m is a set-valued map if for all x P R

d, Dpxq Ă R
m.

For such map, GraphD :“ tpx, yq : y P Gpxqu, and we say that D is closed if GraphD is a
closed subset of Rdˆm. It is said to have nonempty (respectively compact, convex) values if
for all x P R

l, Dpxq is nonempty (respectively compact, convex). Finally, it is locally bounded
if every x P R

d admits a neighborhood U Ă R
d and C ą 0 such that supxPU,vPDpxq ‖v‖ ď C.

For A Ă R
d, we denote convA its convex hull, Ā its closure. Similarly, R “ R Y t´8,`8u.

2.1 Functions definable in an o-minimal structure

We collect here few elementary facts about functions and sets definable in an o-minimal
structure. For more details, we refer to Appendix A and the monographs [15, 40, 42]. A nice
review of their importance in optimization is [26].

The definition of an o-minimal structure is inspired by properties that are satisfied by
semialgebraic sets.

Definition 2.1. We say that O :“ pOnq, where for each n P N, On is a collection of sets in
R
n, is an o-minimal structure if the following holds.

1. If Q : Rn Ñ R is a polynomial, then tx P R
n : Qpxq “ 0u P On.

2. For each n P N, On is a boolean algebra: if A,B P On, then A Y B,A X B and Ac are
in On.

3. If A P On and B P Om, then A ˆB P On`m.

4. If A P On`1, then the projection of A onto its first n coordinates is in On.

5. Every element of O1 is exactly a finite union of intervals and points of R.

Sets contained in O are called definable. We call a map f : Rd Ñ R
m definable if its graph

is definable.
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Definable sets and maps have remarkable stability properties. For instance, if f and A

are definable, then fpAq and f´1pAq are definable and definability is stable by most of the
common operators such as t`,´,ˆ, ˝, ˝´1u.

Let us look at some examples of o-minimal structures.
Semialgebraic. Semialgebraic sets form an o-minimal structure. This follows from the
celebrated result of Tarski [39]. A set A Ă R

n is semialgebraic if it is a finite union of
intersections of sets of the form tQpxq ď 0u, where Q : Rn Ñ R is some polynomial. A
function is semialgebraic if its graph is a semialgebraic set. Examples of such functions
include any piecewise polynomial and rational functions but also functions such as x ÞÑ xq,
where q is any rational number. In fact, any o-minimal structure contains every semialgebraic
set.
Globally subanalytic. There is an o-minimal structure that contains, for every n P N,
sets of the form tpx, tq : t “ fpxqu, where f : r´1, 1sn Ñ R is an analytic function. This
comes from the fact that subanalytic sets are stable by projection, which was established by
Gabrielov [21, 22]. The sets belonging to this structure are called globally subanalytic (see
[5] for more details).
Log-exp. There is an o-minimal structure that contains, semialgebraic sets, globally sub-
analytic sets as well as the graph of the exponential and the logarithm (see [41, 43]).

With these examples in mind it is usually easy to verify that a function is definable. This
will be the case as soon as the function is constructed by a finite number of definable operations
on definable functions. From this, we see that most of the functions used in optimization are
definable in the structure Log-exp.

2.2 Conservative set-valued fields

Conservative set-valued fields were introduced by Bolte and Pauwels in [7] as an elegant de-
scription of the output of automatic differentiation provided by numerical libraries such as
TensorFlow of PyTorch ([1, 34]). Since then, several works have worked out some geometrical
properties of conservative set-valued mappings of definable functions ([17, 30, 35]). They con-
stitute an important tool for establishing the convergence of first-order methods in nonsmooth
optimization ([7–9, 18, 28, 44]).

Definition 2.2 ([7]). We say that a locally bounded, closed set-valued map D : Rd Ñ R
d

with nonempty values is a conservative field for a potential function f : Rd Ñ R if for any
absolutely continuous curve x : r0, 1s Ñ R

d and any measurable function v : r0, 1s Ñ R
d, such

that for all t P r0, 1s, vptq P Dpxptqq, it holds that

fpxp1qq “ fpxp0qq `

ż

1

0

xvptq, 9xptqydt . (2)

Functions that are potentials of some conservative field are called path differentiable.

Remark 2.3. Fix an o-minimal structure O. If f and D are definable in O, then, as shown
in [35, Theorem 2] and [17, Theorem 3.2], it is sufficient to verify Equation (2) only for C1

definable curves x and definable selections v (in O).

Definable functions always admit a conservative field. The most important example of
one is the Clarke’s subgradient (this was proven in [19] but see also [18]). Recall that for a
set A, convA denotes its convex hull.
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Definition 2.4 (Clarke’s subgradient [14]). Let f : Rd Ñ R be a locally Lipschitz function.
The Clarke’s subgradient of f at x is defined as

Bfpxq :“ convtv P R
d : there is xn Ñ x, with f differentiable at xn and ∇fpxnq Ñ vu .

From the optimization perspective, note that the Clarke’s subgradient provides a necessary
condition of optimality: if x is a local minimum of f , then 0 P Bfpxq ([14]).

As shown in [7], the Clarke’s subgradient is the smallest convex-valued conservative field.

Proposition 2.5 ([7, Corollary 1]). Let f : Rd Ñ R be a definable locally Lipschitz continuous
function. Then Bf : Rd Ñ R

d is a conservative set-valued field for f . Moreover, if D is any
other conservative field of f , then so is x Ñ convDpxq and

Bfpxq Ă convDpxq .

In particular, a point x P R
d is a local minimum only if 0 P convDpxq.

From a geometric perspective, it turns out that in the definable setting conservative fields
are exactly those maps that admit the so-called variational stratification (see [7, Section 4.2]).
We refer to [10] for the necessary definitions of manifolds and Riemannian gradients.

Proposition 2.6 ([30, Theorem 2.2] and [17, 35]). Let f : R
d Ñ R be definable and let

D : Rd Ñ R
d be a definable conservative field of f . For any p ě 1, there is pMiq, a finite

partition of Rd into Cp manifolds such that f restricted to any Mi is C
p and for any x P Mi,

it holds that
Dpxq Ă ∇Mi

fpxq ` NxMi , (3)

where ∇Mi
fpxq is the Riemannian gradient of f|Mi

at x and NxMi is the normal plane of
Mi at x.

Conversely, if there exists a closed, locally bounded mapping D : Rd Ñ R
d and a finite

partition of Rd into Cp manifolds pMiq such that (3) holds, then D is a conservative set-valued
field of f .

Let U be the union of full-dimensional manifolds from the partition given by Proposi-
tion 2.6. Then, f is differentiable on U and for all x P U , Dpxq “ t∇fpxqu. Note also that
U is an open and dense subset of Rd. Therefore, in the definable setting, any conservative
field is equal to the gradient on an open and dense set. Actually, as shown in [7, Theorem 1],
even if f is not definable it is true that its conservative field is equal to the gradient almost
everywhere.

Remark 2.7. One could convince himself on why Equation (3) implies Definition 2.2 in the
following way. Consider x : r0, 1s Ñ R

d an absolutely continuous curve. Then, informally,
we can partition r0, 1s into intervals on each of which x stays on the same manifold M.
Since f|M is smooth, we immediately obtain that pf ˝ xq1ptq “ x∇Mfpxptqq, 9xptqy, which under
Equation (3) implies Equation (2). This is almost a complete proof of the implication, since
we can not always find such partition for an arbitrary absolutely continuous curve (for a full
proof see [18, Theorem 5.8] or [7, Section 4]).
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2.3 Conservative mappings

Definitions of the previous section readily extend to the case where the potential function is
vector-valued.

Definition 2.8 ([7]). Let f : Rd Ñ R
m be a locally Lipschitz continuous function. We say

that D : Rd Ñ R
mˆd is a conservative mapping for f , if for any absolutely continuous curve

x : r0, 1s Ñ R
d,

fpxp1qq “ fpxp0qq `

ż

1

0

Dpxptqq 9xptqdt .

Of course, when m “ 1, this definition is exactly the one of a conservative set-valued
field. Not surprisingly, rows of a conservative mapping are actually conservative fields for the
corresponding coordinate of f .

Proposition 2.9. [7, Section 3.3] Let f : R
d Ñ R

m be locally Lipschitz continuous and
D : Rd Ñ R

mˆd be a conservative mapping for f . For 1 ď i ď m, denote

Dipxq :“ tvi P R
d : Dv1, . . . , vi´1, vi`1, . . . vm P R

d , rv1, . . . vmsJ P Dpxqu .

Then, x Ñ Dipxq is a conservative field of fi.
Conversely, if Di is a conservative field for fi, then

x Ñ rv1, . . . , vmsJ vi P Dipxq, i “ 1, . . . ,m

is a conservative mapping of f .

3 Definable limits of conservative fields

3.1 Main result

In the following, we fix an o-minimal structure O. Definable will always mean definable in O.
Consider a function f : Rd ˆ R

˚
` Ñ R. Denoting, for a ą 0, fap¨q :“ fp¨, aq, we think of

pfaqaą0 as a parametrized family of functions. Consider a set-valued map D : Rd ˆ R
˚
` Ñ R

d

such that for each a ą 0, Da :“ Dp¨, aq is a conservative field for fa. Note that by definability
there is F : Rd Ñ R such that fa ÝÝÝÑ

aÑ0
F pointwise (see Lemma A.2).

Assumption 1.

1. The function f and the set-valued map D are definable.

2. For any compact set K Ă R
d,

lim
a1Ñ0

supt‖v‖ : v P Dapxq , a ď a1 , x P Ku ă `8 .

Let us emphasize that if for every a, Da ” Bfa, then the set-valued map D is definable as
soon as f is. Therefore, Assumption 1 encompasses the setting presented in the introduction.
Note, moreover, that Assumption 1 implies that F is locally Lipschitz continuous.

Define the set-valued map DF : Rd Ñ R
d as

DF pxq :“ tv P R
d : there is pxn, vn, anq Ñ px, v, 0q , with vn P Dpxn, anqu .

Finally, denote convDF : Rd Ñ R
d the set-valued map x Ñ convDF pxq.
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Theorem 3.1. Let Assumption 1 hold. The maps DF and convDF are definable and are
conservative fields for F .

Remark 3.2. Conservative set-valued fields being a local object, conclusions of Theorem 3.1
continue to hold when the functions fa, F (as well as Da,DF ) are defined only on some
definable open set U Ă R

d.

Remark 3.3. Observe that it is not sufficient to have fa definable for every a ą 0. Indeed,
recall the example from the introduction: fapxq “ a sinpx{aq, f 1

apxq “ sinpx{aq, F ” 0 and
DF ” r´1, 1s. If we restrict the functions to r´1, 1s, then for all a, fa is definable in the
structure of subanalytic sets. Nevertheless, the assumption of the theorem do not hold since
Graph f “ tpx, a, yq : fapxq “ yu is not definable.

If for each a, Da “ Bfa, one might wonder if convDF is equal to BF? Unfortunately, the
following semialgebraic example (given to the author by Edouard Pauwels) shows that this
is generally not true. Nonetheless, note that by Theorem 3.1 we always have BF Ă convDF .
Furthermore, since DF is a conservative field it holds that DF “ t∇F u almost everywhere.

Example 3.4. Consider fapxq “ a ´ |x| if |x| ă a and fapxq “ 0 otherwise. A direct
computation shows that f 1

apa{2q “ ´1 and as a consequence ´1 P DF p0q. Thus, DF has
elements that are different from the Clarke’s subgradient of F ” 0. Note that by smoothing
the corners it is easy to construct a similar example where each fa is smooth.

Theorem 3.1 has an easy generalization to the case where the functions are vector-valued.

Assumption 2.

1. There is f : Rd ˆ R
˚
` Ñ R

m and D : Rd ˆ R
˚
` Ñ R

mˆd such that for each a P R
˚
`,

Dp¨, aq is a conservative mapping of fp¨, aq.

2. The function f and the set-valued map D are definable in the same o-minimal structure.

3. For any compact set K Ă R
d,

lim
a1Ñ0

supt‖v‖ : v P Dapxq , a ď a1 , x P Ku ă `8 .

As previously, let DF be defined as

DF pxq :“ tB P R
mˆd : there is pxn, Bn, anq Ñ px,B, 0q , with Bn P Dpxn, anqu .

Theorem 3.5. Let Assumption 2 hold. The map DF and convDF are conservative mappings
for F .

Proof. It is sufficient to prove the claim on DF . For each 1 ď i ď m, the map x Ñ Dipx, aq
is a conservative field of fi by Proposition 2.9. Denote DFi

the corresponding limit. By
Theorem 3.1, DFi

is a conservative field for Fi. Thus, by Proposition 2.9 the mapping D̃F :
x Ñ rDF1

pxq, . . . ,DFmpxqsJ is a conservative mapping for F . The proof is completed by
noticing that DF Ă D̃F .
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To finish this section, let us mention that, from a technical point of view, the proof of
Theorems 3.1 and 3.5 uses very little of Lipschitz properties of fa, F . Mainly, this assumption
is used to ensure the fact that DF is nonempty. In particular, we conjecture that a similar
statement should hold, when we no longer assume local Lipschitz continuity of pfaq and F .

However, the notion of conservative set-valued fields (or mappings) being for now defined
only for Lipschitz functions, this would require a proper definition of conservativity for non
Lipschitz mappings. Whence, we leave such considerations for future works.

4 Applications to smoothing methods

Assume that we are interested in the optimization problem

min
xPRd

F pxq ,

where F : Rd Ñ R is continuous but is neither convex nor smooth. A large body of work (see
for example [10, 11, 11–13, 20, 23, 25, 31, 32, 37, 45, 46]) suggests tackling this problem by
designing a smooth function f : Rd ˆ R

˚
` Ñ R such that for each a ą 0, fa is continuously

differentiable and fa ÝÝÝÑ
aÑ0

F . The general optimization procedure then find, for decreasing

values of ak, εk ą 0, an approximately stationary point xk : ‖∇fakpxkq‖ ď εk.
Notice that when ak, εk Ñ 0, any accumulation point x˚ of pxkq satisfies 0 P DF px˚q.

Therefore, as soon as f is definable, Theorem 3.1 establishes that DF is a conservative set-
valued field of F . Since 0 P convDF px˚q is a necessary condition for x˚ to be a local minimum
(see Section 2.2), Theorem 3.1 gives theoretical guarantees of convergence for a large class of
smoothing methods.

Let us also notice, that here the non-intrinsic properties of conservative fields are becom-
ing apparent. Indeed, DF is implicitly defined by the design of the smoothing function f .
Depending on the latter, DF might be just the Clarke’s subgradient or might be larger (or
smaller). Thus, the guarantees provided by Theorem 3.1 will be dependent on the design of
the smoothing function by the practitioner.

Let us look at some common examples of smoothing functions. In the first two, convDF

turns out to be simply the Clarke’s subgradient. In the third-one, convDF might contain
other elements.

Example 4.1 (Lasry-Lions regularization ([27])). Let F : Rd Ñ R be a continuous definable

function such that F pxq

1`‖x‖2
is bounded from below. Then, for every a ą 0,

fapxq “ sup
zPRd

inf
yPRd

ˆ

F pyq `
1

2a
‖y ´ z‖2 ´

1

4a
‖z ´ x‖2

˙

is the Lasry-Lions regularization (with parameters pa, a{2q). For a small enough, fa is con-
tinuously differentiable, with Lipschitz continuous gradients (see [3, 27]). As shown in [24],
in this case convDF “ BF , without any requirement on definability.

Note that an implementation of a method using the Lasry-Lions regularization would re-
quire to solve an optimization problem at every point of interest.

Example 4.2 (Mollifiers). Perhaps the most common construction of smoothing approxima-
tions given by convolution of F with smooth kernels. Let pψaqaą0 be a sequence of bounded,
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measurable functions ψa : Rd Ñ R`, with
ş

Rd ψapxqdx “ 1 such that for every a ą 0, ψa is
equal to zero outside a ball of radius rpaq, with limaÑ0 rpaq “ 0. Then, the family of function
pfaq, defined as

fapxq “

ż

Rd

F px´ yqψapyqdy “

ż

Bpx,rpaqq
F pyqψapx´ yqdy ,

converges uniformly to F on every compact of Rd, with moreover convDF “ BF ([38, Example
7.19 and Theorem 9.67] and [20]). Note that no assumption on definability is needed here.

The typical choice here is ψa being the indicator of the open ball of radius a. From the
computational perspective, the limitation of a method using a mollifying sequence would be in
the evaluation of a d-dimensional integral.

Example 4.3 (Max structure [12, 13]). Many interesting optimization problems include a
nonsmooth function F that can be represented as a composition of smooth functions with the
function ptq` :“ maxp0, tq. Examples include nonlinear complementarity problems, mixed
complementarity problems or regularized minimization problems (see [13] for more details).
Replacing pt`q by a smoothing function ϕpt, aq we obtain a smoothing function for F . In this
case, convDF might be larger than BF . Nevertheless, Theorem 3.1 ensures the fact that DF

is a conservative set-valued field of F .

Gradient consistency. A desirable property of a smoothing method is the gradient con-
sistency (see [13]): DF pxq Ă BF pxq. Indeed, in this case DF does not produce any additional
critical points. As we have seen in Example 3.4, such a property does not hold in full general-
ity. However, using the fact that DF is a conservative field, by Proposition 2.6 we immediately
obtain gradient consistency almost everywhere. Interestingly, we note in the following propo-
sition that the failure of gradient consistency is intimately related to the failure of the chain
rule of the Clarke’s subgradient.

Proposition 4.4. Extend f : Rd ˆR
˚
` to a “ 0, by putting fpx, 0q “ F pxq. Assume that this

extended function is locally Lipschitz continuous and that for every a ą 0, Da ” Bfa. Then,

convDF pxq Ă PdpBfpx, 0qq ,

where Pd : Rd`1 Ñ R
d denotes the orthogonal projection onto the first d coordinates.

Note that F can be written as f ˝ ϕ, with ϕpxq “ px, 0q. Since ϕ is differentiable, this
implies that BF Ă JJ

ϕ Bfpx, 0q, where the inclusion could be strict, depending on the regularity

properties of f ([14, Chapter 2]). Noting that JJ
ϕ “ Pd, we see that the gradient consistency

is determined by the strictness of this inclusion.

Proof. Consider xn, vn, an Ñ x, v, 0, with vn P Bfanpxnq. Denoting ϕnpxq “ px, anq, it holds
that fan “ f ˝ ϕn. Thus, since the transpose of the Jacobian of ϕn is equal to Pd, from the
chain rule for the Clarke subgradient ([14, Theorem 2.5]) we obtain that vn P Bfanpxnq Ă
PdBfpxn, anq. By the continuity of the Clarke subgradient we obtain that v P PdBfpx, 0q.

Remark 4.5. The proof of Proposition 4.4 indicates a potentially alternative proof of The-
orem 3.1. Indeed, if f extended to a “ 0 by fpx, 0q “ F pxq is locally Lipschitz continuous
and D̃ is a conservative field of f , then by the chain rule for conservative fields ([7, Lemma
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6]), x Ñ PdD̃px, aq is conservative for fa. Thus, if we are able to construct D̃ such that
PdD̃px, aq “ Dapxq, then from the fact that D̃ is closed the statement of Theorem 3.1 is im-
mediate. We believe that, relying on stratification properties of definable sets and maps, such
construction should be possible but is not immediate. Note, furthermore, that f is not even
assumed to be continuous in Assumption 1. Hence, one should be careful with the meaning
and definitions of conservativity for potentially discontinuous maps.

5 Proof of Theorem 3.1

The fact that DF (and thus convDF ) is closed and locally bounded is immediate from its
definition and Assumption 1. To show that DF (and thus convDF ) is definable note that

GraphDF “ tpx, vq : @ε ą 0, there is px1, v1, a1q P R
d ˆ R

d ˆ R
˚
`, such that

v1 P Da1 px1q and
∥

∥x1 ´ x
∥

∥ `
∥

∥v1 ´ v
∥

∥ ` a1 ď εu .

The right-hand side is defined through a definable first-order formula and thus is definable
(see Proposition A.1).

Before going further, let us first describe the idea of the proof. Consider definable functions
x, v : r0, 1s Ñ R

d such that x is C1 and for all t P r0, 1s, vptq P DF pxptqq. By Remark 2.3 it is
sufficient to show that

F pxp1qq ´ F pxp0qq ´

ż

1

0

x 9xptq, vptqydt “ 0 .

This will imply that DF is conservative and will imply this property for convDF (see [7,
Remark 3]).

The key idea is then to note that if one can construct a definable (and sufficiently regular)
family of curves xa, va ÝÝÝÑ

aÑ0
x, v such that, vaptq P Dapxptqq and, furthermore, 9xa ÝÝÝÑ

aÑ0
9x, then,

up to some careful interchange of limit and expectation, one will obtain

F pxp1qq ´ F pxp0qq “ lim
aÑ0

fapxap1qq ´ fapxap0qq “ lim
aÑ0

ż

1

0

x 9xaptq, vaptqydt “

ż

1

0

x 9xptq, vptqydt ,

completing the proof. While such a family of curves does not necessarily exist, we prove
that it always exists on a subset of r0, 1s of measure arbitrary close to 1. The is sufficient to
complete the proof.

Let us describe the organization of this section.

• First, Lemmas 5.1–5.4 establish that if a family of curves pxaqaą0 converges to a curve
x, then almost surely 9xa Ñ 9x. In some sense, it can be viewed as a one-dimensional
version of the theorem.

• In Lemma 5.5 we show the existence of xa, va P Dapxaq such that xa, va ÝÝÝÑ
aÑ0

x, v.

• Combining the two previous result, we complete the proof of Theorem 3.1 by showing
that for almost every t, x 9xa, vay ÝÝÝÑ

aÑ0

d

dt
F pxptqq.

To simplify the notations, until the end of the proof we will use the following convention.

10



Whenever t0 ă . . . ă tk is a partition of some open interval I “st0, tkr, we will denote
Ii :“sti, ti`1r and for δ ą 0 small enough, Ii,δ :“sti ` δ, ti`1 ´ δr.

Lemma 5.1. Let I be an open interval, d ą 0 be an integer and x : IˆR
˚
` Ñ R

d be a definable
function. There is a finite collection of points t0 ă t1 ă . . . ă tk such that I “st0, tkr and for
any δ ą 0, there is 0 ă aδ such that for 0 ď i ď k ´ 1, every coordinate 1 ď j ď d and Ii,δ,
one of the following holds.

i) For all t P Ii,δ, xpt, ¨qj increases on s0, aδs.

ii) For all t P Ii,δ, xpt, ¨qj decreases on s0, aδs.

iii) For all t P Ii,δ, xpt, ¨qj is constant on s0, aδs.

Proof. It is sufficient to prove the lemma in the case where d “ 1, since the general case will
follow by finding a common refinement for all coordinates.

Assume that d “ 1. By the monotonicity lemma and the definable choice (see Appendix A)
we can find a definable function t ÞÑ at such that xpt, ¨q is decreasing (respectively increasing,
constant) on s0, ats. Therefore, we can find t0 ă . . . ă tk such that t ÞÑ at is continuous
on each Ii “sti, ti`1r and on each Ii, the function xpt, ¨q is either increasing, decreasing, or
constant (in the same manner for all t P Ii) on s0, ats. Since t ÞÑ at is continuous on Ii and
since for any δ ą 0, Ii,δ is compact, it holds that ai,δ :“ inftPIi,δ at ą 0. Denoting aδ “ mini ai,δ
completes the proof.

Lemma 5.2. Let I be an open interval, d ą 0 be an integer and x : I ˆ R
˚
` Ñ R

d be a
definable function. For any p ą 0, there is a finite collection of points t0 ă t1 ă . . . ă tk such
that I “st0, tkr and for any δ ą 0, there is 0 ă aδ such that for 0 ď i ď k ´ 1, x is Cp on
Ii,δˆs0, aδr.

Proof. By standard stratification properties of definable functions I ˆ R
˚
` can be partitioned

into cells C1, . . . , Ck0 such that x is Cp on each of the cells. For every i P t1, . . . , k0u, consider
the sets

Ai “ tpt, aq P I ˆ R
˚
` : @a1 ď a, pt, a1q P Ciu and Ii “ tt : Da P R

˚
` , pt, aq P Aiu .

Claim: I “
Ť

Ii. Indeed, by definability, for every t P I, the function a ÞÑ t ` a, for small
enough a, will be contained in one of Ai. End of the proof of the claim.

Hence, we can find t0 ă t1 ă . . . ă tk such that st0, tkr“ I and such that for each
j P t0, . . . , k ´ 1u, there is i P t1, . . . , k0u such that stj, tj`1rĂ Ii. For such j and Ii, consider
the definable function aj :stj , tj`1rÑ Ai:

ajptq “
1

2
supta : pt, aq P Aiu .

Refining, if needed, the subdivision, we can assume that a is continuous on stj , tj`1r. There-
fore, for every δ ą 0, there is 0 ă aj ă inftajptq : t Pstj ` δ, tj`1 ´ δru. Choosing aδ “ minj aj ,
completes the proof.

In the statement of the following lemma, for a function y : I Ñ R, we say that the integral
ş

I
y is well-defined if either

ş

I
|yptq|dt ă `8, or y (respectively ´y) is lower bounded by an

integrable function z and
ş

I
yptq ´ zptqdt “ `8 (respectively

ş

I
´yptq ´ zptqdt “ `8). In the

latter case,
ş

I
yptqdt “ `8 (respectively

ş

I
yptqdt “ ´8).
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Lemma 5.3 (Fuzzy integral convergence). Consider an open interval I and a definable family
of function x : I ˆ R

˚
` Ñ R. Denote y : I Ñ R the definable function that satisfies, for all

t P I,
lim
aÑ0

|xpt, aq ´ yptq| “ 0 .

Then, there is t0 ă . . . ă tk such that I “st0, tkr and such that for any δ ą 0 and any
0 ď i ď k ´ 1,

ş

Ii,δ
y is well-defined. Moreover, there is aδ such that for a ă aδ,

ş

Ii,δ
xp¨, aq is

well-defined and
ż

Ii,δ

xaptqdt ÝÝÝÑ
aÑ0

ż

Ii,δ

yptqdt .

Proof. Consider t0 ă . . . ă tk given by a common refinement of Lemmas 5.1 and 5.2 applied
to x. Since y is definable, refining if needed the subdivision, we can also assume that, on each
Ii, y is either real-valued and continuous or is constant and is equal to ˘8. Hence,

ş

Ii,δ
y is

well-defined.
Moreover, for any δ ą 0, there is aδ such that the sequence pxp¨, aqqaďaδ is monotone

and such that x is Cp on Ii,δˆs0, aδs. In particular, when a ď aδ and a Ñ 0, either 0 ď
xp¨, aq ´ xp¨, aδq Õ yp¨q ´ xp¨, aδq or 0 ď ´xp¨, aq ` xp¨, aδq Õ ´yp¨q ` xp¨, aδq. Since xp¨, aδq
is continuous, it is integrable on Ii,δ and thus

ş

Ii,δ
xp¨, aq is well-defined for a ď aδ. Finally,

applying the monotone convergence theorem, we obtain one of the following
ż

Ii,δ

xpt, aq ´ xpt, aδqdt ÝÝÝÑ
aÑ0

ż

Ii,δ

yptq ´ xpt, aδqdt ,

ż

Ii,δ

´xpt, aq ` xpt, aδqdt ÝÝÝÑ
aÑ0

ż

Ii,δ

´yptq ` xpt, aδqdt .

Lemma 5.4. Consider d ą 0 an integer, an open interval I and a definable family of functions
x : I ˆ R

˚
` Ñ R

d such that for a ą 0, xa :“ xp¨, aq is C1. Assume that there is a definable
function y : I Ñ R

d such that for every t P I,

lim
aÑ0

‖yptq ´ xpt, aq‖ “ 0 .

Then, there is t0 ă . . . ă tk, such that I “st0, tkr and for any t P Iztt0, . . . , tku, y is differen-
tiable at t and 9xpt, aq ÝÝÝÑ

aÑ0
9yptq.

Proof. It is sufficient to prove the lemma in the case where d “ 1, since the general case will
follow by finding a common refinement for all the coordinates.

Assume that d “ 1. Since y is definable we can find t0 ă . . . ă tk such that y is C1 on
each Ii. For every t P I, limaÑ0 9xpt, aq “ gt exists and is in R. By Lemma 5.3 we can refine
the partition such that for any δ ą 0, and any t1, t2 P Ii,δ,

ż t2

t1

9xpt, aqdt ÝÝÝÑ
aÑ0

ż t2

t1

gt dt .

Since the left-hand side is equal to xpt2, aq ´ xpt1, aq, we obtain

ż t2

t1

9yptqdt “ ypt2q ´ ypt1q “

ż t2

t1

gt dt .
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Since δ and t1, t2 P Ii,δ were arbitrary, this shows that gt “ 9y almost everywhere. The latter,
by definability, implies that gt “ 9y everywhere except a finite number of points.

We return to the proof of Theorem 3.1. Consider the definable functions x, v : r0, 1s Ñ R
d

such that x is C1 and for all t P r0, 1s, vptq P DF pxptqq. The purpose of the next lemma is to
show that we can always partition I into subintervals such that, up to an arbitrary precision,
there are curves xa, va ÝÝÝÑ

aÑ0
x, v, with vaptq P Dapxaptqq.

Lemma 5.5. There is t0 ă . . . ă tk such that for any δ ą 0, there is aδ ą 0 and two
definable functions x̃, ṽ : Ii,δˆs0, aδs Ñ R

d, (defined for each 0 ď i ď k ´ 1) such that for any
pt, aq P Ii,δˆs0, aδs,

vaptq P Dapxaptqq and xaptq, vaptq ÝÝÝÑ
aÑ0

xptq, vptq ,

where we denoted xaptq “ x̃pt, aq and vaptq “ ṽpt, aq.

Proof. Denote S the definable set

S :“ tpt, ε, x̃, ṽ, aq : pa, t, εq Ps0, 1s3, ‖ṽ ´ vptq‖ ` ‖x̃´ xptq‖ ` a ď ε, ṽ P Dapx̃qu .

Notice that for any pt, εq Ps0, 1s2, St,ε ‰ H, where St,ε :“ tpx̃, ṽ, aq : pt, ε, x̃, ṽ, aq P Su.
Thus, there is a definable selection px̃1, ṽ1, aq :s0, 1s2 Ñ R

2d`1 such that for all pt, εq Ps0, 1s2,
px̃1pt, εq, ṽ1pt, εq, apt, εqq P St,ε. Notice that ṽ1pt, εq P D

apt,εqpx̃1pt, εqq and that

x̃1pt, εq, ṽ1pt, εq ÝÝÝÑ
εÑ0

xptq, vptq .

We will complete the proof if we show that there is a definable function ept, aq such that
apt, ept, aqq “ a.

For every t P r0, 1s, there is εt such that apt, ¨q is continuous and increasing on s0, εts, with
limεÑ0 apt, εq “ 0. Denote at “ apt, εtq ą 0. The function t ÞÑ at being definable, there is
0 “ t0 ă t1 ă . . . ă tk “ 1 such that at is continuous on any interval Ii. Therefore, for any
i, δ, ai,δ :“ mintPIi,δ at ą 0.

Denote aδ :“ mini ai,δ and note that the set

tpt, a, εq : t P Ii,δ, ε Ps0, εts, apt, εq “ au

is definable and that by the mean-value theorem, for any pt, aq P Ii,δˆs0, aδs, the set

tε Ps0, εts : apt, εq “ au

is non-empty. Hence, by Definable Choice, there is e : Ii,δˆs0, aδs Ñs0, 1s such that ept, aq ď εt
and apt, ept, aqq “ a.

Claim: for any t P Ii,δ, limaÑ0 ept, aq “ 0. Indeed, by definability limaÑ0 ept, aq “ εa
exists. If εa ‰ 0, then from the continuity of apt, ¨q on s0, εts we obtain apt, ept, aqq “ a Ñ
apt, εaq “ 0. Since apt, ¨q takes only positive values, this shows that necessarily εa “ 0.

Thus, denoting x̃pt, aq, ṽpt, aq “ x̃1pt, ept, aqq, ṽ1pt, ept, aqq, we obtain the statements of the
lemma.
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End of the proof of Theorem 3.1. Consider t0 ă . . . ă tk given by Lemma 5.5, and for any
δ1 ą 0 the associated functions x̃, ṽ : Ii,δ1ˆs0, aδ1 s Ñ R

d.
By Lemma 5.2, for any 0 ď i ď k ´ 1, we can partition Ii,δ1 by ti ` δ1 “ ti

0
ă . . . ă tiki “

ti`1 ´ δ1 such that, denoting, for 0 ď j ď ki ´ 1 and δ2 ą 0, Ii,j,δ2 :“stij ` δ2, t
i
j ´ δ2r, there is

aδ2 ď aδ1 such that x̃ and f ˝ x̃ is C1 on Ii,j,δ2ˆs0, aδ2 s.
By Lemma 5.4, for all t P Ii,j,δ2 except a finite number of points, we obtain that

9xaptq ÝÝÝÑ
aÑ0

9xptq and
d

dt
pfa ˝ xaqptq ÝÝÝÑ

aÑ0
9yptq ,

where yptq is the limit of pfa ˝ xaqptq. Note that by Assumption 1 and Arzelà-Ascoli theorem,
there is an Ñ 0, such that fan Ñ F uniformly on compact sets. Thus, yptq “ F pxptqq and

9xaptq ÝÝÝÑ
aÑ0

9xptq and
d

dt
pfa ˝ xaqptq ÝÝÝÑ

aÑ0

d

dt
pF ˝ xqptq . (4)

Now, consider any sequence panqnPN, upper bounded by aδ2 , such that an Œ 0. For every
n P N, by path differentiability of fan there is a set Tn of full measure in Ii,j,δ2 such that for
all t P Tn,

d

dt
pfan ˝ xanqptq “ x 9xanptq, vanptqy. In particular, for all t P

Ş

Tn, it holds that

d

dt
pfan ˝ xanqptq “ x 9xanptq, vanptqy ÝÝÝÑ

nÑ8
x 9xptq, vptqy . (5)

Combining Equations (4) and (5), we obtain for almost all t P Ii,j,δ2 ,

d

dt
pF ˝ xqptq “ x 9xptq, vptqy . (6)

Since δ2 was arbitrary, Equation (6) also holds for almost every t P Ii,j “stij, t
i
j`1

r and thus
for almost every t P Ii,δ1 . Similarly, since δ1 was arbitrary, this implies that it holds for almost
every t P Ii and thus for almost every t P r0, 1s. Finally,

F pxp1qq ´ F pxp0qq “

ż

1

0

d

dt
pF ˝ xqptqdt “

ż

1

0

x 9xptq, vptqydt ,

which completes the proof.
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A O-minimal structures

In the following we fix some o-minimal structure O. Definable will always mean definable in
O.

An attractive property of definable sets is that they can be constructed by means of first
order formulas. A first order formula is constructed according to the following rules.

i) If Q : Rn Ñ R is a polynomial, then Qpxq “ 0 and Qpxq ą 0 are first order formulas.

ii) If A Ă R
n is definable, then x P A is a first order formula.

iii) If Φpxq and Ψpxq are first order formulas, “Ψpxq and Φpxq”, “Ψpxq or Φpxq”, “not Φpxq”
and “Ψpxq ùñ Φpxq” are first order formulas.

iv) If Φpx, yq is a first order formula, where px, yq P R
n ˆ R

l, and A Ă R
n is definable, then

“Dx P A Ψpx, yq” and “@x P A Ψpx, yq” are first order formulas.

Proposition A.1 ([15, Theorem 1.13]). If Φpxq is a first order formula, then the set of x
that satisfies Φpxq is a definable set.

The following two lemmas will be used throughout the proof of Theorem 3.1.

Lemma A.2 (Monotonicity lemma [42, Theorem 4.1 ]). Let f : sa, brÑ R, with ´8 ď a ă
b ď `8, be a definable function and p ě 0. There is a finite subdivision a “ a0 ă ¨ ¨ ¨ ă ak “ b

such that on each interval sai, ai`1r f is Cp and either constant or strictly monotone.

In particular, that shows that any one-dimensional function admits right and left limits
(that can be infinite) near every point.

The following lemma shows that we can construct definable selections from definable sets.

Lemma A.3 (Definable choice [15, Theorem 3.1]). Let A Ă R
n ˆ R

l be a definable set.
Let πn denote the projection on the first n coordinates. Then there is a definable function
ρ : πnpAq Ñ R

l s.t. for any x P πnpAq, px, ρpxqq P A.
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