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Abstract

The primary focus of this work is the coupling of dispersive free-surface flow
models through the utilization of a thick interface coupling technique. The ini-
tial step involves introducing a comprehensive framework applicable to vari-
ous dispersive models, demonstrating that classical weakly dispersive models
are encompassed within this framework. Next, a thick interface coupling tech-
nique, well-established in hyperbolic framework, is applied. This technique
enables the formulation of unified models across different subdomains, each
corresponding to a specific dispersive model. The unified model preserves the
conservation of mechanical energy, provided it holds for each initial dispersive
model. We propose a numerical scheme that preserve the projection structure
at the discrete level and as a consequence is entropy-satisfying when the con-
tinuous model conserve the mechanical energy. We perform a deep numerical
analysis of the waves reflected by the interface. Finally, we illustrate the useful-
ness of the method with two applications known to pose problems for dispersive
models, namely the imposition of a time signal as a boundary condition or the
imposition of a transparent boundary condition, and wave propagation over a
discontinuous bathymetry.

1 Introduction

The present research is dedicated to the coupling of dispersive models of free sur-
face flows. While dispersive models, such as the Peregrine equations [41] or Green-
Naghdi equations [23], are essential for wave propagation at the free surface, they
exhibit less robustness compared to shallow water equations in various scenarios.
Specifically, in dry fronts, most numerical strategies for solving dispersive models
encounter stability issues. Furthermore, weakly non-linear models (such as Boussinesq-
like equations) are not well-posed in these regions. Instabilities also occurs in areas
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with steep variations in bathymetry (non-Lipschitz bathymetry), where dispersive
models lack well-posed solutions [30], or with vertical roofs [11, 19]. Additionally,
understanding the boundary conditions of dispersive models remains incomplete,
although some research is paving the way [25, 32, 33, 39]. In practical applications,
the imposition of flow at the boundary requires source terms on the layers around
it [5, 44]. In all these configurations, the shallow water model proves to be more ro-
bust, and various strategies exist. Also for modeling breaking waves, one strategy
involves local use of the shallow water model, capable of dissipating energy through
shocks [26]. The primary goal of this work is to couple dispersive models with shal-
low water equations to address the mentioned challenges. Similarly, we will explore
the coupling between weakly non-linear and fully non-linear dispersive models. The
main advantage of this coupling is its computational efficiency compared to simu-
lations using the fully non-linear model throughout the entire domain. Specifically,
in regions where water depth is sufficiently large and remains relatively constant,
weakly non-linear models yield similar results to fully dispersive models [27] and
they are more cost-effective since the matrix used for resolving dispersive terms re-
mains constant throughout the simulation.

This research is grounded in the reformulation of dispersive models as a hyper-
bolic model projected onto a linear subspace. Subsequently, we employ a coupling
strategy commonly used for hyperbolic models [21, 22]. In §2.1, a comprehensive
description of the continuous framework to which we refer is provided, and in §2.2,
we demonstrate that several classical dispersive models can be expressed in this
form. The unified model, which accomplishes the coupling of models within the
continuous framework, is presented in §2.3. This model, parametrized by a spa-
tial function θ, reverts to one of the previously mentioned models when θ takes
the value of 0 or 1. If the unified model is derived from two mechanical energy-
preserving models and uses a single hyperbolic operator, it also preserves mechani-
cal energy.

For the models considered in this work, this is notably the case for the coupling
between the Green-Naghdi and shallow water equations, and for the coupling be-
tween the Yamazaki and shallow water equations. Moving on to §3, we consider the
discrete counterpart of the previous models. The strategy does not rely on domain
decomposition with transmission conditions but involves discretizing the continu-
ous unified model. This approach allows the definition of intermediate areas where
θ ∈ ]0,1[, making the coupling smoother. This strategy is generally referred to as
thick interface coupling. Applying the numerical strategy proposed in [40], §3.1 de-
scribes a numerical scheme that preserve the projection structure at the discrete
level and as a consequence ensures the dissipation of discrete mechanical energy
when verified at the continuous level. Finally, in §4, several numerical experiments
have been conducted to study the behavior of the coupling.
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2 Continuous framework

2.1 General setting of the projected hyperbolic models

We focus on models, called later projected hyperbolic models, under the form

(1) ∂t

(
H
U

)
+ A (H ,U )∇

(
H
U

)
=−

(
0
Ψ

)

where the state variables H (t , x) ∈ RdH and U (t , x) ∈ RdU will be respectively called
the potential and the velocity unknowns. We assume that the matrix A (H ,U ) ∈
MdH+dU (R) is diagonalisable so that omitting the right hand side, the model is hy-
perbolic. The right-hand side of (1), which will be referred to as the dispersive source
term Ψ (t , x), is not explicitly defined but is constructed to ensure that the velocity
variable satisfies a relation

(2) LH (U ) = 0

with LH : RdU 7→ Rdc and 0 ≤ dc ≤ dU called the constraint, possibly parametrized
by the potential variable H . We make the assumption that the constraint is a linear
function of the velocity variable U , and we represent the set of functions U satisfying
LH (U) = 0 as AH . The dispersive source term Ψ is assumed to belong to A⊥

H , the
orthogonal complement of the set of admissible functions with respect to the inner

product 〈•,•〉H :
((

L2
)dU

)2 7→R, i.e. for anyΦ ∈A⊥
H and any U ∈AH , we have

(3) 〈U,Φ〉H = 0.

Finally, we incorporate into the model the initial conditions H(0, x) = H 0(x) and
U (0, x) =U 0(x) ∈AH 0 .

Assume the hyperbolic operator exhibits an entropy structure, meaning there
exists a pair of entropy-flux functions (E ,G) dependent on the state variables (H ,U )
such that for sufficiently regular state variables, the relation

(4)
(∇H ,U E

)T A = (∇H ,U G
)T

holds true. Note that this condition is a common feature in numerous hyperbolic
models, as discussed in references such as [6, 20]. Moreover, assume that the en-
tropy E (H ,U ) = P (H) +K (H ,U ) can be decomposed into a potential part de-
pendent solely on the potential variables P (H) and a kinetic part defined through
a weight function ν : RdH 7→ R+, i.e. K (H ,U ) = ν(H)

2 |U |2. Consequently, the set
of admissible functions AH = {

U ∈ L2 (ν (H)) | LH (U) = 0
}

forms a linear subspace
of L2 (ν (H)) := {

V | ∫Rd |V|2ν (H) dx <∞}
. If the inner product used to define the

dispersive source term is the same as that used to define the kinetic energy, i.e.,
〈V1,V2〉H = ∫

Rd ν (H)V1 ·V2 dx, then A⊥
H also forms a linear subspace of L2

H and the
two spaces are in direct sum, i.e. L2

H =AH ⊕A⊥
H . Furthermore, the entropy E (H ,U )

serves as an energy for the projected hyperbolic model (1).



4 MARTIN PARISOT

Proposition 1. If there exists a pair of entropy-flux functions (E ,G) satisfying the con-
dition (4), and the dispersive source term Ψ satisfies the orthogonality condition (3)
with the inner product associated to the kinetic energy 〈V1,V2〉H = ∫

Rd ν (H)V1 ·V2 dx,
then the sufficiently regular solutions of the projected hyperbolic model (1) satisfy to
the following energy conservation law

∂t

∫
Rd

E (H ,U ) dx = 0.

Proof. Multiplying (1) by ∇H ,U E , we have

∇H ,U E ·
(
∂t

(
H
U

)
+ A (H ,U )∇

(
H
U

)
+

(
0
Ψ

))
= ∂t E +∇·G +∇U E ·Ψ.

Given that the entropy E depends on the velocity variable only through the kinetic
energy, we have ∇U E = ν(H)U . Therefore, by integrating over the spatial variable,
the last term vanishes as U ∈AH andΨ ∈A⊥

H .

Some can be interesting by the flux of energy G (H ,U ,Ψ) to write a local energy
conservation for (1), i.e.

(5) ∂t E +∇·G = 0.

Specifically, the conservation of energy is ensured when this flux remains continu-
ous. It’s crucial to note that this flux G isn’t solely the hyperbolic flux G since the
dispersive source term, or more precisely the associated Lagrange multiplier, can
also contribute. Refer to §2.2 for illustrative instances. The orthogonality property
(3) bears a striking resemblance to the duality observed between the pressure gra-
dient and divergence-free velocity fields in incompressible fluid mechanics. More
precisely, a significant number of models adhering to the projection structure out-
lined in §2.1 are reductions of the water wave equations [14].

2.2 Some examples of projected hyperbolic models

To illustrate the concept, this section provides examples of classical models that
satisfy the projection structure defined in §2.1. To explicitly define a model within
the family of projected hyperbolic models as outlined in §2.1, it is necessary to spec-
ify the potential variable H , the velocity variable U , the hyperbolic operator A, the
linear constraint LH (V), and the inner product 〈V1,V2〉H . Many models can be for-
mulated as projected hyperbolic models, starting with the incompressible Euler model.
Both the KdV-BBM equations [28, 4] and the Camassa-Holm equations [12] can be
demonstrated to fit the projected hyperbolic model framework, as well as high-order
dispersive models [36]. For greater physical relevance, while maintaining a reason-
able level of complexity, this work will focus on models with the hyperbolic structure
of the shallow water equations extended with some tracers, i.e.,

H =
(

h
D

)
and U =

 u
w1

w2

 .
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Figure 1: Illustration of the notations: (left) Interpretation of the unknowns in the
vertical plan. (right) Finit volume discretization in the horizontal plan.

where h (t , x) ∈ R+ represents the water depth, D (x) ∈ R denotes the bottom depth,
and u (t , x) ∈ Rd corresponds to the horizontal velocity (refer to Figure 1). The bot-
tom depth D can be treated as an unknown, although it satisfies a trivial equation.
The tracers u1 ∈R and u2 ∈R can be interpreted as degrees of freedom of the vertical
velocity. Additional details can be found in [17].

Two hyperbolic operators will be considered, where the tracers are either ad-
vected with the flow AAD or are steady AST, namely

(6) AAD (H ,U ) =


u 0 h 0 0
0 0 0 0 0
g −g u 0 0
0 0 0 u 0
0 0 0 0 u

 and AST (H ,U ) =


u 0 h 0 0
0 0 0 0 0
g −g u 0 0
0 0 0 0 0
0 0 0 0 0

 .

The matrices are not strictly hyperbolic due to multiple eigenvalues involving u
and 0. However, these multiple eigenvalues are associated with linearly degenerate
fields.

Additionally, it is worth noting that for both matrices AAD and AST, the model (1)
can be expressed in a conservative form with a source term. Specifically, defining

FAD (W ) =


w2

0
w2

2
w0

+ g
2 w2

0
w2w3

w0w2w4
w0

 with WAD =WAD (H ,U ) =


w0

w1

w2

w3

w4

=


h
D

hu
hw1

hw2


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and

FST (W ) =


w2

0
w2

2
w0

+ g
2 w2

0
0
0

 with WST =WST (H ,U ) =


w0

w1

w2

w3

w4

=


h
D

hu
Dw1

Dw2


the projected hyperbolic model (1) with the matrices AXX (XX ∈ {AD, ST}) can be writ-
ten as

(7) ∂t WXX +∇·FXX (WXX) = SXX (W )−hΨ

where SST (W ) = SAD (W ) = (
0,0, g w0∇w1,0,0

)T and Ψ = (
(0)0≤i<Dim(H) ,Ψ

)T . It is
well known that the couple entropy-flux defined by E (H ,U ) =P (H)+K (H ,U ) with

(8) P (H) = g h

(
h

2
−D

)
and K (H ,U ) = ν (H)

2
U ·U with ν (H) = h

and the fluxes with and without advection of the tracers respectively reads

GAD (H ,U ) =GST (H ,U )+ hu

2

2∑
i=1

w2
i and GST (H ,U ) =

(
g (h −D)+ u2

2

)
hu

satisfies the condition (4).
Obviously, the change of variables (H ,U ) 7→ W need to be reversible and in the

current cases it reads

H =HAD (W ) =
(

w0

w1

)
and U =UAD (W ) =


w2
w0
w3
w0

w4
w0

 if w0 > 0, else UAD (WAD) = 0

or

H =HST (W ) =
(

w0

w1

)
and U =UST (W ) =


w2
w1
w3
w1

w4
w1

 if w1 < 0, else UST (WST) = 0.

2.2.1 Hydrostatic model: the Shallow Water equations

Let us first consider for any V = (v0, v1, v2)T the constraint

(9) LSW
H (V) =

(
v1

v2

)
.

The constraint (9) has no impact on the first velocity variable v0 and nullifies the
other components v1 and v2. It is evident that the projected hyperbolic model (1)
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with the hyperbolic operator AAD or AST defined by (6) and the constraint (9) recov-
ers the classical shallow water equations for any inner product 〈V1,V2〉H . To clarify,

we determine the orthogonal set Φ = (
φi

)
0≤i≤2 ∈ (

ASW
H

)⊥ from U = (ui )0≤i≤2 ∈ ASW
H

by computing the inner product 〈U,Φ〉H , which vanishes for any u0 if and only if
φ0 = 0. Consequently, the first two equations of (1) with the hyperbolic operators
AAD or AST and the constraint (9) correspond to the shallow water equations, i.e.

(PH SW)
∂t h + ∇· (hu

) = 0
∂t u + u ·∇u = −g∇ (h −D) .

The constraint (9) is not the sole constraint leading to the shallow water equations
(PH SW). Others may be interested in the constraint L;

H (V) =; instead, implying that
the projection step has no effect also on the tracers u1 and u2.

2.2.2 Weakly dispersive fully nonlinear models

Now we consider the constraint LFN
H (V) = L [h] (V) and the inner product 〈V1,V2〉FN

H =
P [h]

(
V1,V2

)
defined by

(10)
L [h] (V) =

v1 + h

2
∇· v0 + v0 ·∇D

v2 + h

2
p

3
∇· v0


and P [h]

(
V1,V2) = ∫

R
h

(
v1

0 · v2
0 + v1

1 v2
1 + v1

2 v2
2

)
dx.

As demonstrated in [17], the projected hyperbolic model (1) with the hyperbolic op-
erator AAD defined by (6) and the constraint (10) reproduces the classical Green-

Naghdi equations [23]. To clarify, we determine the orthogonal setΦ= (
φ0,φ1,φ2

)T ∈(
AFN

H

)⊥ from U = (u0,u1,u2)T ∈AFN
H = {

U | LFN
H (U) = 0

}
by computing

0 = 〈U,Φ〉FN
H =

∫
Rd

h

(
u0 ·φ0 −

(
h

2
∇·u0 +u0 ·∇D

)
φ1 − h

2
p

3
∇·u0 φ2

)
dx

=
∫
Rd

u0 ·
(
hφ0 +∇

(
h2

2

(
φ1 + φ2p

3

))
−hφ1∇D

)
dx.

By defining for any V ∈ L2
H the linear operator R FN

H (V) = R [h] (V) by

(11) R [h] (V) = hv0 +∇
(

h2

2

(
v1 + v2p

3

))
−hv1∇D

we conclude that
(
AFN

H

)⊥ = Ker
(
R FN

H

)
. Applying this operator to the equation of the

velocity variable U in (1), we get

(12) R FN
H (∂tU + AU H∇H + AUU∇U ) = 0

where AU H ∈ MdU×dH (R) and AUU ∈ MdU (R) are, respectively, the left lower block
and the right lower block of the hyperbolic operator A. Using the constraint (10)
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and the hyperbolic operator AAD defined in (6), the Green-Naghdi equations (in the
form [29, (5.11)]) are recovered, i.e.

(PH FN
AD )

∂t h + ∇· (hu
) = 0

(1+T [h])
(
∂t u

) + u ·∇u = −g∇ (h −D)− (
Q FN[h]+QAD[h]

)(
u

)
where the dispersive operators are defined by

(13)

T [h] (v0) = − 1

h
∇

(
h3

3
∇· v0

)
− 1

h
∇

(
h2

2
∇D · v0

)
+ h

2
∇D∇· v0 +∇D ⊗∇Dv0

Q FN[h] (v0) = Q0[h] (v0 ·∇h∇· v0)+Q1[h]
(|∇ · v0|2

)
QAD[h] (v0) = −Q0[h] (v0 ·∇h∇· v0)−Q1[h] (v0 ·∇ (∇· v0))

−Q2[h] (v0 ·∇ (v0 ·∇D))

(14)

with Q0[h] (V ) = 1

h
∇

(
h2

3
V

)
− V

2
∇D

Q1[h] (V ) = 1

h
∇

(
h3

3
V

)
− h

2
V ∇D

and Q2[h] (V ) = 1

h
∇

(
h2

2
V

)
−V ∇D

The operators T [h], Q FN[h], and QAD[h] are defined to emphasize the contribution
of tracer advection in the hyperbolic operator AAD. Some may also be interested in
the projected hyperbolic model (1) with the hyperbolic operator AST defined by (6)
and the constraint (10). From (12) and using AST, we obtain the model

(PH FN
ST )

∂t h + ∇· (hu
) = 0

(1+T [h])
(
∂t u

) + u ·∇u = −g∇ (h −D)−Q FN[h]
(
u

)
.

This model was first introduced in [45], and we refer to it as the Yamazaki model
thereafter.

Corollary 1. Since the inner product used for the projection uses the measure of the
kinetic energy, i.e., 〈U,Φ〉FN

H = ∫
Rd ν (H)U ·U dx, we conclude using Proposition 1 that

the models (PH FN
AD ) and (PH FN

ST ) conserve the energy E defined in (8). More precisely,
one can show that the local energy balance (5) holds with G = G FN

ST for (PH FN
ST ) and

G =G FN
AD for (PH FN

AD ), which reads

G FN
XX (H ,U ) =GXX (H ,U )+ h2u

2

(
ψ1 + ψ2p

3

)
.

Some may interpret the last term of the flow as the vertical integral of the hydrody-
namic pressure, see [17].

2.2.3 Weakly dispersive weakly nonlinear models

While linear for the velocity variable, the subspace
(
AFN

H

)⊥ depends on the time de-
pendent water depth h. From a numerical point of view, this implies that the matrix
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of the linear system has to be recomputed at each iteration, significantly slowing
down calculations. A classical simplification of fully nonlinear models involves re-
placing the water depth h (t , x) in the dispersive terms with the bottom depth D (x)
under the assumption that the perturbation of the free surface is small enough, i.e.
h = D +O(ε), where ε is the nonlinearity parameter, as seen in [29]. In our frame-
work, this simplification must be applied to the constraint LWN

H (V) = L [D] (V) and

the inner product 〈V1,V2〉WN
H = P [D]

(
V1,V2

)
defined in (10). Through similar com-

putations to those in §2.2.2, the projected hyperbolic model (1) with the hyperbolic
operator AST and the constraint LWN

H recovers the Peregrine equations [41]. More

precisely, the orthogonal set reads
(
AWN

H

)⊥ = Ker
(
R WN

H

)
with R WN

H (V) = R [D] (V). Ap-
plying this operator to the equation of the velocity variable U in (1), using the con-
straint LWN

H and the hyperbolic operator AST, the Peregrine equations (in the form
[29, (5.23)]) are recovered, i.e.

(PH WN
ST )

∂t h + ∇· (hu
) = 0

(1+T [D])
(
∂t u

) + u ·∇u = −g∇ (h −D)

with the dispersive operator defined in (13).
Some may also be interested in the projected hyperbolic model (1) with hyper-

bolic operator AAD and the constraint LWN
H . Applying the operator R WN

H to the equa-
tion of the velocity variable U in (1), using the constraint LWN

H and the hyperbolic
operator AAD, we obtain the Boussinesq-type model

(PH WN
AD )

∂t h + ∇· (hu
) = 0

(1+T [D])
(
∂t u

) + u ·∇u = −g∇ (h −D)−QAD[D]
(
u

)
A similar model was first introduced in [31].

One consequence of the simplification of the weakly nonlinear model is that the
inner product 〈V1,V2〉WN

H ̸= ∫
Rd ν (H)V1 ·V2 dx, hence the Proposition 1 does not hold.

Indeed, it is well-known that the weakly dispersive models (PH WN
ST ) and (PH WN

AD ) do
not conserve the energy E as defined in (8).

2.3 Unified projected hyperbolic models

2.3.1 Overview of the general strategy

Let us now explore the space-adaptive modeling of projected hyperbolic models,
driven by the considerations outlined in §1. For simplicity, we focus on the cou-
pling of two models: one represented by PH X0

Y0 in a subdomain Ω0 ⊂ Rd and the

other by PH X1
Y1 in a different subdomain Ω1 ⊂ Rd with Ω0 ∩Ω1 = 0. Our proposed

strategy involves formulating a unified projected hyperbolic model and employing
a standard resolution method, as detailed in §3.1. Let us introduce the color func-
tion θ (t , x) ∈ [0,1], which acts as a parameter for a model denoted as PH X1θX0

Y1θY0
such

that PH X1θX0
Y1θY0

recover the model PH X0
Y0 when θ = 0 and PH X1

Y1 when θ = 1. In the
point of view of hyperbolic equations, the color function serves as a parameter akin

to bathymetry, defining extended variables as H = (h,D,θ)T and U = (
u, w1, w2

)T .
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As it was done in §2.2 for classical model of the literature, the unified projected hy-
perbolic model is defined by its hyperbolic operator and its constraint. Note that
the coupling of M projected hyperbolic models can be achieved by considering the
color function as a vector of [0,1]M−1, and proceed similarly.

The coupling of nonlinear hyperbolic models is extensively addressed in the
literature. While specific cases may pose open questions, the coupling of many
models, particularly conservative ones, has well-established solutions. For intricate
cases, the series of articles [7, 8, 9, 10] provides in-depth discussions. Regarding the
relatively simple hyperbolic operators considered in this work, relevant references
include [21, 22].

A straightforward coupling strategy involves constructing a unified hyperbolic
operator as a linear combination of the hyperbolic operators of the two models be-
ing coupled. The advantage of this approach is that if the two models satisfy an
entropy relation with the same energy and different fluxes, the unified hyperbolic
operators will satisfy an entropy relation by linearity. However, this strategy does
not necessarily yield a conservative form (7), and the non-conservative products are
typically unclear. Moreover, numerical schemes for approximating solutions of non-
conservative hyperbolic models tend to be more complex. Several dispersive models
of waves does not satisfy a conservation of energy, such as the Peregrine equations
(PH WN

ST ) or the Yamazaki equations (PH FN
ST ), so unified models derived from them

cannot satisfy it either.
A second coupling strategy, which we will adopt later, was introduced in [22] with

the aim of preserving the conservation of variables when both hyperbolic operators
exhibit this property. This strategy is based on the continuity of fluxes. The cou-
pled projected hyperbolic model is formulated in the conservative form (7) with the
unified conserved variable given by WY1θY0 = θWY1 + (1−θ)WY0 and the unified flux
FY1θY0 = θFY1 + (1−θ)FY0, introducing an additional equation for the evolution for
θ. The evolution of θ is not crucial, as its value in practice is fixed by a source-term
relaxation operator.

In the case of the coupling of the hyperbolic operator defined in (6), it reads

(15)
WADθST =
WADθST (H ,U ) =



w0

w1

w2

w3

w4

w5

=



h
D
θ

hu
ĥw1

ĥw2

 and FADθST (W ) =



w3

0
0

w2
3

w0
+ g

2 w2
0

w2w3 w4
ŵ

w2w3 w5
ŵ


with ĥ = (θh + (1−θ)D) and ŵ = (w2w0 + (1−w2) w1) and the source term SADθST (W ) =(
0,0, θ−θτ , g h∇D,0,0

)T
with θ (t , x, H) is a given function defining where the interface

should be and τ is a relaxation time. In practice, τ is assumed small enough such that
θ can be confused with θ, see §3.1.1.

It is evident that WY1θY0, FY1θY0 tend to WY0 and FY0 when and where θ = 0, and
to WY1 and FY1 when and where θ = 1. Then, we can compute the non-conservative
form of the unified model (1) with the extended variables H and U . The hyperbolic
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operator reads

AADθST =



u 0 0 h 0 0
0 0 0 0 0 0
0 0 0 0 0 0
g −g 0 u 0 0

0 0 hu w1

ĥ
0 θhu

ĥ
0

0 0 hu w2

ĥ
0 0 θhu

ĥ


.

We can easily verify that the matrix AADθST is hyperbolic. More precisely, its eigen-

values are u ±√
g h (for the shallow water variables h and u), 0 D and θ) and θhu

ĥ
(twice for w1 and w2). The change of variables W 7→ (H ,U ) reads

HADθST (W ) =
w0

w1

w2

 and UADθST (W ) =


w3
ŵ
w4
ŵ
w4
ŵ

 if ŵ > 0, else UADθST (W ) = 0.

Note that the hyperbolic operator AADθST does not satisfy the entropy relation (4)
In a similar manner, we introduce the constraint in the entire domain

(16)
LX1θX0

H (V) = θLX1
H (V)+ (1−θ)LX0

H (V)

and 〈V1,V2〉X1θX0
H = θ 〈V1,V2〉X1

H + (1−θ)〈V1,V2〉X0
H .

Note that LX1θX0
H = LX0 and 〈V1,V2〉X1θX0

H = 〈V1,V2〉X0
H when and where θ = 0, and

LX1θX0
H = LX1 and 〈V1,V2〉X1θX0

H = 〈V1,V2〉X1
H when and where θ = 1.

Finally the coupling of two projected hyperbolic models PH X0
Y0 and the model

PH X1
Y1 is realized by the unified projected hyperbolic models PH X1θX0

Y1θY0
defined using

the hyperbolic operator AY1θY0, the constraint LX1θX0
H and the inner product 〈V1,V2〉X1θX0

H .

2.3.2 Application to fully non-linear and weakly non-linear unified model

The coupling (PH FNθWN

ADθST
) between a fully non-linear model (PH FN

AD ) and a weakly

non-linear model (PH WN
ST ) is realized with the help of the constraint defined by (16),

which in the present case becomes LFNθWN
H (V) = L

[
ĥ
]

(V) and the inner product 〈V1,V2〉FNθWN
H =

P
[
ĥ
](

V1,V2
)

as defined in (10). We remember that ĥ = θh+(1−θ)D . The orthogonal

set
(
AFNθWN

H

)⊥ = Ker
(
R FNθWN

H

)
with R FNθWN

H (V) = R
[
ĥ
]

(V) as defined by (11). Apply-

ing this operator to the equation of the velocity variable U in (1), using the constraint

LFNθWN
H and the hyperbolic operator AADθST, we obtain the unified model

(PH FNθWN

ADθST
)

∂t h + ∇· (hu
) = 0(

1+T [ĥ]
)(
∂t u

) + u ·∇u = −g∇ (h −D)

−
(
Q FNθWN[ĥ,θ]+Q FNθWN

AD [ĥ,θ]
)(

u
)
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with the operators

Q FNθWN[ĥ,θ] (v0) = Q0[ĥ] (θv0 ·∇h∇· v0)+Q1[ĥ]

(
θh

ĥ
|∇ · v0|2

)
Q FNθWN

AD [ĥ,θ] (v0) = −Q0[ĥ]

(
h

ĥ
v0 ·∇

(
θĥ

)∇· v0

)
−Q1[ĥ]

(
θh

ĥ
v0 ·∇ (∇· v0)

)
−Q2[ĥ]

(
h

ĥ
v0 ·∇ (θv0 ·∇D)

)
where Q0[h], Q0[h] and Q2[h] are defined in (14).

The coupling (PH FNθWN
ST ) between the Yamazaki model (PH FN

ST ) and the Peregrine
model (PH WN

ST ) can be realized in a similar way with the hyperbolic operator AST. We
obtain the coupled model

(PH FNθWN
ST )

∂t h + ∇· (hu
) = 0(

1+T [ĥ]
)(
∂t u

) + u ·∇u = −g∇ (h −D)−Q FNθWN[ĥ,θ]
(
u

)
The coupling (PH FNθWN

AD ) between the Green-Naghdi model (PH FN
AD ) and the Boussinesq-

type model (PH WN
AD ) is realized in a similar way using the hyperbolic operator AAD.

We obtain the coupled model

(PH FNθWN
AD )

∂t h + ∇· (hu
) = 0(

1+T [ĥ]
)(
∂t u

) + u ·∇u = −g∇ (h −D)

−
(
Q FNθWN[ĥ,θ]+QAD[ĥ]

)(
u

)
As with the classical weakly non-linear models, the coupled models (PH FNθWN

ADθST
)

(PH FNθWN
ST ) and (PH FNθWN

AD ) do not conserve the energy E in the form defined in (8),
since the inner product of the projection is not defined thanks to the kinetic energy
of the hyperbolic operator and thus the Proposition 1 cannot be applied.

2.3.3 Application to fully non-linear and hydrostatic models

The coupling (PH FNθSW
AD ) between the Green-Naghdi model (PH FN

AD ) and the hydro-
static shallow water model (PH SW) is realized using the constraint defined by (16),

which in the present case becomes LFNθSW
H (V) = Lθ [h] (V) with

(17) Lθ [h] (V) =

v1 +θ
(

h

2
∇· v0 + v0 ·∇D

)
v2 +θ

(
h

2
p

3
∇· v0

)


and the inner product 〈V1,V2〉FNθSW
H = 〈V1,V2〉FN

H = P [h]
(
V1,V2

)
defined in (10). By

performing the same calculations as in §2.2.2, we obtain that the orthogonal set(
AFNθSW

H

)⊥ = Ker
(
R FNθSW

H

)
with R FNθSW

H (V) = Rθ [h] (V) is defined as

(18) Rθ [h] (V) = hv0 +∇
(
θh2

2

(
v1 + v2p

3

))
−θhv1∇D.



13

Finally, if we apply this operator to the equation of the velocity variable U in (1), use

the constraint LFNθSW
H and the hyperbolic operator AAD, we obtain the coupled model

(PH FNθSW
AD )

∂t h + ∇· (hu
) = 0

(1+Tθ[h])
(
∂t u

) + u ·∇u = −g∇ (h −D)

−
(
Q FNθSW[h,θ]+Q FNθSW

AD [h,θ]
)(

u
)

with the operators

(19)

Tθ[h] (v0) = − 1

h
∇

(
θ2h3

3
∇· v0

)
− 1

h
∇

(
θ2h2

2
∇D · v0

)
+θ

2h

2
∇D∇· v0 +θ2∇D ⊗∇Dv0

Q FNθSW[h,θ] (v0) = Q0[h]
(
θ2v0 ·∇h∇· v0

)+Q1[h]
(
θ2 |∇ · v0|2

)
Q FNθSW

AD [h,θ] (v0) = −Q0[h] (θv0 ·∇ (θh)∇· v0)−Q1[h]
(
θ2v0 ·∇ (∇· v0)

)
−Q2[h] (θv0 ·∇ (θv0 ·∇D))

where Q0[h], Q0[h] and Q2[h] are defined in (14).

The coupling (PH FNθSW
ST ) between a Yamazaki model (PH FN

ST ) and the hydrostatic
shallow water model (PH SW) is realized in a similar way using the hyperbolic opera-
tor AST. We obtain the coupled model

(PH FNθSW
ST )

∂t h + ∇· (hu
) = 0

(1+Tθ[h])
(
∂t u

) + u ·∇u = −g∇ (h −D)−Q FNθSW[h,θ]
(
u

)
Corollary 2. Since the inner product used for the projection uses the measure of the
kinetic energy, i.e. 〈U,Φ〉FN

H = ∫
Rd ν (H)U ·U dx, using Proposition 1, we conclude that

the models (PH FNθSW
AD ) and (PH FNθSW

ST ) conserve the energy E defined in (8). More pre-
cisely, it can be shown that the local energy balance (5) hold with XX ∈ {AD, ST} and

G =G FNθSW
XX applies to PH WNθSW

XX , which is

G FNθSW
XX (H ,U ) =GXX (H ,U )+θh2u

2

(
ψ1 + ψ2p

3

)
.

2.3.4 Application to weakly non-linear and hydrostatic models

The coupling (PH WNθSW
ST ) between the Peregrine model (PH WN

ST ) and the hydrostatic
shallow water model (PH SW) is realized using the constraint defined by (16), which

in the present case becomes LFNθSW
H (V) = Lθ [D] (V), defined in (17) and the inner

product 〈V1,V2〉WNθSW
H = 〈V1,V2〉WN

H = P [D]
(
V1,V2

)
, defined in (10). The orthogonal

set
(
AWNθSW

H

)⊥ = Ker
(
R WNθSW

H

)
with R WNθSW

H (V) = Rθ [D] (V), defined by (18). Applying

this operator to the equation of the velocity variable U in (1), using the constraint

LWNθSW
H and the hyperbolic operator AST, we obtain the coupled model

(PH WNθSW
ST )

∂t h + ∇· (hu
) = 0

(1+Tθ[D])
(
∂t u

) + u ·∇u = −g∇ (h −D)
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with the operator Tθ[D] defined in (19).

The coupling (PH WNθSW
AD ) between a Boussinesq-type model (PH WN

AD ) and the hy-
drostatic shallow water model (PH SW) is realized in a similar way with the hyperbolic
operator AAD. We obtain the coupled model

(PH WNθSW
AD )

∂t h + ∇· (hu
) = 0

(1+Tθ[D])
(
∂t u

) + u ·∇u = −g∇ (h −D)−Q FNθSW
AD [D,θ]

(
u

)
with the operators defined in (19).

As with the classical weakly nonlinear models, the coupled models (PH WNθSW
ST )

and (PH WNθSW
AD ) do not conserve the energy E as defined in (8), since the inner prod-

uct of the projection is not defined thanks to the kinetic energy of the hyperbolic
operator and therefore the Proposition 1 cannot be applied.

3 Discrete framework

The current section is devoted to the numerical resolution of a general projected
hyperbolic model. This resolution is based on a splitting between the hyperbolic
operator and the dispersive source term. This splitting is often used for the numer-
ical resolution of dispersive models, see [1, 13, 15, 16, 31, 35, 38, 42]. In the current
work, we follow the numerical strategy proposed in [40] because it is based on the
projection relation (3) that we used for the coupling, also because it ensures entropy
stability at the discrete level, i.e. a discrete counterpart of (5) and stability for a family
of boundary conditions see [39]. Note that the projection relation is not essential for

the numerical resolution of the (1) model, not even for the unified models PH X1θX0
Y1θY0

.
The strategies mentioned above can probably be used.

3.1 Overview of the numerical scheme

We consider a tessellation T of the horizontal domain Ω⊂Rd consisting of Card(T)
star-shaped control volumes, see Figure 1. We denote by k ∈ Ta control volume on
the tessellation, by Fk the set of its faces and by mk its surface area. In addition, for a
face f , its length is denoted by m f and the neighbor of k by f is denoted by k f , e.g.

k∪k f = f . The unit normal to f outwards to k is denoted by n
k f

k . We consider a finite
volume scheme, so that the numerical unknownsφn

k forφ ∈ {
h,u, w1, w2,Ψ

}
and the

vectorial notations H , U and W are the averaged values in the control volume k at
time t n of the physical unknowns φ.

The first parts of the section are devoted to the description of a numerical scheme
for a general projected hyperbolic model. §3.1.1 describes a Godunov-type scheme
for the hyperbolic operator, while §3.1.2 describes the correction step that uses the
projection relation (3). Note that the hyperbolic operator can be discretized with
any kind of method, in particular explicit schemes are not required. This strategy
was already used in [40] for the Green-Naghdi equations. We describe the projec-
tion scheme for the coupling of dispersive models in §3.2 and for the coupling with
the shallow water equations in §3.3.
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3.1.1 Hyperbolic step

The first step of the numerical scheme is the resolution of the hyperbolic operator.
In order to use the most classical hyperbolic schemes, we assume in this paper that
the hyperbolic operator can be written under the conservative form (7). We propose
to use an explicit conservative Godunov-type scheme, i.e. we set

(20) W n∗
k =W n

k − δn
t

mk

∑
f ∈Fk

F n
f ·nk f

k m f −δn
t S n

k

where t n = t n−1 +δn
t , F n

f is a numerical approximation of the flux FYY (W ) at time

t n and through the face f and S n
k is a numerical approximation of the source term

SYY (W ) at time t n and on the control volume k. In practice, the real unknowns of
this step are the unknowns of the shallow water plus the two tracers h,u, w1, w2,
since the fluxes of the depth D and the color θ vanish.

Several strategies for computing the numerical flux F n
f and the source term S n

k
of the shallow water equations are described in the literature, see [6, 20, 34, 43]. The
Godunov-type schemes are stable under a CFL condition of the form

(21) λ
(
W n

k ;W n
k f

)
δn

t ≤ min
(
δk ,δk f

)
with δk the compactness of k f , i.e. δk = mk

2 if d = 1 and δk = mk∑
f ∈Fk

m f
if d = 2.

λ (WL ;WR ) is an upper limit of the wave speed, depending on the numerical flux F

used, see [6]. In practice, we use an HLL scheme in this work to compute the wa-

ter depth hn
k and the horizontal velocity normal to the face un

k ·nk f

k and an upwind

scheme (using the mass flux) for the horizontal velocity parallel to the face un
k ·

(
n

k f

k

)⊥
and the tracers w1 and w2. The bathymetry source term is treated with the hydro-
static reconstruction [3]. The relaxation time of the color θ is also assumed to be
small enough so that it can be approximated by the given function at each time step,
i.e.

θn
k = θ (

t n , xk , H n
k

)
.

At the end of this step, we compute the potential variables H n+1
k = HYY

(
W n+1

k

)
and the velocity variable U n+1

k = UYY

(
W n+1

k

)
from the conservative variable W n+1

k .
For a variable φ that is discretized on the tessellation, we find that φ⋆ = (

φk
)

k∈T and
the product term to term means u⋆φ⋆ = (

ukφk
)

k∈T.

3.1.2 Projection step

Since the dispersive source term for the potential variable disappears, we first set
H n+1
⋆ = H n∗

⋆ . As a continuous description, the numerical scheme then only re-
quires the discretization LH⋆ (V⋆) of the contraint LH (U ) and 〈V1

⋆,V2
⋆〉H⋆

of the in-

ner product 〈V1,V2〉H respectively. From this, we calculate the discrete counter-
part Ψ⋆ of the dispersion source termΨ, which ensures orthogonality with every
element that fulfills the contraint. The boundary conditions act at this level. As-
suming that the orthogonal relation continues to hold on a bounded domain, a
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condition appears at the boundary of the domain, see [39] for the Green-Naghdi
model. In the present work, we will not consider the boundary condition for the
sake of simplicity and consider, for example, a periodic spatial domain. Then for
any U⋆ ∈AH⋆ = {

U⋆ | LH⋆ (U⋆) = 0
}

we determine AH⋆ , so that for any Φ⋆ ∈A⊥
H⋆

we
have

(22) 〈U⋆,Φ⋆〉H⋆
= 0

which leads to the relation RH⋆ (Φ⋆) = 0. Finally, the projection step consists of de-
composing the discrete functions U⋆ into the subspaceAH n+1

⋆
and

A⊥
H n+1
⋆

which leads to the solution of the linear system with the unknowns U n+1
⋆ and

Ψn+1
⋆

(23)

U n+1
⋆ =U n∗

⋆ −δn
t Ψ

n+1
⋆

LH n+1
⋆

(
U n+1
⋆

) = 0

RH n+1
⋆

(
Ψn+1
⋆

) = 0.

To highlight a stability result that generalizes the stability results [40, Proposition 4
and 7], we introduce the discrete linear space L2

H⋆
:= {

V⋆ | 〈V⋆,V⋆〉H⋆
<∞}

.

Proposition 2. Assume that the hyperbolic scheme (20) is entropy-satisfying, i.e.∑
k∈T

E
(
H n∗

k ,U n∗
k

)
mk ≤ ∑

k∈T
E

(
H n

k ,U n
k

)
mk

and the discrete inner product is defined by

〈V1
⋆,V2

⋆〉H⋆
=∑

k
ν (Hk )V1

k ·V2
kmk

where ν (H) is associated to the kinetic energy. Then for any initial data with finit en-
ergy, i.e.

∑
k∈TE

(
H 0

k ,U 0
k

)
mk <∞, the linear system (23) is well-posed and the global

scheme is entropy-satisfying, i.e.∑
k∈T

E
(
H n+1

k ,U n+1
k

)
mk ≤ ∑

k∈T
E

(
H n

k ,U n
k

)
mk .

Proof. Thank to the orthogonality relation (22), we have L2
H⋆

= AH⋆ ⊕A⊥
H⋆

, so that

the linear system (23) is well posed for any U n∗
⋆ ∈ L2

H⋆
.

Also using the Pythagorean theorem, we have

〈U n∗
⋆ ,U n∗

⋆ 〉H n+1
⋆

= 〈U n+1
⋆ ,U n+1

⋆ 〉H n+1
⋆

+ ∣∣δn
t

∣∣2 〈Ψn+1
⋆ ,Ψn+1

⋆ 〉H n+1
⋆

hence we conclude that
∑

k K
(
H n+1

k ,U n+1
k

)
mk ≤ ∑

k K
(
H n+1

k ,U n∗
k

)
mk . Since the

potential variable is not affected by the second step of the scheme we have∑
k∈T

E
(
H n+1

k ,U n+1
k

)
mk ≤ ∑

k∈T
E

(
H n∗

k ,U n∗
k

)
mk

and we conclude since the hyperbolic scheme is assumed entropy-satisfying.
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The linear system (23) can be solved by a smaller linear system using the con-
straint LH⋆ and RH⋆ . For example, if we apply RH n+1

⋆
to the first equation of (23),

we get RH n+1
⋆

(
U n+1
⋆

) = RH n+1
⋆

(
U n∗
⋆

)
, then the dispersive source term can be explic-

itly derived byΨn+1
⋆ = U n∗

⋆ −U n+1
⋆

δn
t

. Or vice versa, if we apply LH n+1
⋆

to the first equation

of (23), we get δn
t LH⋆

(
Ψn+1
⋆

)= LH⋆

(
U n∗
⋆

)
then U n+1

⋆ =U n∗
⋆ −δn

t Ψ
n+1
⋆ . In practice, the

system can be reduced even further to a linear system of size min

(
Dim

(
AH n+1

⋆

)
,Dim

(
A⊥

H n+1
⋆

))
see further (25). At the end of this step, we compute the conservative variables
W n+1

k = WYY

(
H n+1

k ,U n+1
k

)
from the variables for the potential H n+1

k and the veloc-

ity U n+1
k . As it is the scheme is globally first order. However, it was shown in [40] that

following the strategy proposed in [24], a high order scheme can be proposed with
only one implicite projection step.

3.2 Application to fully non-linear and weakly non-linear unified
model

In this section, the projection step for the coupling of weakly nonlinear and fully
nonlinear dispersive models is described in detail. We propose to use the simple dis-
cretization of the constraints LFN

H⋆,⋆ (V⋆) = Lc
⋆ [h⋆] (V⋆) and LWN

H⋆,⋆ (V⋆) = Lc
⋆ [D⋆] (V⋆)

so LFNθWN
H⋆,⋆ (V⋆) = Lc

⋆

[
hθ,⋆

]
(V⋆) with hθ,k = θk hk + (1−θk )Dk and

(24) Lc
k [h⋆] (V⋆) =

v1,k +
hk

2
∇c

k · v0,⋆+ v0,k ·∇c
k D⋆

v2,k +
hk

2
p

3
∇c

k · v0,⋆


where the centered approximation is used to discretize the divergence and the gra-
dient, i.e.

∇c
k ·φ⋆ = 1

mk

∑
Fk

φk +φk f

2
·nk f

k m f and ∇c
kφ⋆ = 1

mk

∑
Fk

φk +φk f

2
n

k f

k m f .

We will also use the discrete inner products 〈V1
⋆,V2

⋆〉FN

H⋆
= P c [h⋆]

(
V1
⋆,V2

⋆

)
and 〈V1

⋆,V2
⋆〉WN

H⋆
=

P c [D⋆]
(
V1
⋆,V2

⋆

)
so 〈V1

⋆,V2
⋆〉FNθWN

H⋆
= P c

[
hθ,⋆

](
V1
⋆,V2

⋆

)
with

P c [h⋆]
(
V1
⋆,V2

⋆

)= ∑
k∈T

hk V1
k ·V2

kmk .

Then we determine the orthogonal set
(
AXX

H⋆

)⊥
of AXX

H⋆
=

{
U⋆ | LXX

H⋆,k (U⋆) = 0
}

.

As in the continuous case, the boundary conditions act on this plane and lead to an
additional relation at the boundary that must be satisfied to ensure the projection,
see [39]. In the present work, we assume a periodic boundary for simplification. In
the periodic domain, the following relation applies∑

k∈T
ak ·∇c

k b⋆mk = ∑
k∈T

b⋆∇c
k ·a⋆mk .
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Hence for any U⋆ ∈AXX
H⋆

and any Φ⋆ ∈
(
AXX

H⋆

)⊥
, we have

0 = P c [h⋆] (U⋆,Φ⋆) =
∑

k∈T
hk

(
u0,k ·φ0,k +u1,k ·φ1,k +u2,k ·φ2,k

)
mk

= ∑
k∈T

hk

(
u0,k ·φ0,k −

hk

2

(
φ1,k +

φ2,kp
3

)
∇c

k ·u0,⋆−u0,k ·φ1,k∇c
k D⋆

)
mk

= ∑
k∈T

u0,k ·
(

hkφ0,k +∇c
k

(
h2
⋆

2

(
φ1,⋆+

φ2,⋆p
3

))
−hkφ1,k∇c

k D⋆

)
mk

We conclude that
(
AXX

H⋆

)⊥ = Ker
(
R XX

H⋆,⋆

)
with R FN

H⋆,⋆ = Rc
⋆ [h⋆], R WN

H⋆,⋆ = Rc
⋆ [D⋆] and

R FNθWN
H⋆,⋆ = Rc

⋆

[
hθ,⋆

]
with the discrete counterpart of the operator (11)

Rc
k [h⋆] (V⋆) = hk v0,k +∇c

k

(
h2
⋆

2

(
v1,⋆+

v2,⋆p
3

))
−hk v1,k∇c

k D⋆.

Applying R XX

H n+1
⋆ ,⋆

to the first equations of the projection scheme (23) we obtain

Rc
⋆

[
hn+1
⋆

](
U n+1
⋆

) = Rc
⋆

[
hn+1
⋆

](
U n∗
⋆

)
and using the constraint Lc

⋆ [h⋆]
(
U n+1
⋆

) = 0 the
linear system (23) finally resume to the elliptic equation of the horizontal velocity

(25) αXX
k un+1

k −µXX
k ∇c

k ·un+1
⋆ +∇c

k

(
µXX
⋆ ·un+1

⋆

)−∇c
k

(
κXX
⋆ ∇⋆ ·un+1

⋆

)=βXX
k

with

• αFN
k =αk

[
hn+1
⋆

]
, µFN

k =µk
[
hn+1
⋆

]
, κFN

k = κk
[
hn+1
⋆

]
and βFN

k =βk
[
hn+1
⋆

]
;

• αWN
k =αk

[
Dn+1
⋆

]
, µWN

k =µk
[
Dn+1
⋆

]
, κWN

k = κk
[
Dn+1
⋆

]
and βWN

k =βk
[
Dn+1
⋆

]
;

• αFNθWN
k = αk

[
ĥn+1
⋆

]
, µFNθWN

k = µk
[
ĥn+1
⋆

]
, κFNθWN

k = κk
[
ĥn+1
⋆

]
and βFNθWN

k =
βk

[
ĥn+1
⋆

]
;

with αk [h⋆] = hk +hk∇c
k D⋆⊗∇c

k D⋆ , µk [h⋆] =−|hk |2
2

∇c
k D⋆

κk [h⋆] = |hk |3
3

and βk [h⋆] = Rc [h⋆]
(
U n∗
⋆

)
.

The projection step can be summarized by solving the linear system (25) to compute
un+1
⋆ , then wn+1

1,⋆ and wn+1
2,⋆ are explicitly computed such that Lc

k

[
hn+1
⋆

](
U n+1
⋆

) = 0,
i.e. setting

w1,k =−hk

2
∇c

k ·u⋆−uk ·∇c
k D⋆ and w2,k =− hk

2
p

3
∇c

k ·u⋆.

3.3 Application to weakly dispersive and hydrostatic unified model

In this section, the projection step for the coupling of shallow water equations with
weakly dispersive models is described in detail. We propose the discretization of the
constraints LFN

H⋆,⋆ (V⋆) = Lc
⋆ [h⋆] (V⋆) and LWN

H⋆,⋆ (V⋆) = Lc
⋆ [D⋆] (V⋆) as defined in (24).
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The constraint of the shallow water equations is simply LSW
H⋆,k (V⋆) = (

v1,k , v2,k
)T .

The constraint of the coupling is therefore

(26) LX1θSW
H⋆,k (V⋆) =

v1,k +θ
(

hk

2
∇c

k · v0,⋆+ v0,k ·∇c
k D⋆

)
v2,k +θ

(
hk

2
p

3
∇c

k · v0,⋆

)


with h⋆ = h⋆ if X1 = FN and h⋆ = D⋆ if X1 = WN. Since the shallow water equations
do not depend on the inner product used for the projection, we use the dispersive
model 〈V1

⋆,V2
⋆〉FN

H⋆
or 〈V1

⋆,V2
⋆〉WN

H⋆
everywhere.

Then we determine the orthogonal set
(
AX1θSW

H⋆

)⊥
ofAX1θSW

H⋆
=

{
U⋆ | LX1θSW

H⋆,k (U⋆) = 0
}

.

For any U⋆ ∈AX1θSW
H⋆

and any Φ⋆ ∈
(
AX1θSW

H⋆

)⊥
we have

0 = P c [h⋆] (U⋆,Φ⋆) =
∑

k∈T
hk

(
u0,k ·φ0,k +u1,k ·φ1,k +u2,k ·φ2,k

)
mk

= ∑
k∈T

hk

(
u0,k ·φ0,k −

θk hk

2

(
φ1,k +

φ2,kp
3

)
∇c

k ·u0,⋆−θk u0,k ·φ1,k∇c
k D⋆

)
mk

= ∑
k∈T

u0,k ·
(

hkφ0,k +∇c
k

(
θ⋆h2

⋆

2

(
φ1,⋆+

φ2,⋆p
3

))
−θk hkφ1,k∇c

k D⋆

)
mk

We conclude that
(
AXX

H⋆

)⊥ = Ker
(
R X1θSW

H⋆

)
with

R X1θSW
H⋆,k (V⋆) = hk v0,k +∇c

k

(
θ⋆h2

⋆

2

(
v1,⋆+

v2,⋆p
3

))
−θk hk v1,k∇c

k D⋆.

If we apply R X1θSW
H⋆,⋆ to the first equations of the projection scheme (23), we obtain

R X1θSW
H⋆,⋆

(
U n+1
⋆

) = R X1θSW
H⋆,⋆

(
U n∗
⋆

)
and using the constraint LX1θSW

H⋆,⋆

(
U n+1
⋆

) = 0, the linear
system (23) finally goes into the elliptic equation (25) with the parameters

αX1θSW
k = hn+1

k +θ2
k hn+1

k ∇c
k D⋆⊗∇c

k D⋆ , µX1θSW
k =−θ

2
k

∣∣hn+1
k

∣∣2

2
∇c

k D⋆

κX1θSW
k = θ2

k

∣∣hn+1
k

∣∣3

3
and βX1θSW

k = R X1θSW
H⋆,k

(
U n∗
⋆

)
.

The projection step can be summarized by solving the linear system (25) to compute
un+1
⋆ , then wn+1

1,⋆ and wn+1
2,⋆ are explicitly computed such that Lc

k [h⋆] (U⋆) = 0, i.e.
setting

v1,k =−θ
(

hk

2
∇c

k · v0,⋆+ v0,k ·∇c
k D⋆

)
and v2,k =−θ hk

2
p

3
∇c

k · v0,⋆.

Note that the numerical scheme coupling the Green-Naghdi equations with the

shallow water equations PH FNθSW
AD is entropy-satisfying since it fulfills the assump-

tions of Proposition 2.
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3.4 Some practical remarks on the numerical scheme

We would like to emphasize the following points for the numerical computation:

i) The way it is currently presented, the values for the unknowns D and θ are
computed in the hyperbolic step but remain unchanged. Obviously in prac-
tice, the computations related to these variables are not carried out.

ii) Where the shallow water equations are under consideration, i.e. when θn
k = 0,

the linear system (25) simplifies to un+1
k = un∗

k . Consequently, the solution of
the linear system (25) can be confined to the region where θn

k ̸= 0, resulting in
a reduction of computation time.

iii) An advantage of employing the weakly nonlinear models (PH WN
ST ) or (PH WN

AD ) is
that the matrix of the linear system (25) remains independent of time. Invert-
ing this matrix (or factoring it) is advantageous once at the simulation’s initial-
ization and subsequently apply this inversion to the right-hand side through-
out the simulation. This advantage is less apparent in cases involving coupling

with fully nonlinear models, as seen in (PH FNθWN

ADθST
), (PH FNθWN

AD ), (PH FNθWN
ST ),

(??). When the color function θ remains constant in the part of the domain
where the weakly nonlinear model is applicable, i.e., θk = 0, there is no need
to estimate the coefficients of the matrix of the linear system (25) at each time
step. However, the entire system still needs to be solved at each iteration, akin
to the fully nonlinear models. Despite this, it is still feasible to independently
solve the weakly nonlinear model portion using an iterative block method,
such as the block-Jacobi or block-Gauss-Seidel methods. This strategy proves
to be advantageous, especially in the context of domain decomposition for
large simulations, where the decomposition aligns with the boundaries of the
subdomain where θk = 0.

4 Numerical validation

This section is dedicated to illustrating the coupling strategy proposed in the cur-
rent work through various numerical experiments. We consider a homogeneous 1D
tessellation given by T= [1, N ]∩N, where N is the number of control volumes, and
the spatial step is δx = mk = mΩ

N , with mΩ being the domain size. Throughout all
simulations, the gravity acceleration g is set to 9.81. Also the color function θ re-
mains constant in time, defined as θ(x) = θ0(x). The analysis of time-dependent θ
functions, for example, in the context of breaking waves, will be considered in future
works.

In Section 4.1, we conduct a thorough parameter analysis of the method in a
simple scenario, i.e. a traveling wave on flat bottom passing through the coupling
interface. We illustrate then how to take advantage of the method with two typical
cases, by imposing time-dependent boundary conditions §4.2 and for the propaga-
tion over a discontinuous bottom §4.3.
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Figure 2: §4.1 – Water depth at time t = 40p
gµmΩ

of (PH FNθSW
AD ) with some interface

thicknesses σ = 0, σ = 5 and σ = 10 with the initial condition (27) with µ = 10−2,
ε= 10−1 and δx = 10−3.
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Figure 3: §4.1 – Reflected waves at time t = 40p
gµmΩ

of (PH FNθSW
AD ) withα= 1 andσ= 0,

σ= 5 andσ= 10 with the initial condition (27) withµ= 10−2, ε= 10−1 and δx = 10−3.

4.1 Coupling between dispersive and hydrostatic models

We consider the following test case: a solitary wave propagating over a flat bottom
in a 1D domain with a length of mΩ = 100. The solitary wave (of the Green-Naghdi
equations (PH FN

AD )) is initially centered at χ0 = 40 and travels to the right, i.e.

(27)
h0 (x) = µmΩ

(
1+ε

(
sech

(√
0.75ε

1+ε
x −χ0

µmΩ

))2)
and u0 (x) =

(
1− µmΩ

h0 (x)

)√
gµmΩ (1+ε)

where µ is the shallowness parameter and ε the nonlinearity parameter. The bottom
depth D =µmΩ since the bottom is flat. The color function θ is defined by

θ (x) =


1 , for x ≤ 60
1− ( x−60

σ

)α
, for 60 ≤ x ≤ 60+σ

0 , for 60+σ≤ x
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Figure 4: §4.1 – Reflected waves at time t = 40p
gµmΩ

of (PH FNθSW
AD ) with σ = 10 and

α ∈ [1,5] with the initial condition (27) with µ= 10−2, ε= 10−1 and δx = 10−3.

where σ is the thickness of the interface and α control the regularity at x = 60. If
σ = 0, the interface is sharpe such that θ = 1 for x < 60 and θ = 0 for x > 60 for any
α. The boundary condition are define as wall at both sides, i.e. u (t ,0) = u (t ,mΩ) = 0.

The discrete initial conditions are defined as follows: h0
k = h0

((
k −1/2

)
δx

)
, u0

k =
u0 ((

k −1/2
)
δx

)
and θk = θ

((
k −1/2

)
δx

)
, where δx is the spatial step. The additional

velocity variables, w0
1,k and w0

2,k , are determined such that LH 0

(
U 0

) = 0. To en-
force the discrete wall boundary conditions, a mirror flow approach is employed,
i.e. we set hn

0 = hn
1 , un

0 = −un
1 , un

−1 = −un
2 , wn

i ,0 = wn
i ,1; hn

N+1 = hn
N , un

N+1 = −un
N ,

un
N+2 =−un

N−1, and wn
i ,N+1 = wn

i ,N .

Let’s discuss the results obtained through the coupling of the weakly dispersive
model with the shallow water equations. In Figure 2, the water depth obtained with

the fully nonlinear weakly dispersive model (PH FNθSW
AD ) is plotted at time t = 40p

gµmΩ

with δx = 10−3, µ= 10−2, ε= 10−1, and various interface thickness values σ= 0, σ=
5, and σ = 10 with α = 1. For comparison, the results obtained with the uncoupled
Green-Naghdi equations (PH FN

AD ) using the same projection scheme and the shallow
water equations (PH SW) are also plotted. Observations indicate that the wave of
the coupled model falls between the waves obtained with the uncoupled models
(PH FN

AD ) and (PH SW). Additionally, it’s noteworthy that the amplitude of the wave in
the coupled model is slightly smaller than the waves of the uncoupled models, even
though the shallow water equations have not yet developed shocks. This reduction
in amplitude is attributed to the reflection of a portion of the wave at the interface.

In Figure Figure 3, the difference between the water depth obtained with the

coupled model (PH FNθSW
AD ) and the uncoupled Green-Naghdi equations (PH FN

AD ) is
plotted at time t = 40p

gµmΩ
with δx = 10−3, µ = 10−2, ε = 10−1, and various interface

thickness values σ = 0, σ = 5, and σ = 10 with α = 1. As anticipated, the amplitude
of the reflected waves diminishes with increasing interface thickness. The reflected
waves originate at the boundary of the dispersive model, x = 60, and subsequently
propagate to the left. In Figure 4, the same simulations are conducted with σ = 10
and varying values of α from 1 to 5. The results demonstrate that the solutions are
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Figure 5: §4.1 – Amplitude of the reflected waves of the models (PH FNθSW
AD ) (first line),

(PH FNθSW
ST ) (second line), (PH WNθSW

ST ) (third line) and (PH WNθSW
AD ) (fourth line) with

α= 1 as function of the parameters δx (left column), µ (center column) and ε (right
column).

smoother at x = 60, even if the reflected waves have the same amplitude. Optimal
results appear to be achieved for α = 2, where θ is regular at x = 60 but without to
large variations in the interface.

In this section, we aim to provide a detailed characterization of the amplitude
of the reflected waves. Figure 5 (first line) illustrates the normalized amplitude of

the reflected waves generated by the model (PH FNθSW
AD ). The plots showcase the de-

pendence on the space step δx (left column), the shallowness parameter µ (cen-
tered column), and the nonlinearity parameter ε (right column). The investigation
spans various values of the thickness parameter σ ranging from 0 to 10, with α= 1.
Notably, all parameters, except those explicitly under study, are set to fixed values:
δx = 10−3, µ= 10−2, and ε= 10−1. The amplitude of the reflected waves is quantified

as the difference between the outcomes of the coupled model (PH FNθSW
AD ) and the un-
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coupled models (PH FN
AD ) in the region of the domain where θ = 1. This quantification

is precisely defined by the norm∥∥∥hX0θSW
YY −hX0

YY

∥∥∥
L∞
θ=1

= max
1≤Nout≤100

max
1≤k≤

⌊
60
δx

⌋
((

hX0θSW
YY

)Nout

k
− (

hX0
YY

)Nout

k

)

with Nout is the number of the output such that the solution at iteration Nout is an
approximation of the solution at time t = 0.4Noutp

gµmΩ
. The water depth hYY

XX corresponds

to the water depth obtained using the numerical scheme for the model PH YY
XX . For

clarity, the reflected waves have been normalized by the amplitude of the initial con-
dition εµmΩ.

From the left picture of Figure 5, it becomes apparent that the amplitude of the
reflected waves converges as δx goes to zero, aligning with the expectation that the

numerical scheme for the coupled model (PH FNθSW
AD ) is entropy-satisfying. This ob-

servation leads us to conclude that the observed wave is not a numerical artifact but
rather an inherent property of the coupled model (PH FNθSW

AD ), where the color func-
tion θ undergoes variations. This behavior can be rationalized by the dynamic na-

ture of the wave celerity in (PH FNθSW
AD ), which changes spatially with the color func-

tion θ. As the interface thickness σ increases, the color function θ becomes more
regular, resulting in a reduction of the amplitude of the reflection waves. However,
it’s worth noting that the decay of the reflection waves is not particularly rapid, and
in practical terms, it remains unclear if increasing the interface thickness is a feasi-
ble solution to mitigate this effect. Nevertheless, the amplitude of the reflected wave
remains below 1% of the initial wave, even at stiff interfaces.

The center and right pictures of Figure 5 illustrate the dependency of the re-
flected waves on the physical parameters µ and ε. It is evident that the normalized
amplitude of the reflected waves predominantly decreases with both physical pa-
rameters, regardless of the interface thickness σ. Specifically, for sufficiently large
interface thickness, it appears that the amplitude of the reflected waves can be ex-
pressed as ∥∥∥hFNθWN

AD −hFN
AD

∥∥∥
L∞
θ=1

≈O
(
ε

3
2µ2

)
.

In conclusion, we find that the coupling does not introduce an error greater than the
modeling error inherent in the shallow water equations, which is of the order µ.

The same results are obtained for the models (PH FNθSW
ST ), (PH WNθSW

ST ) and (PH WNθSW
AD )

as shown respectively on Figure 5 second line, third line and fourth line.

4.2 Application to boundary conditions

In this section, we illustrate how to take advantage of the coupling strategy to
impose a temporal signal as a boundary condition. To achieve this, we consider a
1D domain with mΩ = 100, initially at rest with h0 = 1 and u0 = 0, and study the
propagation of a plane wave given by

(28)
h̃ (t , x) = 1+εcos(ωt −kx)
ũ (t , x) = ε

p
g cos(ωt −kx)
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Figure 6: §4.2 – Water depth at time t = 30 (first line) and t = 100 (second line) ob-

tained with (PH SW), (PH FN
AD ) and (PH FNθSW

AD ) with ε= 10−2.

withω representing the frequency and k denoting the wave number. Due to the non-
linearity, the waves (28) are not solutions of the models. Additionally, owing to the
dispersion relation of the models, the frequency and wave number are interrelated.
For all the models considered above, the dispersion relation is expressed as

(29) ω (k) = g k

1+ |kD|2
3

except for the shallow water equations (PH SW) where ω (k) = g k. To impose the
signal at the boundaries, we employ different methods depending on the models:

• For the shallow water equations (PH SW), we enforce the water depth at the left
boundary of the domain, h (t ,0) = h̃ (t ,0). At the discrete level, this is achieved
by setting hn

0 = h̃ (t n ,0), and the velocity is computed to preserve the outward

Riemann invariant: un
0 = un

1 +2
(√

g hn
0 −

√
g hn

1

)
see [20]. To maintain the con-

straint LSW
H (U ) at the boundaries, we set wn i ,0 = 0. For the right boundary, a

transparent (free) boundary condition can be imposed by considering homo-
geneous Neumann boundary conditions for all the unknowns. At the discrete
level, this involves setting hn

N+1 = hn
N , un

N+1 = un
N , and wn

i ,N+1 = wn
i ,N .

• For the dispersive models (PH FN
AD ), (PH FN

ST ), (PH WN
ST ), or (PH WN

AD ), we enforce
the discharge and the hydrodynamic pressure at the left boundary of the do-
main as proposed in [39, §5.2]. This strategy involves fixing the discharge at
the boundary, the hydrodynamic pressure, and the vertical velocities. In this
document, the hydrodynamic pressure at the boundary is neglected, and the
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Figure 7: §4.2 – Water depth at time t = 30 (first line) and t = 100 (second line) ob-

tained with (PH SW), (PH FN
AD ) and (PH FNθSW

AD ) with ε= 10−1.

vertical velocity wn
1 is computed using the constraint LXX

H (U ) of the model. For
the right boundary, we use the transparent boundary condition as proposed
in [39, §5.1.2].

• One application of the coupled models (PH FNθSW
AD ), (PH FNθSW

ST ), (PH WNθSW
ST ) or

(PH WNθSW
AD ) is to impose boundary conditions similar to those for the shallow

water equations (PH SW) by setting θ = 0 close to the boundaries. In prac-
tice, we set θk = 0 only for the two control volumes closest to each bound,
i.e., k ∈ {1,2, N −1, N }, and θk = 1 in the rest of the domain. The thickness
of the shallow water domain corresponds to the stencil of the linear system
(25). It is noteworthy that certain boundary conditions of the dispersive mod-
els cannot be specified using this technique, especially those involving non-
vanishing hydrodynamic pressure at the boundary. However, for many prac-
tical cases, specifying time series of water depths at the boundaries suffices,
and this aligns with the current scenario.

The results of simulations have been plotted in Figure 6 with δx = 10−2, the wave
number k = 10−1, the frequency ω computed with (29) (even for (PH SW)), and ε =
10−2. On the first line, we display the results at time 30, before the wave reaches the

right boundary. It is observed that the results obtained with (PH FN
AD ) and (PH FNθSW

AD )
are nearly identical, validating the boundary condition on the right. The main ad-
vantage of imposing the boundary condition with the coupled model lies in its sim-
plicity. On the second line, the results at time 100 are plotted, after several periods
have left the domain. Due to a small wave reflected at the right boundary, the results
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Figure 8: §4.3 – Water depth obtained with (PH SW) (red lines), (PH FN
AD ) (green lines)

and (PH FNθSW
AD ) (bleu lines) with b = 10−1.
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Figure 9: §4.3 – Water depth obtained with (PH SW) (red lines) and (PH FNθSW
AD ) (bleu

lines) with b = 9 ·10−1 at time t=10 (dashed lines) and t=20 (solid lines).

of (PH FN
AD ) are shifted, and the mean water depth is not correct, as it is not fixed by

the left boundary condition. A better transparent boundary condition for the Green-
Naghdi equations could potentially correct this drawback (see [25]). With the cou-

pled model (PH FNθSW
AD ), the reflection at the right boundary almost disappears, and

the mean water depth is fixed at the left boundary condition regardless. Higher non
linear waves can be simulated as well, as shown in Figure 7, where the simulations
were plotted with the same parameters except for ε, which was set to 10−1. Similar

results were observed with the other models (PH FNθSW
ST ), (PH WNθSW

ST ), or (PH WNθSW
AD ).

4.3 Application to discontinuous bathymetry

In this section, we illustrate how to take advantage of the coupling strategy to
simulate the propagation of a wave over a discontinuous bottom. As indicated in
[30], dispersive models are only well-posed with a bottom that is slightly more reg-
ular than Lipschitz, i.e. W 1+s,∞ with s > 0. In our framework, this limitation can
be understood by the fact that with a non-Lipschitz bottom, the constraint L [h] (V)
defined by (10) does not define a linear subspace. However, this is not the case for
the constraint Lsw (V) defined in (9). It is noteworthy that the shallow water model
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is not clearly derived over a discontinuous bottom [18]; it is not well-posed due to
non-conservative product [6], and its numerical approximation can lead to differ-
ent results using different schemes [2]. Nevertheless, many numerical schemes for
the shallow water model are stable and used for practical applications. The objec-
tive of this section is to propose a stable numerical strategy to perform numerical
simulations of dispersive models over a discontinuous bottom.

Let us consider in a 1D domain with mΩ = 100 with wall boundary conditions
and initially a solitary wave given by (27) with χ0 = 20, µ= 10−2 and ε= 10−1 travel-
ing over a non-flat bottom given by

(30) D (x) =−1+10−1 sin

(
2πx

100

)
+b1[50:100]

with b the amplitude of the discontinuity of bottom. To conduct the simulation with

the coupled model (PH FNθSW
AD ), we set θ = 1−1[50−2δx :50+2δx ]. This ensures that the

thickness of the domain where θ = 0 is minimized, yet sufficient for the projection
step not to encounter the discontinuity of the bottom.

In Figure 8, we show the results obtained with (PH SW) (red lines), (PH FN
AD ) (green

lines) and (PH FNθSW
AD ) (bleu lines) with a small discontinuity b = 10−1. After time

t = 4, the results of (PH FNθSW
AD ) become significantly not relevant. A discontinuity

of the velocity is observed at the discontinuity of the bottom, positive at the left of
the discontinuity and negative at the right. This leads to the formation of a hole
in the water that grown in time until time t = 8 where the water depth vanishes.
Note that the simulation of (PH FN

AD ) with the scheme described in §3 can simulate
the propagation of waves over continuous bottom without any problem as shown

in [40]. The results obtained with (PH SW) and (PH FNθSW
AD ) do not seem inconsistent

over the discontinuity. For larger discontinuities of the bottom, we observed that the
wave above the discontinuity of the bottom become discontinuous for both (PH SW)

and (PH FNθSW
AD ), see Figure 9 for b = 9 ·10−1. Although probably unphysical, this dis-

continuity does not interfere with the simulation and the transmitted and reflected
waves seem consistent with what we expect. Obviously, the relevance of the numer-
ical results required more comparisons with finer model like 3D Navier-Stokes or
observations.

In Figure 8, we present the results obtained with (PH SW) (red lines), (PH FN
AD ) (green

lines), and (PH FNθSW
AD ) (blue lines) over a small discontinuity b = 10−1. Beyond time

t = 4, the results of the uncouple model (PH FN
AD ) become significantly less relevant.

A discontinuity in velocity is observed at the bottom’s discontinuity, positive to the
left and negative to the right. This leads to the formation of a hole in the water,
growing over time until it vanishes at t = 8 where the water depth becomes zero. It
is noteworthy that the simulation of (PH FN

AD ) with the scheme described in §3 can
successfully simulate wave propagation over continuous bottoms, as shown in [40].

The results obtained with (PH SW) and (PH FNθSW
AD ) do not appear inconsistent over the

discontinuity. For larger bottom discontinuity, we observed that the wave becomes

discontinuous for both (PH SW) and (PH FNθSW
AD ), as seen in Figure 9 for b = 9 · 10−1.

Although potentially unphysical, this discontinuity does not disrupt the simulation,
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and the transmitted and reflected waves seem consistent with expectations. It is es-
sential to acknowledge that the relevance of numerical results requires further com-
parison with more refined models, such as 3D Navier-Stokes, or validation through
experimental data.

5 Conclusion

In this work, we provide a general overview of the projected hyperbolic models, en-
compassing several existing dispersive models from the literature. This generaliza-
tion allows us to extend previous results, including the study of boundary condi-
tions [39] and the development of entropy-satisfying numerical schemes [40], to all
models respecting this structure. Additionally, the general framework facilitates the
formulation of continuous and discrete couplings of dispersive models while pre-
serving essential properties like energy conservation. We illustrate the usefulness
of the method through two applications known to present challenges for dispersive
models, namely the imposition of a time signal as a boundary condition, and wave
propagation over a discontinuous bottom.

The focus of this work was primarily on classical weakly dispersive models, ei-
ther coupled together or with a shallow water model. A natural extension of this
work would involve high-order dispersive models [36, 37]. Specifically, coupling
weakly dispersive models with high-order dispersive models could be explored to
optimize computation time by restricting the use of high-order models to regions
where they are most needed. Another intriguing extension could involve investigat-
ing time-dependent θ functions, such as those used for modeling breaking waves,
utilizing breaking criteria [26] or automatically defining subdomains where specific
models should be applied.
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