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ABSTRACT

Several tasks in artificial intelligence require the ability to find models about knowl-
edge dynamics. They include belief revision, fusion and belief merging, and abduc-
tion. In this paper we exploit the algebraic framework of mathematical morphology
in the context of propositional logic, and define operations such as dilation or erosion
of a set of formulas. We derive concrete operators, based on a semantic approach,
that have an intuitive interpretation and that are formally well behaved, to perform
revision, fusion and abduction. Computation and tractability are addressed, and
simple examples illustrate the main results.
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Mathematical Morphology, Morphologic, Knowledge Representation, Knowledge
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1. Introduction

Several tasks in artificial intelligence require to be able to find models about knowledge
dynamics. In particular, how do beliefs change in the light of a new observation, how
can we extract a coherent source of information from many sources of information
(eventually contradictory), and how can a given observation be explained? All these
questions fall more precisely under the following topics: belief revision, belief merging
or fusion, and abduction, respectively.

Such tasks have been formalized and axiomatized in various logics. It is out of the
scope of this paper to review the huge amount of work done in this direction, and we
will rely on existing postulates, now rather widely accepted, such as AGM postulates
for revision [37], integrity constraints postulates for merging and fusion [40, 41, 42],
rationality postulates for abduction and explanatory relations [50, 51].

Here propositional logic is considered, and propositional formulas are used to encode
either pieces of knowledge (which may be generic, for instance integrity constraints, or
factual such as observations), or subjective items such as beliefs or preferences. Such
formulas are then used for complex reasoning or decision making tasks.



In this paper, we propose to build tools for modeling knowledge dynamics based on
mathematical morphology operators applied to propositional formulas. Mathematical
morphology is originally based on set theory. It was introduced in 1964 by Matheron
[47, 48], in order to study porous media. But this theory evolved rapidly to a general
theory of shape and its transformations, and was applied in particular in image pro-
cessing and pattern recognition [61]. Additionally to its set-theoretical foundations,
it also relies on topology on sets, on random sets, on topological algebra, on integral
geometry, on lattice theory. In particular, the general algebraic framework of lattices
allows developing mathematical morphology in various domains of information pro-
cessing, beyond sets and functions, such as fuzzy sets, logics, graphs, hypergraphs,
formal concept analysis, etc. [9, 11, 12, 14, 58].

This paper aims to develop mathematical morphology in propositional logics, called
morphologic, and to show that it can capture many tasks or operators in revision, fu-
sion and abduction, some of which are already known in the literature, some others are
new. The ambition of our paper is, before all, to show the generality of our framework
and its ability to connect automated reasoning or decision tasks and to see them under
a generic umbrella.

We will make use of two important operations, dilations and erosions. Intuitively,
when applied to a set, the effect of dilation is to expand the set while the effect of
erosion is to shrink the set.

The following ideas explain intuitively why morphologic is an adequate tool for
knowledge dynamics:

o Belief revision: let ¢ and 1 be two propositional formulas. The models of the
revision ¢ o1 of ¢ by ¢ are the models of ¥ which are closest (with respect
to a given proximity notion) to a model of . Intuitively, using the language
of morphologic, it means that ¢ has to be dilated enough to become consistent
with 1.

e Belief merging: finding the best compromise between a finite set of formulas 1,
... pp, amounts to selecting the models that minimize the aggregation (using some
given operator) of the distances to each of the ;. This amounts intuitively to
dilating simultaneously all the ¢; until they constitute a consistent set.

o Abductive reasoning: preferred explanations of a formula are defined based on a
set of axioms, several of which being close to properties of morphological opera-
tors, in particular erosion.

An important noticeable aspect is that the framework of morphologic gives us not
only natural and general notions to deal with many tasks of knowledge dynamics,
but this approach is also well behaved. Actually, the operators and relations obtained
via the morphological tools enjoy good rationality properties. Moreover, last but not
least, under certain assumptions there are interesting ways of computing some of our
proposed operators.

The main contribution of this work is to propose such models in the framework
of morphologic, based on a semantic approach. One interesting aspect is that the
proposed operators include some of the existing ones, and also new ones. For each of
them, the properties will be analyzed and discussed. Finally, the outcome is a toolbox
of operational methods, among which a user can choose according to the required
properties.

We have to make it clear, however, that our primary goal is not to develop brand
new methods for revision, merging or abduction (even if we do, in Section 6, propose
new operators). Neither it is to design specific algorithms for each of these types of



reasoning or decision tasks that would perform better than existing algorithms. The
originality of our approach is its generality: we develop notions and tools that can be
applied to a variety of tasks; we focus on revision, merging, and abduction mainly to
demonstrate that it can be successfully applied to various tasks, but it can be more
generally applied to other subdomains of AI where distances play a major role (e.g.
spatial reasoning [1, 4, 8, 10]).

This paper is organized as follows: Section 2 is devoted to the presentation of con-
cepts in mathematical morphology and to introduce logical morphology (morphologic).
Section 3 shows the general techniques of computation of the operators when the met-
ric over the space of valuations is given by the Hamming distance. Section 4 is devoted
to showing how well-known revision operators can be interpreted in the framework
of morphologic. Section 5 proposes a similar analysis in the framework of fusion. It
shows how belief merging operators can be interpreted in the framework of morpho-
logic. Section 6 is devoted to abduction (explanatory relations) built on morphological
operations aiming to capture the notion of the most central part. Based on a com-
mon notion of pre-order relation on models, derived from morphological operators,
Section 6.3 presents a unified framework for revision and abduction. In Section 7 we
finish with some concluding remarks and perspectives for future work.

2. From mathematical morphology to logical morphology

In this section we recall the main concepts and tools used in mathematical morphology
and their interpretation in mathematical logic. This interpretation is possible via the
identification between a logical formula and a set of interpretations (its models) in the
framework of finite propositional logic.

2.1. Algebraic framework: complete lattices

Mathematical morphology relies on concepts and tools from various branches of math-
ematics: algebra (lattice theory), topology, discrete geometry, integral geometry, ge-
ometrical probability, partial differential equations, etc. [48, 61]; in fact any mathe-
matical theory that deals with shapes, their combinations or their evolution, can be
brought to contribute to morphological theory. When adopting a logics point of view,
the algebraic framework is particularly relevant, and we will concentrate on it in the
sequel.

The basic structure in this framework is a complete lattice (L, <)'. We denote the
supremum by \/, the infimum by A, the smallest element by 07 and the greatest
element by 1;. We have 0, = AL = \/0 and 1, = \/L = A 0. The framework of
complete lattices is fundamental in mathematical morphology, as explained in [35, 59,
58].

All the following definitions and results are detailed in textbooks on mathematical
morphology, such as [34, 49, 62]. We restrict the presentation to operators from (L, <)
into itself.

An algebraic dilation is defined as an operator é on L that commutes with the
supremum, and an algebraic erosion as an operator € that commutes with the infimum,
i.e. for every family (z;);cs of elements of L (finite or not), where [ is an index set, we

1 Although mathematical morphology has also been extended to complete semi-lattices and general posets [38],
based on the notion of adjunction, in this paper we only consider the case of complete lattices.



have:

S\ zi) =\/ (i), (1)

iel icl

e(\zi) = N\ el@). (2)

i€l iel

These are the two main operators, from which a lot of others can be built.

Among the numerous examples of complete lattices, one will be particularly inter-
esting for the extension to logics: (P(E), C), the set of subsets of a set E, endowed
with the set-theoretical inclusion. It is a Boolean lattice (i.e. complemented and dis-
tributive). The smallest and greatest elements are 0, = () and 1, = E, respectively.

Algebraic dilations and erosions in (L, <) satisfy the following properties:

e 0(01) =0p and e(1) = 1p,
e ) and ¢ are increasing with respect to the partial ordering on L,

Another important concept is the one of adjunction. A pair of operators (g, d) defines
an adjunction on (L, <) if:

Y(x,y) € L?, i(z) <yex<e(y). (3)

If a pair of operators (g, §) defines an adjunction, the following important properties
hold:

e §(01) =0p and e(11) = 17,

e 0 is a dilation and ¢ is an erosion (in the algebraic sense expressed by Equations 1
and 2);

e e < Id, where Id denotes the identity mapping on L (i.e. de is anti-extensive);

o [d <e&d (ie. &d is extensive);

e dcde = de and eded = €0, i.e. the composition of a dilation and an erosion are
idempotent operators (d¢ is called a morphological opening and £ a morpholog-
ical closing).

The following representation theorem holds: an increasing operator J is an algebraic
dilation iff there is an operator ¢ such that (¢, §) is an adjunction; the operator ¢ is then
an algebraic erosion and e(z) = \/{y € L, 6(y) < z}. Similarly, an increasing operator
¢ is an algebraic erosion iff there is an operator ¢ such that (e, d) is an adjunction; the
operator ¢ is then an algebraic dilation and 6(x) = A{y € L, e(y) > =}.

Finally, let 4 and € be two increasing operators such that de is anti-extensive and
e is extensive. Then (g,0) is an adjunction.

Further properties and derived operators can be found in seminal works such as [34,
61, 62], or in more recent ones [12, 49].

In this paper, the fact that dilations and erosions are increasing operators that
commute with the supremum and the infimum, respectively, will play an important
role.



2.2. Structuring element and morphological dilations and erosions

Let us now consider the lattice (P(E),C) of the subsets of E. We have §(X) =
Uzexd({z}). If E is a vectorial or metric space (e.g. R™), and if 6 and e are addi-
tionally supposed to be invariant under translation, then it can be proved that there
exists a subset B, called structuring element, such that

S(X)={zcE|B,NnX #0} (4)
and
e(X)={r e F|B; C X}, (5)

where B, denotes the translation of B at point z (i.e. z+B), and B is the symmetrical
set of B with respect to the origin (i.e. y € B, iff x € By). The operators are then called
morphological dilations and erosions. Details on these definitions and their properties
can be found e.g. in [12, 34, 49, 61].

The structuring element B defines a neighborhood that is considered at each point.
This is typically the case in image processing and computer vision, where the under-
lying lattice is built on sets or functions of the spatial domain. It is a subset of F with
fixed shape and size, directly influencing the extent of the morphological operations. It
is generally assumed to be compact, so as to guarantee good properties. In the discrete
case (that will be considered throughout this paper), we assume that it is connected,
according to a discrete connectivity defined on E.

The general principle underlying morphological operators consists in translating the
structuring element at every position in space and checking if this translated struc-
turing element satisfies some relation with the original set (intersection for dilation,
Equation 4, inclusion for erosion, Equation 5) [61].

An example on a binary image is displayed in Figure 1.

Figure 1. (a) Structuring element B (ball of the Euclidean distance). (b) Subset X in the Euclidean plane
(in white). (c) Its dilation dp(X). (d) Its erosion eg(X).

The structuring element can also be seen as a binary relation between points [12],
i.e. y € By iff R(x,y) where R denotes a relation on E x E. Dilation and erosion are

then expressed as follows:

§(X)={r€e E|3Jye X, R(y,x)},

e(X)={reFE|VYyeE Ry =yecX}



These formulas apply for any binary relation R. If and only if R is reflexive (i.e. R(x, z)
for all x), then § is extensive (X C 6(X)) and ¢ is anti-extensive (¢(X) C X). These
properties hold in the case illustrated in Figure 1. The objects in the original image
are then expanded by dilation, to an extent that depends on the shape and the size of
the structuring element, and reduced by erosion. Similar interpretations hold for any
relation R, and these properties will also be important in the remainder of this paper.

2.3. Lattice of formulas and morphologic

The idea of using mathematical morphology in a logical framework was first introduced
in [13, 14]. Let PS be a finite set of propositional symbols, with |PS| = N. The set of
formulas (generated by PS and the usual connectives) is denoted by ®. Well-formed
formulas are denoted by Greek letters ¢, ... The set of all interpretations for ® is
denoted by Q = 275l interpretations are denoted by w, «’..., and [¢] = {w € Q| w
¢} is the set of all models of ¢ (i.e. all interpretations for which ¢ is true).

The underlying idea for constructing morphological operations on logical formulas
is to consider formulas and interpretations from a set-theoretical perspective. Since ®
is isomorphic to 2 up to the syntactic equivalence, i.e., knowing a formula defines
completely the set of its models (and conversely, any set of models corresponds to a
subset of ® built of syntactic equivalent formulas), we can identify ¢ with the set of
its models [¢], and then apply set-theoretic morphological operations. We recall that
o vo] = [el U], [eAv] = [e] N [¥] [¢] € [¥] iff ¢ = ¢, and ¢ is consistent
iff [¢] # 0. Considering the inclusion relation on 2%, (2 C) is a Boolean complete
lattice. Similarly, a lattice (which is isomorphic to 29) is defined on ®—, where &=
denotes the quotient space of ® by the equivalence relation between formulas (with the
equivalence defined as ¢ = v iff [¢] = [¢]). In the following, this is implicitly assumed,
and we simply use the notation ®. Any subset {p;,i € I} of ®, where [ is an index
set, has a supremum \/,.; ¢;, and an infimum A, ; ¢; (corresponding respectively to
union and intersection in 2%). The greatest element is T and the smallest one is |
(corresponding respectively to 2 and ().

Based on this lattice structure, it is straightforward to define a dilation as an opera-
tion that commutes with the supremum and an erosion as an operation that commutes
with the infimum, as in Equations 1 and 2. They naturally inherit all general properties
of the algebraic framework.

2.4. Morphological dilation and erosion of logical formulas

Using the previous equivalences, we propose to define morphological dilation and ero-
sion of a formula with a structuring element as follows, according to the preliminary
work in [13, 14]. The underlying lattice is (®=, |=), or equivalently (2%, C). Since
these two lattices are isomorphic, we will use the same notations for morphological
operations on each of them.

Definition 2.1. A morphological dilation of a formula ¢ with a structuring element
B (B € 29) is defined through its models as:

[68(2)] = dB([¢]) = {w € Q| B, A ¢ consistent}. (6)



Similarly, a morphological erosion is defined as:

[e()] = eB([¥]) ={w e Q| Bu |= #}- (7)

In these equations, the structuring element B represents a relationship between
worlds, i.e. W € B, iff W’ satisfies some relationship with w. The condition in Equa-
tion 6 expresses that the set of worlds in relation to w should be consistent with
. The condition in Equation 7 is stronger and expresses that all worlds in relation
to w should be models of ¢. Note that in this paper we only consider symmetrical
structuring elements.

There are several possible ways to define structuring elements in the context of for-
mulas. We suggest a few ones here. The relationship can be any relationship between
worlds and defines a “neighborhood” of worlds. If it is symmetrical, it leads to sym-
metrical structuring elements. If it is reflexive, it leads to structuring elements such
that w € B,,, which leads to interesting properties, as will be seen later. For instance,
this relationship can be an accessibility relation as in normal modal logics [36] (see [8]
for its use to define modalities as morphological operators).

An interesting way to choose the relationship is to base it on distances between
worlds. This allows defining sequences of increasing structuring elements defined as
the balls of a distance. From any distance d between worlds (d :  x 2 — R™), a
distance from a world to a formula is derived as a distance from a point to a set:
d(w, ) = min,, d(w,w’). Of particular importance is the Hamming distance dg,
where dp(w,w’) is the number of propositional symbols that are instantiated differ-
ently in w and w’. It is the most commonly used distance between worlds (or more
generally members of a combinatorial domain), both in automated reasoning (espe-
cially in belief revision [20], belief update [37], and merging [40]) and in preference
handling (especially in compact preference representation [45] and voting [19]).

By default, we take d to be dyr, and this is the distance we will use in most of the
examples developed in this paper. In this case, the distance takes values in N. The
extension of what follows to distances taking values in RT is straightforward. Note
that all what follows applies for general dilations, not necessarily derived from dg;.

Then dilation and erosion of size n are defined from Equations 6 and 7 by using the
distance balls of radius n as structuring elements (i.e. B? = {w' | d(w,w’) < n}):

[0"(p)] ={we Q|3 € Epanddw,w) <n}={weQ|dw,p) <n}, (8)

[e"(p)] ={w e Q |V € Qdw,w)<n=uw ey} ={weQ|dw ~p)>n} (9)

Note that we have §°(p) = €%(p) = ¢. By convention, when there is no ambiguity,
we will set §(p) = d'(p) and e(p) = € (p). More generally, whatever the operator f,
we define f'(¢) = f(¢) and f"() = f(f*(¢)) for n > 1.

From operations with the unit ball we define the external (respectively internal)
boundary of ¢ as §'(p) A ¢ (respectively ¢ A —e!(p)), corresponding to the worlds
that are exactly at distance 1 of ¢ (respectively of —p).

As an illustrative example, let us consider the case where we have three proposi-
tional symbols a, b and c. The set of worlds {2 then has eight elements, which can be
represented as the vertices of a cube. In this example, we consider the unit cube of R?
(for N propositional symbols, this generalizes to the hypercube of RN ). For the sake



of simplicity, we assimilate a formula formed by a simple conjunction of symbols with
its corresponding model. For instance, a A b A ¢ is assimilated to the corresponding
world in 2, represented by the point (1,1,1) in the unit cube. The edges link two
worlds differing by one instantiation of a propositional symbol (i.e. at a Hamming
distance of 1). For instance, vertices representing a A b A ¢ and —a A b A ¢ are linked
by an edge (we have d(a AbAc,—a AbAc)=1). This is a convenient representation
for graphically illustrating the morphological operations, as shown in Figures 2 and 3.
The balls of the Hamming distance are used as structuring elements. In Figure 2, we
consider a formula ¢ = (a AbAc)V (ma A —=bAc). Its dilation (of size 1, i.e. by a ball
of radius 1) is then d(¢) = =((a A=bA=c)V (maAbA=c)) = (maVbVe)A(aV—bVec).
The dilation of size one just amounts to adding to the vertices representing ¢ the ver-
tices linked by an edge to them. In Figure 3, an example of erosion is illustrated, for
= (aNbAc)V(maANbAC)V(aN=bAc)V(maA—-bAc)V (maAN—bA—c) =cV (-aA—b).
The erosion of size 1 is then £(¢) = —a A =b A ¢. It amounts to keeping in the result
only the vertices having all their neighbors (according to the graph defined by the
cube) in [¢].

0,1,1) (1,11

0,0,1) (1,0,1)
N ® v

(0,1,0) @1 O)O 6(@)

(0,0,0) (1,0,0)

Figure 2. Example of a dilation of size 1: ¢ = (a AbAc)V (maA—-bAc) and §(¢) = (maVbVec)A(aV—bVec).
Note that in all figures, the models of the formulas are represented. Note that this figure and the next ones
may be best seen in colors on the online version of the paper.

0,1,1) 111

(0,0,1) (10,1
® v

(0,1,0) 1,1,0 O e(p)

(0,0,0 (1,0,0)

Figure 3. Example of an erosion of size 1: ¢ = (aAbAc)V (maAbAc)V (aA—-bAc)V (—maA—bAc)V(maA—bA—c) =
(cV (ma A b)) and e(¢) = ~a A —b Ac.

The main properties of dilation and erosion, which are satisfied in mathematical
morphology on sets, hold also in the logical setting proposed here. They are summa-
rized below. The proofs are not given here, but they are straightforward based on
set/logic equivalences.

The dilations and erosions defined in Equations 6, 7, 8, and 9 have the following
properties:

Adjunction relation: (ep,dp) is an adjunction, i.e. d5(¢) = ¢ iff ¥ = ep(y), for any
structuring element B. This shows that the proposed definitions are a particular
case of general algebraic dilations and erosions.



Commutativity with union or intersection: Dilation commutes with union or dis-
junction (this is a fundamental property of dilation as mentioned in the general
algebraic framework, and is derived from the adjunction property): for any fam-
ily ¢1,...¢om of formulas, we have: dp(VI"¢;) = Vi"10B(p;i). Erosion on the
other hand commutes with intersection or conjunction. Note that this property
is taken as definition in case of a general algebraic dilation or erosion.

In general, dilation (respectively erosion) does not commute with intersection
(respectively union), and only an inclusion relation holds: dg(¢ A ¢) | dp(p) A
().

Monotonicity: Both operators are increasing with respect to ¢, i.e. if ¢ |= 9, then
dp(p) = 0B(v) and ep(p) = ep(y), for any structuring element B. Dilation is
increasing with respect to the structuring element, while erosion is decreasing,
ie.if Vw € Q, B, C B/, then dp(¢) = dp'(¢) and ep/(p) E ep(p).

Extensivity and anti-extensivity: Dilation is extensive (¢ |= dp(y¢)) if and only if B is
derived from a reflexive relation (as is the case for distance based dilation, since
if w = ¢, then d(w, p) = 0), and erosion is anti-extensive (ep(p) | ¢) under the
same conditions. We will always assume extensive dilations and anti-extensive
erosions in the following.

Iteration: Dilation and erosion satisfy an iteration property:

VB, B' Yo, 65(85)(¢) =05, (¢), eB(eR)(@) = 5,8 (9).

For instance, for distance based operations, for a distance satisfying the betwee-
ness property?, this property can be expressed as:

3" () = 66" ()] = 6" [6™ (),

e (p) = " " ()] = " (9)].

This means that the effect of these operations increases with the size of the
structuring element, and that the computation can be done either by succes-
sive applications of “small” structuring elements or directly by the sum of the
structuring elements.

Duality: Dilation and erosion are dual operators with respect to the negation: eg(¢) =
=0 (—p) which allows deducing properties of an operator from those of its dual
operator.

Relations to distances: Equation 8 shows how to derive a dilation from a distance.
Conversely, from Equation 8 we have: d(w,¢) = min{n € N | w = §"(¢)}, and
similarly, we have d(w, ~¢) = min{n € N | w = —e"(¢)}.

Distances between formulas can also be derived from dilation, as minimum
distance and Hausdorff distance®. For instance, the minimum distance is ex-
pressed as: dmin(p,?) = mingg ey dy(w,w’) = min{n € N | §"(p) A
v £ 0 and 6™(Y) A ¢ # (}. This means that the minimum distance
is attained for the minimum size of dilation of both formulas such that

2Let d be a discrete metric on a set M. We say that d has the betweenness property if for all x,y € M and
all k € {0,1,...,d(z,y)} there exists z € M such that é(z,z) = k and §(z,y) = d(z,y) — k. The Hamming
distance has this property.

3Note that, in constrast to the Hausdorff distance, the minimum distance is improperly called distance since
it does not satisfy all the properties of a true metric.



they become consistent. The Hausdorff distance is defined as: dpqus(p,¥) =
max(max,, d(w, ), max,,, d(w', ¢)). It can be computed from dilation by

daus(p, ) = min{n € N[ ¢ |= 6"(¢) and ¢ |= 6"()}.

These properties will be used intensively in the applications of these operators for
knowledge representation and reasoning.

2.5. Some derived operators

2.5.1. Conditional dilation and erosion and reconstruction

In several problems and applications, we may want to restrict the result of an operation
to stay within some domain, or to satisfy a particular formula. This is typically the
case, for instance, if a result has to satisfy a theory, or a set of integrity constraints. This
idea calls for geodesic distances, from which structuring elements are derived, as the
balls of this distance. Using these structuring elements in the definitions of dilation and
erosion (Equations 6 and 7) leads to the notion of geodesic, or conditional, operators.
In the discrete case, that we consider here, the expression of these operators is very
simple:

Gy () = [6" () A", (10)

where 1 denotes the conditioning formula, n is the size of the structuring element,
5! denotes the dilation using a ball of radius 1 (not geodesic) and the superscript n
means that the succession of dilation of size 1 and conjunction has to be performed n
times. This equation is a short writing for the following sequence of operations:

begin
o = @ N;
For 1 =1...n
@i =0 (pi1) Ay
end for
Return ¢, = 0;,(¢)

Similarly, the geodesic erosion of ¢ conditionally to ¢ can be computed as:

() = [e' (@) v ¥I™. (11)

If the conditional dilations are iterated until convergence, then the result is called
reconstruction, and is denoted by R(¢ | 9):

R | 9) = [0 () A Y] (12)

Note that in practice this sequence converges in a finite number of steps, when we
consider a finite discrete space, as is the case in this paper. An example is illustrated
in Figure 4, with the same type of representation as in the previous figures. The
reconstruction results in the only connected component of ¢ “marked” by . In this
paper we consider the connectivity of a formula via the discrete connectivity of its
models, induced by the distance (i.e. in the sense of the graph used for the illustrations).
More precisely, two worlds w,w’ are neighbors if d(w,w’) < 1. A path is a sequence of
worlds where any two successive worlds in the sequence are neighbors. A connected

10



component of a formula is a set of models of this formula such that there exists a
path between any two models that is included in this set, and that is maximal for this

property.

® v
(@UO) ¥

QO Bl

Figure 4. Reconstruction: only the connected component of 1) which is “marked” by ¢ is reconstructed.

2.5.2. Searching for the most central models satisfying a formula

In some problems, it might be interesting to find the most relevant worlds that are
models of a formula. This problem is solved in [44] by taking the absolute maximum
of the internal distance function (i.e. the function that associates to each world its
distance to —p). Mathematical morphology offers other tools that could also be inter-
esting:

Ultimate erosion is one of them. It consists in eroding iteratively ¢ and, at each
step n, keeping the connected components of £"(y) that disappear in "' ().
It corresponds exactly to the regional maxima of the internal distance (i.e. the
function that assigns to each model of ¢ the distance to its closest model of
). This approach may provide several components, which represent all parts
of ¢, belonging to different connected components, or connected by narrow sets
of worlds. This notion can be formalized using the reconstruction operator (Def-
inition 2.2).

Last non-empty erosion only keeps track of the largest component. Erosions are
iterated and the last result before the erosion becomes empty is the final re-
sult. The result is then more restrictive than with ultimate erosion, and some
components of ¢ may not be represented. Definition 2.3 formalizes this idea.

Morphological skeleton is another approach to represent a formula in a compact
and “central” way. It is defined as the union of the centers of maximal balls
included in the initial formula (see [61] for definitions on sets and corresponding
properties). This approach will not be further investigated in this paper.

Definition 2.2. The ultimate erosion is expressed using the reconstruction operator
as:

UE(p) = Unen ("(¢) \ R (" (9) | €"(9))) - (13)

Again in the finite discrete case, the iterative erosion process stops in a finite number
of steps.

Definition 2.3. The last erosion of a formula ¢, denoted by e4(p), is the erosion of
@ of the largest possible size such that the set of worlds where £/(¢) is satisfied is not
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empty or the smallest size of erosion leading to a fixed point:

n "(p) i L,
elp) =€"(p) & { an@Vm >n, e™(p)F L or e™(p) =e"(p), (14)

with n the smallest value for which this holds, and £%(p) = ¢.

In the example of Figure 3, the first erosion is also the last non-empty erosion.

It is interesting to note that the idea of successive erosions is related to the notions
of supermodels [28] and of preferred explanations [50]. For instance, it is easy to
prove that w |= () iff w is a (k,0)-supermodel of . The application to preferred
explanations will be further investigated in Section 6.

As a first illustration of the use of ultimate and last non-empty erosion, consider
a simple decision making problem, inspired from participatory budgeting [6]: three
projects a, b and ¢ can possibly be built by a city; the aggregated goal of the citizens
(perhaps obtained by a merging operator, cf. Section 5) is ¢ = (a Ab) V (aAc) V (b A
¢) V (ma A —bA—c). Now, exogenous events might render some assignments unfeasible:
some projects may turn out to be unfeasible, but also, some projects may be enforced
by the region or the central state. If we want a robust solution, we should target the
last non-empty erosion, namely, a A b A ¢: even in the case of one adverse event (one
of the three project becoming unfeasible), we can still change the initial solution into
another one which is very close to it (for instance, if a turns out to be unfeasible,
then —a A b A ¢ will be implemented instead of a A b A ¢); note that this is not the
case with any of the other four models of . On the other hand, the ultimate erosion
gives us a set of diverse, representative solutions: rather than giving all five solutions
(which may be too much) to the user or the central authority, one may give her a set
of representative solutions, here a AbA ¢ and —a A =b A —c. Any solution is at distance
at most one to any of these two solutions. Such a principle is common in recommender
systems; it has also been considered in constraint satisfaction [33].

2.5.3. Opening and closing

Two other important operators are opening and closing. An algebraic opening is an
operator that is increasing, idempotent and anti-extensive, and an algebraic closing
is an operator that is increasing, idempotent and extensive. Typical examples are
de and €6 where (g,0) is an adjunction, as seen in the general algebraic framework.
An important property is that any disjunction of openings is an opening, and any
conjunction of closings is a closing. Opening and closing of a formula ¢ by a structuring
element B are defined respectively as: Og(¢) = dp(eB(p)), and Cp(p) = ep(dp(p)).

These two basic morphological filters can be seen as approximation operators, since
they “simplify” formulas by either suppressing some irregularities for opening, or
adding some parts of —p for closing. Families of filters can be built from these two
ones. For instance, granulometry [61] consists in applying successively openings with
structuring elements of increasing size, thereby decomposing a formula in parts of dif-
ferent characteristic sizes. Another example is alternate sequential filters [62], which
consist in building sequences of opening/closing (or closing/opening), with structuring
elements of increasing size. Such transformations are increasing and idempotent, and
allow filtering progressively parts of ¢ and —¢p.

Note that ¢, is an anti-extensive and idempotent operator, but it is not increasing
(and hence not an opening). The same applies for ultimate erosion.
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2.6. Morphological ordering

Given a formula, a natural ordering can be derived from the sequence of its successive
erosions and dilations, for a given elementary structuring element (of size 1). This idea
is illustrated on sets in Figure 5. This will be particularly interesting in the following,
when considering a theory, and for defining a partial order on the models satisfying this
theory (by identifying a theory with an equivalent formula).# We call it morphological
ordering.

Figure 5. Illustration of a natural partial ordering derived from successive erosions (in blue) and dilations
(in red) of ¥. We have 2 <y y =< z in this example.

Definition 2.4. Let ¥ be a theory (represented by a formula) or a formula. Let n be
the maximal size of dilation and m the size of the last non-empty erosion, i.e.:

5’”(2) = 6@(2),

where Jy is defined in a similar way as the last erosion (and dy(X) can be either T or a
fixed point). Then we define the fundamental sequence (7;) of subsets of €2 associated
with X, from ¢ = 0 to ¢ = n + m, as follows:

()] ifi<m
Ti= { ()] ifi>m

The morphological total pre-order associated to X is then defined by:
wjfw' Cég vk (WIETk:>w€Tk). (15)

The fact that this defines a pre-order is easy to check. Note that this ordering
depends on the choice of the elementary structuring element.

As an example, let us consider again three propositional symbols, with the same
representation as in Figures 2 and 3, and ¥ = {a — ¢,b — ¢} (represented by the
same formula ¢ as in the example of Figure 3). The models of ¥ are Q\{a AbA —c,a N
—=b A —=c,~a AbA-c}. We have [6(2)] = €, [e(2)] = {-a A =bAc}, and [¢3(2)] = 0,
as illustrated in Figure 6.

4In this paper, we do not assume any closure constraint on the theory, which is simply a set of formulas
3 = {pi,i € I}, where I is an index set. To identify a theory with a formula, we will also use X to denote

13



0,1, €11
(0,0,1) ‘_ (1,0,1)
[ 1
e(%)
10D L1, O)O S(E)\ T

(0,0,0 (1,0,0

Figure 6. Illustration of the morphological ordering (here n = 1,m = 1).

This provides a stratification of the elements of €2, as given in Table 1.

0 —aAN—-bAc
1| -aA-bA—-c,aN—-bANc,maNbAc,aANbAc
2 aN—-bA-c,maANbA-c,a NbA—c

Table 1. Stratification of the elements of 2 according to the morphological ordering associated with ¥ =
{a = ¢,b— c}.

Note that in case the last dilation yields a fixed point different from T, the rank of
the models in © \ [0,(2)] is set to +00 by convention. This amounts to ordering only

[0:(2)]-
Proposition 2.5. The following properties hold:

o The subsets T; of Q are nested, i.e. ¥i € [0...(n +m — 1)],T; C T;41 for the
considered dilations and erosions (with structuring elements such that w € By, ).

o The relation =y is reflexive and transitive, i.e. a pre-order, which is moreover
total.

o Let R, be the relation defined on 2 by Re(w,w’) iff max{k € [0....(n+m)] | w €
TF} = max{k € [0...(n +m)] | W’ € T*¥}. This relation is an equivalence relation
and the ordering induced by =y on the quotient space 2%/ R, is a total ordering.

Let us briefly comment on the choice of the structuring element used in the mor-
phological operations. When it is taken as a ball of the Hamming distance, as in all
examples in this section so far, then the neighborhood it defines is isotropic and all
variables are taken into account in the same way. However, different structuring ele-
ments could be used, and their choice is a way to impose preferences, for instance, on
some variables over other ones. As an example, let us consider the following structuring
element, defining the neighborhood of any world w € 2:

By = {w' € By | w(c) =/ (c)},

where B denotes the ball of radius 1 of the Hamming distance, and w(c¢) = w'(¢) means
that ¢ is instantiated in the same way in w and in w’. With this structuring element,
c is not handled in the same way as variables a and b. Note that when performing
successive erosions (respectively dilations) with such a structuring element, we may
not end up with L (respectively T), but we may converge towards a fixed point (a
subset of ). Figure 7 illustrates the effect of this structuring element on the same

Nierpi-
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example as in Figure 6. The derived morphological ordering and the corresponding
stratification of 2 are now given in Table 2.

0,1,1) »r—————9 111
(0,0,1) *—__. 1,01
®
(%)
195 190 5= O emae)

(0,0,0) (1,0,0)

Figure 7. Illustration of the morphological ordering (here n = 2,m = 1), using B2 as structuring element.

0] -aAN—-bAc,aN-bANc,~aNbNc,aNbAC
1 —a A —=bA—c

2 aN—-bA-c,maANbA—c

3 aNbA—c

Table 2. Stratification of the elements of 2 according to the morphological ordering associated with ¥ =
{a = ¢,b = ¢}, using B as structuring element.

As another way to handle variables differently, let us note that 2 does not need
to be “isotropic”, i.e. the cube in our illustrations could be a parallelepiped, with
different lengths of the edges, representing the elementary distances between worlds.
A distance between two worlds can then be defined as the length of a shortest path
in this weighted graph. Structuring elements can be defined as balls of this distance.
However, in general this distance does not satisfy the betweenness property, which
makes is less interesting for our purpose.

It is important to note that the ordering of the elements of 2 depends on both X
and the definition of erosion and dilation, in particular, the choice of the structuring
element.

This morphological ordering will be used to unify several reasoning tasks, in partic-
ular, abduction and revision, in Section 6.

3. Computational issues

Unless stated otherwise, for all the operators considered here we assume that the
structuring element is the ball of radius 1 for the Hamming distance.

3.1. D:ilation

The commutativity of dilation with disjunction, along with the iteration property,
allows us to recover the results of [44]. In particular, the following result holds.

Proposition 3.1. Let ¢ be a consistent conjunction of literals, i.e. ¢ = 1 ANlaN... Nly,
then

51 () = Vi_i (Aigjli).-
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Similarly, if ¢ is a disjunction of literals, i.e. ¢ = Iy V ... V I, then the erosion is
expressed as:

elp) = N1 (Viggli)-

In these equations 0° (respectively €' ) denotes the dilation (erosion) using as structur-
ing element a ball of radius 1 of the Hamming distance.

This property, together with the commutation of dilation with disjunction, gives
the following result [44]: if k is a fixed integer, then the dilation of size k 6*(y) of a
DNF formula ¢ can be computed in time O(n*) — thus in polynomial time. Similarly,
erosion commutes with intersection and can be computed in polynomial time from a
CNF formula.

When ¢ is not in DNF, computing 6¥() directly from ¢ (without rewriting ¢ in
DNF first) is a difficult problem.

However, we can prove a slightly general result:

Proposition 3.2. If ¢1,...,¢, are such that for all i,j, ¢; and ¢; do not share
variables, then (g1 A ... A ¢n) = \j_, ((5(q§j) A Nk ¢k>.

Proof: For every interpretation w let w; = wtV* (¥ be the projection of w on the
language of ¢; (Var(e;)). We have w = d(p1 A ... A py) if and only if

(1) there exists w’ such that w’' = @1 A ... A ¢y and d(w,w’) < 1.

Now, d(w,w’) =37, d(wi,w;) (since the ¢; have no variable in common). There-
fore, d(w,w’) < 1if and only if there exists a j, j < n, such that: (a) d(w;,w}) < 1,
and (b) for every k # j, wy = wj,.. From this we get that (1) is equivalent to:

(2) there exists a j, j < n, such that w; = d(p;) and for every k # j, wi = ¢i.

Now, d(¢;) is equivalent to a formula on the language Var(y;), therefore w = 0(y;) iff
w; = 0(¢j), Moreover, w = ¢y, iff wy, = ¢ Therefore, w = (@1 A. .. Apy) if and only if
there exists a j, j < n, such that w = () A Ay, @k, from which the result follows. m

In particular:

o if Var(p) N Var(y) =0, then d(p A) = (p Ad(1)) V (6(p) A 9);

o if ©1,...,¢p, are literals whose associated variables are all different, then we
recover the identity d(l1 A ... Aln) = Vi) Apgj ke

Now, how hard is it to compute dilations (respectively erosions) when ¢ is not in
DNF (respectively CNF)? First of all we have the following complexity results.

Proposition 3.3.

(1) Given an interpretation w and a formula ¢, deciding whether w = §(yp) is NP-
complete.

(2) Given an interpretation w and a formula @, deciding whether w = e(p) is coNP-
complete.

Proof: In both cases membership is straightforward. For hardness for point 1 we
consider the following reduction from SAT: we map every formula « to (p,w) where
¢ = p A a with p # Var(a), and w being any interpretation satisfying p. Using
Proposition 3.2 we have d(p A a) = (p A 0(a)) V (d(p) A ), which is equivalent to
aV (pAd(a)). Now, if « is satisfiable, then so is d(a). Therefore, w = a V (p A d(«)).
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If « is unsatisfiable, then so are d(a)) and aV (p A §(«)). Therefore w = oV (p Ad(a)).
The reduction from UNSAT for point 2 is similar. [ ]

This shows that, a fortiori, computing erosion or dilation in the general case is
hard. Moreover, the size of e(p) and d(¢) is not polysize, except if P = NP. It is not
sure that there is a way of computing erosion (dilation) being more efficient than first
rewriting ¢ in CNF (DNF).

Note that inference from the dilation of a formula is (theoretically) not harder than
inference from the formula itself. Namely, given any two formulas ¢ and v and any
integer k, determining whether §¥() k= 1 is coNP-complete. A similar result holds
for inference from erosion.

However, interesting results can be obtained for erosion by decomposing a formula
into its connected components. Based on the graph interpretation used throughout
this paper, a connected component is classically defined as a connected component in
the graph: we say that v is a connected component of o if [1] is a connected component
of the graph associated with ¢ (whose set of vertices is [¢]) and whose set of edges is
defined by (w,w’) whenever d(w,w’) < 1).

Proposition 3.4. Ifd(p, ) > 2, for d being the minimum distance between formulas,
then e(p V) = e(p) Ve(yh).

Proof: Assume d(p,1)) > 2. We already know that e(y) V e(¢) = (¢ V ¢), so it
remains to be proven that (¢ V ¢) = e(p) V e(¢). Let w = e(¢ V ). This implies
w E ¢ V9 if the erosion is anti-extensive (which is the case in this paper). Without
loss of generality, assume w = ¢. Because d(p, %) > 2, we have d(w,1) > 2. Now,
assume that w }£ e(p), ie., d(w,~p) < 1; this means that there exists a w’ such
that w’ E ¢ and d(w,w’) = 1 (d(w,w’) = 0 is impossible because w | ¢ and
W' | —p). Now, we must have w’ = 1; otherwise we would have w’ |= = A =), hence
d(w, —~@ A=) < 1, which contradicts w = e(¢ V 4)). Therefore, d(p,v) < d(w,w’) <1,
which contradicts the assumption that d(p, ) > 2. ]

Proposition 3.5. Let ¢1,...,p, be the connected components of ¢. Then we have:
p
e(p) = \/ (i)
i=1

Proof: For any two distinct connected components ¢;, ¢; of ¢ we have d(¢;, ;) > 2,
therefore, e(\/%_; ¢p) = VVi_; (¢i); the fact that ¢ = \/?_; ¢}, enables us to conclude

that e(p) = VI_; e(i). .

Now, we have to find a way of (a) computing the connected components of ¢ and (b)
computing (). The first step is easy when ¢ is in DNF. We first note the following
fact:

Proposition 3.6. Let o =1 V...V, be a DNF formula. For any i,j € {1,...,q},
d(vi, ;) is equal to the number of disagreeing literals between 1; and ;.

For instance, we have d(a A =bAc,bA—cANd)=2,dlaN—-bANc,bAcANd)=1, and
dlaN=bAc,eNd)=0.

17



Proposition 3.7. Let o =1 V...V, be a DNF formula. Let G, be the undirected
graph defined by its set of vertices [¢], which can be grouped into subsets {a1,...,aq}
where a; = [¢;], and containing an edge {a;,a;} iff d(1;,v;) < 1. Then the connected
components of G, correspond to the connected components of p, and {a;,i € I C
{1,...,4}} is a connected component of G, iff \/,c; Vi is a connected component of .

Example 3.8. Let us consider ¢ = (a Ab)V (aAc)V (bAc)V (maA-bA—cA—d)
(Figure 8). The graph G, has 8 vertices, grouped into 4 subsets a;, and its edges are
{a1,a2}, {a1,as}, {ag,as}, plus the reflexive edges {a1, a1}, {ag, as}, {as,as}, {as, a4}
G, has two connected components: {a1,a2,a3} = {(0,1,1),(1,1,1),(1,0,1),(1,1,0)}
and {as} = {(0,0,0)} (the valuation of d is not represented here), therefore ¢ has two
connected components: p; = (e Ab)V (aAc)V (bAc)and p2 = ~a A-bA—cA—d,
from which we have e(¢) = e(p1) Ve(p2) = (aAbAc)V L=aAbAc

0,1,1) 11,1

0.0,1) (1,0,1)

® v
O ¢2
0,1,0) (11,0 O <(¢)

(0,0,0) (1,0,0

Figure 8. Decomposition of ¢ into two connected components p1 and ¢2, and its erosion (only a, b and ¢
are considered in this representation).

3.2. About last erosion and ultimate erosion

Let us consider the last erosion (Definition 2.3). Denote by £(¢) the number of itera-
tions to reach the last non-empty erosion of ¢.

Proposition 3.9. If - ¢ and ¢ £ T then ¢(p) < N — 1, where N is the number of
propositional symbols in the language.

Proof: Let k = £(¢). We have w = €¥(p) if for all W’ | —¢ we have d(w,w’) > k.
Therefore, k < N, because it can never be the case that d(w,w’) > N. ]

Actually, we can find a better bound for ¢(¢):

Proposition 3.10. If = ¢ and ¢ Z T then £(p) is less than the length of the shortest
prime implicate of ¢ (the set of prime implicates being denoted by PI(p)).

Proof: The result follows easily from ¢ = A\ PI(p), from the fact that erosion commutes
with conjunction, and from the following expression of the erosion of a disjunction of
literals:

6([1 V..V lm) = /\9"11(\/1-#12-),
This result is obtained by duality from Proposition 3.1 (or directly by induction on

m). [
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For instance, let us consider ¢ = (a <> b). We have PI(p) = {a V —b,—a V b}, i.e.,
every prime implicate of ¢ is of length 2; e! () = L, therefore £(¢) = 0. This example
shows that ¢(¢) can be strictly lower than the bound expressed in Proposition 3.10.

Proposition 3.9 enables us to say that deciding whether w = /() is in BHg in the
Boolean hierarchy of NP sets.

Let us now consider ultimate erosion (Definition 2.2). The following result directly
follows from Proposition 3.5.

Proposition 3.11. Let ¢1,...,¢, be the connected components of ¢. Then we have:
UE(¢) = Vi, UE(¢1)-

Using Proposition 3.11, the following algorithm computes the ultimate erosion of
®.

UE(p):
begin
decompose ¢ into its connected components @1, ..., ©p;
ifp=1
then if e(p) = L
then return ¢
else return UE(e(yp))
endif
else return UE(p1) V... VUE(pp)
endif

3.3. About opening and skeleton

A morphological opening is the composition of an erosion followed by a dilation:
O(p) = d(e(p)). Computing O(y) is not an easy task. If ¢ is in CNF, then () is
computable in polynomial time, and expressible as a polysize CNF, but then §(g(y))
is not (and can be exponentially long). If ¢ is in DNF, then £(¢) is not polynomially
computable (and can be exponentially long). Proposition 3.4 gives a hint on how to
compute O(y), when ¢ is in DNF.

Proposition 3.12. Let ¢1,...,p, the connected components of ¢. Then we have:
O(p) = ViZ1 O(i).

This result directly follows from Proposition 3.5.

Let us now consider the skeleton Sk(¢). It is defined as the centers of maximal balls
of the Hamming distance included in ¢. In the finite discrete case, it can be computed
by the following algorithm:

begin

Sk(p) =@ N-0(p); ¥ =¢

While ¢p # | do
Sk(p) = Sk(p) V (e(¥) A =0(e(¥)));
) i=e(y)

end while

Return Sk(p)

We note that the number of iterations performed by this algorithm is equal to
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min{i,e’(¢) = L} and therefore is no larger than N.

Example 3.13.
Let us consider again ¢ = (a Ab) V (aAc)V (bAc)V (maA=bA—c), as in Figure 8.
We have:

e O(p)=(aNnb)V(aNc)V(bAc)and p A =O(¢) = (ma A =b A —c) which is the
center of a maximal ball of radius 0;

o s(p) =aANbAc, O(e(p) = L, and () A =O(e(p)) = a A b A ¢, which is the
center of a maximal ball of radius 1;

e the next erosion provides L, so we stop here and return Sk(p) = (—a A =b A
—¢)V (aAbAc).

This is illustrated in Figure 9.

011 [ M)

(0,0,1) 101
® ¢

center of maximal ball of radius 0

(0,1,0)

(11,0 O center of maximal ball of radius 1

(0,0,0) (1,0,0 UO Sk(e)

Figure 9. Sk(y): it is composed of the centers of maximal balls of radius 0 and 1.

We see that computing Sk(p) heavily relies on computing O(y). Using the previous
results on erosions and openings, we have:

Proposition 3.14. Let ¢1,...,p, the connected components of ¢. Then we have:
Sk(p) = Vi_1 Sk(#i).

4. Belief revision

In this section, we briefly survey some existing revision operators, and show that they
can be equivalently expressed using morphological dilations. This establishes a first
link between the proposed morphologic formalism and some reasoning tools developed
for addressing aspects of knowledge dynamics. The morphological expressions will
prove useful in Section 6.3 when proposing a unified framework for several reasoning
tasks, using both erosions and dilations, and exploiting the morphological ordering
introduced in Section 2.6.

We start with some basics about belief revision. The aim of belief revision is to
model how to incorporate coherently a piece of information to a corpus of beliefs. In
the most studied model, the AGM model [5], the corpus of beliefs is represented by a
logical (consistent) theory K and the (new) piece of information by a formula . The
result of incorporating 1 to K, i.e. the revision of K by v, is denoted by K * 1. We
give here a very simple presentation of this model in finite propositional logic due to
Katsuno and Mendelzon [37] in which the (old) beliefs K are indeed represented by
a consistent formula ¢ (that is, K = Cn(y)) and the revision of ¢ by v is denoted
w o 1. Note that o is a function mapping an ordered pair of formulas into a formula.
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This kind of function is called a revision operator® when it satisfies the following
rationality postulates:

(R1) oy (Success)
(R2) If pAY ¥ L then potp = At (Minimality)
(R3) If ¥ L then potp ¥ L (Coherence)
(R4) If p1 = w9 and 1)1 = 13 then @1 0 1)1 = pg 0 9 (Syntax independence)
(R5) (poyp) ANOF po(ypAD) (Superexpansion)
(R6) If (pop) AOF L then o (p ANO)F (pop)ANE (Subexpansion)

A very powerful tool in order to construct revision operators is the representation
theorem [37], based on the notion of faithful assignment. A faithful assignment is a
mapping which associates to each formula ¢ a total pre-order <, on 2 such that the
following conditions hold:

(1) ifw = ¢ and W' = ¢ then w ~, W';
(2) ifw = ¢ and W' = —p then w <, W
(3) if & @1 ¢ @2 then <, =<,.

The representation theorem proven by Katsuno and Mendelzon [37] is the following
one:

Theorem 4.1. An operator o is a revision operator o, i.e. that satisfies R1-R6, iff
there exists a faithful assignment that maps each formula ¢ to a total pre-order <,
such that for every propositional formula ¥ we have®

[ 0] = min([y], <)

Intuitively, the pre-order <, is a qualitative way to express the distance of a world w
to ¢, i.e., w <, w’ means that w is closer to ¢ than w'. Actually, a faithful assignment
can be defined from a distance d from a world to a formula in the following way:
w <, W iff d(w, ) < d(W', @), where d(w, @) is defined as min{d(w,w") | W’ }= ¢}. In
particular, the revision operator induced by the choice of the distance dg is known as
Dalal’s revision operator.

In all what follows, we assume that 1 is consistent.
Let us consider the morphological dilation § defined using as structuring element
the ball of radius one of the distance d. It can be seen that we have

porp=03"(p) N,

with n = min{k € N | 6*(p) A ¢ is consistent}.
This approach is very natural since it corresponds to a principle of minimal change.
The following example illustrates in a precise manner the behavior of this operator.

Example 4.2 (Revision). John knew Linda’” when both of them were PhD students
in Philosophy in a very prestigious university. He remembers Linda’s activism in fem-
inism, her brilliant record and her great beauty. Both obtained their PhD degree at

5Tt is is easy to see that we can define an AGM operator % starting from o, by letting K x 1 = Cn(yp o v)
where @ satisfies K = Cn(p).

6The notation min(A, <) where < is a total pre-order, stands for {w € A |Vw’' € A, w < w'}.

TThis story is inspired by a famous example in Cognitive Psychology of an experiment by Tversky and
Kahneman [63].
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the same time. Since then, five years after, John has no news from Linda. However,
he thinks that Linda is for sure an activist in feminism, that she occupies an excellent
position in a Philosophy Department of some prestigious university and she maintains
her beauty. John meets Peter, a common classmate, who tells him that, surprisingly,
Linda is now a bank teller. With this new piece of information John revises his beliefs
and he thinks now that Linda is a bank teller who keeps her feminist activism and
keeps her beauty.

In this problem, we code by the atoms a, b and ¢ the facts Linda is a feminist activist,
Linda is beautiful and Linda is a Professor respectively, and by —c the fact that Linda
is not a Professor (for instance the fact that Linda is a bank teller). The formula
¢ :=a AbAc codes the beliefs of the agent (John) and the formula v := —¢ codes the
new information. Then, following the previous definition of the revision operator o,
we have ¢ o9 = 6'(¢) A —c. That is because ¢ A ¢ is inconsistent and §'(p) A 1) is
consistent. We have §'(p) A =c = a AbA —c, that is Linda keeps her feminist activism,
her beauty and she is a bank teller.

This example is illustrated in Figure 10, using the same conventions as in Section 2.

0,11 111

©,0,1) 1,01

® ¢
0 ¥

O poy

©,1,0 (1,10

(0,0,0) (1,0,0

Figure 10. Example of revision ¢ o 1, obtained here for a dilation of size n = 1.

It is important to point out that within the previous approach, using as structuring
element the standard ball of radius 1 (with respect to the Hamming distance in the
example), there always exists n such that 6"(p) = T (when ¢ is consistent). This is
essentially the reason why ¢ o1 is consistent when ¢ and 1 are consistent. Also it is
the reason why the so called success postulate in belief revision (¢ o ) F 1) holds.

We have also remarked that there are some cases (with special structuring elements)
in which we have a fixed point for the dilation, which is not necessarily T. For instance,
we can have ¢ and n such that 6"(p) = §"*1(p) and 6"(p) # T. What is interesting is
that even in such a case we can define interesting and more general revision operators,
namely credibility-limited revision operators [17, 32]. The precise way to do that is as
follows:

ot = §"(p) Ay where n = min{k € N | 6*(¢) A1 is consistent}
14 - © if there is no k such that 6*(¢) Ay I/ L

What is interesting to note is that in this general case, we can encode the credible
worlds (see [17]) as [6"(p)], where n is the least integer such that 6™ () = 6"F1(p).

Let us now consider the more general case, where ¢ is not necessarily a dilation
defined from a distance. We only assume that 0 is extensive (i.e. Vo, ¢ = d(yp), as de-
fined earlier), and that it is exhaustive. Exhaustive means that § satisfies the following
fillingness property: Vo, ¢ ¥ 1L = In € N,§"(¢) = T. We then have the following
result (still assuming that 1) is consistent):
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Proposition 4.3. Let § be an extensive and exhaustive operator on the lattice of
propositional formulas. Then the operator o defined by:

Vip, 1,000 =6"(p) AN

with n = min{k € N | 6*(¢) A1) is consistent} (the existence of n is guaranteed by
the fillingness property), 8°(0) = ¢ and §¥(p) = §(6¥~1(p)) for k > 1, is a revision
operator satisfying the postulates R1-R6.

The proof of the previous proposition is based on Theorem 4.1. Actually, the map-
ping which associates ¢ to <, defined by:

Vw,w' ,w <, w & VneN,w € [6"(p)] = we [6"(p)]

is a faithful assignment and it is not hard to see that for all ¢, [ o ¥] = min([¢], <),
which by Theorem 4.1 says that o is a revision operator.

Typically, 6 can be any extensive and exhaustive dilation, but this proposition is
slightly more general since it does not require § to commute with the supremum, nor
to be increasing.

The minimality property of revision operators has been widely discussed in the
literature (see e.g. [39, 56, 57]). Although it is not easy to define in any context in a
general way, let us note that, in the particular case of propositional logic, the proposed
morphological definition of revision provides a natural way to achieve this minimality
in the sense that the set of models is minimally enlarged, which corresponds to the
meaning of minimal change in [37]. The proposed approach also provides sound and
precise tools to compute minimal revisions.

5. Belief merging

In this section, we briefly survey some existing belief merging operators, and show the
link with morphological dilations.

We now recall some basics about belief merging®. Belief merging [40, 41, 42] aims
at combining several pieces of information when there is no strict precedence between
them. The agent faces several conflicting pieces of information coming from several
sources of equal reliability’, and he has to build a coherent description of the world
from them.

More precisely the input of a merging problem is a profile & = {¢1,..., @, }, defined
as a multi-set of propositional formulas encoding the different sources of information,
and the integrity constraints encoded by a propositional formula p. The result of
merging @ under the constraint y is a propositional formula which will be denoted
A, (P) (when g = T, we will write simply A(®) instead of A1(¢®)). Thus, the merging
model is based on the study and construction of well behaved functions A mapping
a couple (&, p) into a formula A, (®). Such functions are called merging operators.
More precisely, an integrity constraint merging operator (an IC merging operator for
short) is a function A satisfying the following rationality postulates:

8In knowledge dynamics the fusion of pieces of information having a logical representation is usually called
belief merging [40, 41, 42].

9 Actually the sources can have different reliabilities, but we will focus on the case where all the sources have
the same reliability; there is already a lot to say in this case.
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(1C0) A,(0) - p
(IC1) If p is consistent, then A, (®) is consistent
(IC2) If A & is consistent with p, then A, (@)= AP Ap
(IC3) If &1 = &5 and py = pa, then Au1(¢1) = Auz(épg)
(IC4) If o1 F pand ¢o F p, then A, ({1, p2}) A @1 is consistent if and only

if A, ({e1,92}) A @2 is consistent
(IC5) A‘u(épl) VAN Au(dsg) = A#(@l (] @2)
(IC6) If A,(P1) A AL(P2) is consistent, then A, (P U Po) F A, (1) AAL(P2)
(IC7) A/ll(ds) N p2 + Aﬂl/\lw(@)
(IC8) If A, (@) A pa is consistent, then Ay au, (P) F A, (P)
where A\ @ denotes the conjunction of all the formulas of ®; ¢; = ¥ means that there
is a bijection f from @; into @ such that for any formula ¢ € &1, we have ¢ = f(p)
(in particular, @; and @, have the same cardinality as multisets); the symbol U stands
for the multiset union.

For a detailed explanation of these postulates, see [41]. However, let us make a
comment about Postulate (IC4), known as the fairness postulate. As a matter of
fact, this is a very restrictive postulate. Indeed, the only operators satisfying all the
postulates are the operators built from distance and aggregation functions (see [42]).
Very natural operators fail to satisfy (IC4). In Section 5.2 of [41] there are interesting
results around this problem.

An operator A is called an IC quasi-merging operator if it satisfies all the previous
postulates except (IC6), but instead of this postulate it satisfies the following one:

(IC6%) If A,(P1) A AL(P2) is consistent, then A, (P U o) = AL(D1) V AL(D2)

In order to establish a representation theorem we need to introduce the notion of
syncretic assignment. This is a function mapping each profile @ to a total pre-order
<4 over interpretations such that for any profiles @, ®;, &, and for any belief bases
v, ¢’ the following conditions hold:

(1) fwE ?and W | &, then w ~g W'

(2) fwl @ and W' £ @, then w <g W’

(3) If &1 = &y, then <4,=<g,

(4) Vw =@ W = ¢ W <gup w

(5) Ifw <g, ' and w <g, W', then w <410, W’
(6) fw <g, w and w <g, W', then w <g,15, W’

When the condition (6) is replaced by the following condition

(6°) fw <g, w and w <g, W', then w <g,p, W’

the assignment is called a quasi-syncretic assignment, that is a function mapping each

profile @ to a total pre-order <g over interpretations satisfying (1)-(5) and (6’).
Now we can state the following representation theorem for merging operators:

Theorem 5.1 ([41]). An operator A is an IC merging operator (or IC quasi-merging
operator respectively) if and only if there exists a syncretic assignment (or quasi-
syncretic assignment respectively) that maps each profile @ to a total pre-order <g
such that

[Au ()] = min([u], <o)

A very useful technique to build such operators is based on a distance (actually a
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pseudo-distance) between interpretations and a numerical aggregation function. We
describe how this works more precisely in what follows.

A pseudo-distance'® between interpretations is a function d : Q x Q — R* such that
for any w, w’' € Q: d(w,w’) = d(w',w), and d(w,w’) =0 iff w = W',

An aggregation function f is a function mapping, for any positive integer n, each

n-tuple of non-negative reals into a positive real such that for any zi,...,z,,,
yeRT:

o ifx <y, then f(x1,...,2,...,2n) < f(T1,.- Yy ., Tn) (monotony)
o f(xy,...,2p)=0iff z;=...=2,=0 (minimality)
o flx)=1= (identity)

With the help of d and f, a distance between interpretations and an aggregation
function respectively, we can construct a total pre-order <g on interpretations asso-
ciated with & = {p1,...,on} in the following way. First, remember that d(w, ) is
min,, d(w,w’). Then, define d(w, @) = f(d(w,p1) ..., d(w, ¢n)). Finally, w <g o' iff
d(w, &) < d(w', ®). This process is, actually, an assignment which is in fact a syncretic
(or a quasi-syncretic) assignment when the aggregation function has good additional
properties such as symmetry, composition and decomposition (see [42]). For instance
when f is the function sum or leximin, we obtain a syncretic assignment by the previous
process. When f is the function maz, we obtain a quasi-syncretic assignment. Thus, in
virtue of Theorem 5.1, the operator defined by the equation [A,(®)] = min([u], <¢)
is an IC merging operator when the aggregation function used is the sum or leximin
(Gmax) and is an IC quasi-merging operator when the aggregation function used is
the max. They are called in the literature A¥, A% and A™%  respectively'l.

Let us now establish the links with dilations. Again we consider a dilation ¢ defined
using the balls of the distance d as structuring elements. Then it is not hard to see
the following:

AT (P15 0y om) = 6" (1) A 0™ (p2) A oo A" (o) A i, (16)

where n = min{k € N | §¥(¢1) A ... A 6% (m) A p is consistent}.

A1, nom) =\ 0" (01) AG™(p2) Ao A" (0m) A (17)
(M1 ey Mm)
where the values ny, ..., ny, are such that > ;" n; is minimal with 6™ (¢1) A" (p2) A

. N0 () A p consistent.

An example illustrating the behavior of A™#* is displayed in Figure 11, with the
same conventions as in Section 2 and the Hamming distance. Let us consider ¢ =
—aA=bA=c, Y =aAbA—-cand u= T. While ¢ A is not consistent, 5'(p) A 6 (¢))
is, and A™ (. 9)) = 51 (p) AdL(p) = (a A =b A —=c)V (ma AbA=c) (ie. the merging
provides either a or b, exclusively, and —c).

Next we give a less abstract example.

Example 5.2 (Merging). Let us consider two agents who want to travel together
but have inconsistent preferences. The set of propositional symbols is the set of all
countries in the world. Preferences are denoted by formulas ¢. In this example, we

10The triangle inequality is not required.
1 Strictly, they are called A%>, Ad:Gmaz and Ad™mae regpectively, to emphasize the chosen distance d.
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Figure 11. Example of merging A™% (o, 1)), obtained for a dilation of size n = 1.

show how dilation can help reaching an agreement between agents. Let us assume
that Agent 1 prefers to travel in Spain: ¢; = Spain. On the other hand, Agent 2
prefers to travel in Morocco: wa = Morocco. Hence the two agents have conflicting
preferences. However, each agent is now ready to extend his preferences so that the
two agents can travel together. This can be simply modeled by a dilation §, such that
some neighbor countries are included in the preferences:

0(¢1) = Spain V' France V Portugal V Morocco

d(p2) = Morocco Vv Algeria N Portugal \ Spain

Now the preferences are no more conflicting. The merging of the agents’ preferences,
denoted A(p1,p2), can be expressed as the conjunction of the dilated preferences:

A(p1,2) = 0(p1) A d(p2) = Spain V' Portugal vV M orocco.

A solution for traveling can then be found in the set of models of these formulas.

To go one step further, we can add constraints the agents have to satisfy. For instance
if Agent 1 has to stay in Europe and Agent 2 has to stay in a Mediterranean country,
these constraints can be taken into account by conditional dilations, thus modifying
preferences as:

o) = 8(p1) Apy = SpainV France V Portugal,

@y = 6(ip2) AN h2 = 6(2),

where 11 and 19 encode the constraints. Then the new set of consistent preferences is
given by ¢’ = ¢ A ¢4y = Spain V Portugal.

Now suppose that the integrity constraints are encoded by a formula pu, which
establishes the fact that one and only one country can be visited except Spain and
Morocco. In this case, the merging of ¢; and ¢9 under the constraint u, denoted

A1, p2) is exactly 0(p1) A d(w2) A, ie.,
Au(p1, 2) = Portugal

Equations 16 and 17 allow defining more general merging operators when § is an
extensive and exhaustive operator congruent with logical equivalence, i.e. if 1 = @9
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then §(¢1) = d(p2). We are going also to consider the following symmetry property
for 0, related to the fairness postulate: (IC4):

(sym) 6"(p) A"t/ Liff 6"(") Np 7 L
In particular we have the following results:

Proposition 5.3. Let § be an extensive and erhaustive operator which is congruent
with logical equivalence on the lattice of propositional formulas. Then AF** defined by:

AP, s om) = 6" (1) A" (p2) Ao A" (om) A g,

where n = min{k € N | §¥(p1) A... A6¥(om) A is consistent} (the existence of n being
guaranteed by the fillingness property), is a merging operator satisfying (IC1-IC3),
(IC5), (IC6°) and (IC7-1C8). Moreover it satisfies (IC4) iff & satisfies (sym). Thus, if
0 1s an extensive and erhaustive operator which is congruent with logical equivalence
and satisfies (sym), the operator A™** is an IC quasi-merging operator.

Proof: Define d(w,p) = n where n = min{k | w € [0*(¢]}. This function d is well
defined because of exhaustivity of 0. Define d(w, ¢) = max(d(w, ¥1),...,d(w,¢n)))
where @ = {¢1,...,¢,}. Now let w <g o' iff d(w, ?) < d(w', @). Finally let A, (P)
be a formula satisfying the following equation: [A,(®)] = min([x], <¢). This is
well defined because § is congruent with logical equivalence. It is easy to see that
AJ(®) = A,(P). By the hypothesis about ¢ and the fact that the aggregation
function taken is the max function, it is also easy to check that the assignment
¢ —<g is a quasi-syncretic assignment (property (4) is indeed equivalent to property
(sym)). Thus, by virtue of Theorem 5.1, A™?* is an IC quasi-merging operator. [

Proposition 5.4. Let § be an extensive and exhaustive operator which is congruent
with logical equivalence on the lattice of propositional formulas. Then A* defined by:

A(er,mom) =\ (1) AT (p2) Ao A" () A,

(nl"“)nnb)

where the numbers ny, ...,y are such that Y ;" | n; is minimal with 5™ (¢1)A6"™ (p2) A
e N O™ (pm) A consistent, is a merging operator satisfying (IC1-1C3), (IC5-1C8).
Moreover it satisfies (IC4) iff § satisfies (sym). Thus, if 0 is an extensive and ex-
haustive operator which is congruent with logical equivalence and satisfies (sym), the
operator A* is an IC merging operator.

Proof: Similar to the proof of the previous proposition but using the sum (X) function
instead of the max function. ]

This approach has been extended in [30] to first order logic, by combining dilation
and comparison ordering operators. The merging postulates are then adapted, and
conditions on these two operators are established in order to satisfy these postulates.
An implementation using binary decision diagrams has furthermore been proposed
in [29].
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6. Abduction

In this section we show that morphologic can also be used to model abductive reason-
ing.

The process of inferring the best explanation of an observation is usually known as
abduction. In the logic-based approach to abduction, the background theory is given
by a consistent set of formulas'? 3. The notion of a possible explanation is defined by
saying that a formula ~ that is consistent with ¥ is an explanation of o if YU {v} F «
(this will be written v Fy «). Since explanations have different degrees of plausibility,
a characteristic feature of explanatory reasoning is the search for the most plausible
(simple, rational, preferred) explanations.

Despite the absence of a general definition of explanation, there have
been several attempts to develop a logical account of explanatory reasoning
[3, 16, 18, 27, 25, 26, 23, 50, 51]. The model for explanatory reasoning we use is based
on the notion of an explanatory relation, i.e. binary relations on formulas, denoted
by >, where the intended meaning of o > v is “v is a preferred explanation of o”.
Similarly to what has been done for belief revision and merging, a set of rationality
postulates for explanatory reasoning was proposed and discussed in [50, 51]. The
basic rationality postulates for explanatory relations are the following;:

LLE,: If ;. a <> o and a > then o > 7.

RLE,: If Fy v <+ and a > v then a >+

E-CM: If o>~ and vty B then (A B) > 7.

E-C-Cut: If (aANB)>vyand Vo [a>d = dFy ] then a>7.
RS: If a>~v, 7 Fyvand v F, L then a> 7.

ROR: If o>~ and a> 6§ then a> (V).

LOR: If >~ and S 1> then (aV B) > 7.

E-DR: If a>~and >0 then (aV B) >~ or (aV ) r>0.
E-R-Cut: If (@AB)>~yand 30 [a> 9 &ty (] then a > .
E-Reflexivity: If a > v then v > 7.

E-Con,: F. —a iff there is v such that a > 7.

The intended meaning and motivation for these postulates can be found in [23, 50,
51]. For the convenience of the reader, we briefly recall the heuristic behind them.
Suppose > is an explanatory relation. We associate to it a consequence relation
roap as follows: o pegp B if v b B for all v such that a > v. We read a g O
as saying that when « is observed, /3 is normally also observed. The relation g
is a nonmonotonic consequence relation in the KLM sense [43, 46]. The properties
for > listed above are in tight correspondence with some well known postulates
for nonmonotonic consequence relation (applied to p~4p). For instance, E-R-Cut is the
counterpart of rational monotony: if o gy § and « gy =5, then a A B gy 0.

It was shown in [23, 50, 51] that our postulates capture well some natural explana-
tory processes and also share with nonmonotonic logic, belief revision and merging the
feature of having nice representation theorems. To illustrate this claim, let us say that
an explanatory relation > is causal E-rational [50] if it satisfies LLE,,, E-Con,, E-CM,
E-R-Cut and RS. Then we have the following.

120ften in this work we will identify a finite set of formulas ¥ with the conjunction of all its formulas and, by
abuse of language, we continue to call this formula 3. Thus, for instance, we denote the conjunction of formulas
of XU{a} by TAa.
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Theorem 6.1. [50] An explanatory relation is causal E-rational if, and only if, there
s a total pre-order < of the models of ¥ such that for all o and ~y the following holds:

a>y < [EU{y}] € min([o], <).

The total pre-order < given in the previous theorem induces a plausibility order
among the possible explanations. Thus the preferred explanations with respect to a
causal E-rational explanatory relation are the most plausible ones according to this
ordering (see [51] for a complete development of these ideas).

The aim of this section is threefold: first, to propose very natural explanatory rela-
tions using morphologic that in some cases are computationally tractable; secondly, to
examine the adequacy of logical postulates presented above, and thirdly, to illustrate
the role that the structuring element plays in the proposed models as discussed in
Section 2.6.

6.1. Explanatory relations based on erosion

Morphologic allows us to define the most central part of a formula, according to the
fundamental principles of this theory (see e.g. [61, 62], and Section 2). Using this
notion we define two explanatory relations.

Recall that in Section 2.6 (Definition 2.4 and Equation 15) we have defined a total
pre-order =y of all models in such a way that the models of ¥ occupy the first m levels
where m is the size of the last non empty erosion of . This pre-order is approximat-
ing the most central part of . Given an observation «, we can select the preferred
explanations of « using the minimal models of « (so, the closest to the most central
part of 3) with respect to <.

A second method to select the preferred explanations uses a similar idea. Now we
successively erode ¥ U {a} instead of ¥ alone, in other words, we are going to use the
last non empty erosion of ¥ U {«a} (see Definition 2.3). The results are quite different.
The second method depends more heavily on the observation at hand and this has the
effect that the corresponding explanatory relation might not satisfy some very basic
structural properties.

For an explanatory relation > and an observation «, we denote its associated set
of preferred explanations as follows:

PEL(a) ={y|a>~}.

6.1.1. Using the last consistent erosion

The first approach for defining a notion of preferred explanation consists in eroding 3
as much as possible but under the constraint that it remains consistent with «. More
precisely, consider the following formula

eee(Z, ) = e"(X) (18)
where
n=sup{k e N|¥(Z)Aal/ L} if n < 400
n=min{k € N | VK >k, ¥ (2) = ¥(X),e*(Z) Aat/ L} otherwise.
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From this operator, we define the following explanatory relation:

Definition 6.2. An explanatory relation derived from the notion of last consistent
erosion is defined as:

af©~y ng v Ey epe(E,a) A a. (19)

This definition has the following interpretation. We consider erosion of ¥, which
means that we are looking at the formulas that satisfy a while being the most in the
theory, i.e. that can be changed while remaining in the theory.

Figure 12. An example of last consistent erosion.

Let us see an illustrative example (see Figure 12). Take ¥ = aV bV ¢, and a =
(aN=bAc)V(aNbA=c)V (aN—=bA —c), and balls of the Hamming distance as
structuring elements. We have ¢'(X) = (aVb) A(aVc)A(bVe), 2(X) =aAbAc, and
finally £3(X) - L. Therefore:

X)) Aa=(an-bAc)V (aAbA=c)

and €2(X) A a - L. The value of n in Equation 18 is then equal to 1.
For Definition 6.2, the following formulas belong to PEyc.(«):

(an=bAc),(aNbN=c),(aN=bAc)V (aANbA—c).

There is an alternative way of looking at > which will be particularly useful in
the next section. Considering the morphological ordering =<y restricted to the models
of X, it is not difficult to verify that the following holds:

a >~ if and only if [ A 4] € min([2 A o], ). (20)

In particular, by Theorem 6.1, we have the following proposition:

Proposition 6.3. > satisfies LLE,, E-Cony, E-CM, E-R-Cut and RS.

6.1.2. Using the last non-empty erosion

We now introduce another explanatory relation which uses the last erosion ey(¢) of a
formula .

Let us take (see Figure 13) ¢ = (aV —=bV —¢) A (aV bV ¢), and an erosion defined
using the balls of the Hamming distance as structuring elements. Using the properties
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Figure 13. An example of ¢ and its last erosion, equal to £(¢) in this case.

of erosion, and in particular the fact that it commutes with the conjunction, it is easy
to derive that:

el(@) = (aV-b)A(aV—c)A(=bV=c)A(aVb)A(aVe)A(bVe) = (aA—bAc)V (aAbA—C).

Since €2(¢) F L, we have £'(¢) = &4(¢) (its models are in red in Figure 13).
A preferred explanation of « is then defined from this operator applied on 3 A «,
more precisely:

Definition 6.4. An explanatory relation derived from the last non-empty erosion is
defined as follows:

a >y “ vEs e(EAa). (21)

The idea of taking the last erosion of ¥ A« can be interpreted in terms of robustness.
An erosion of size n of a formula is a formula that can be changed while still proving
the initial formula. If at most n symbols are changed in " () then ¢ is always satisfied.
Here, considering €/(X A ) means that we are looking at the most reduced formula
that satisfies ¥ A «, i.e. the one that can be changed the most while satisfying > A a.

Erosion does not take into account all “parts” of a formula. Let us take for instance:
YNa=(aVb)A(aVe)A(bVe)and AL = ((aVb)A(aVe)A(bVe))V(maA—bA—c)
(Figure 14). Then we have: ¢p(X A o) = (X A ) =a Ab A c and thus o and § have
the same preferred explanations. The set of worlds satisfying 3 A 3 is disconnected,
and the connected component containing only (—a A =b A —c¢) is not represented in
the explanations of 8. This should not be surprising, since any explanatory relation
will select some part of an observation as the most relevant one. However, if this is
considered to be a problem, it can be avoided by considering the ultimate erosion
instead of the last erosion, which will select at least one element of each connected
component of an observation (see Section 2.5).

An important difference between > and > is that the later is more observation
dependent than the former. In fact, for a given «, let =% be the morphological ordering

Dgne

associated with ¥ U {a}. Then the preferred explanations of o according to are
«

obtained using < K instead of <y as it was done with > . As a consequence of this,

"¢ does not satisfies neither E-CM nor E-C-Cut. However, it does satisfy the following
weaker form of E-CM:

E-W-CM: If a>vand g > then (a A S) > 7.
It is important to note that ‘¢ is the first natural non-trivial example we know
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Figure 14. An example of ¥ A @ and ¥ A 8 that have the same last erosion. ¥ A 8 has two connected
components (blue models on the one hand and the cyan one on the other hand), the second one being not
represented in the final result.

of that satisfies E-W-CM but does not satisfy neither E-CM nor E-C-Cut'3(for a proof
of this claim see Appendix A). The next proposition collects all the facts we know
about >{"e .

Proposition 6.5. The explanatory relation >"¢ satisfies LLE,, RLE,, ROR, E-W-CM,
RS and E-Con,,.

The proof of this result can be found in Appendix A. Table 3 summarizes the results
we obtained so far.

Property >t > fne
(Equation 19) | (Equation 21)
LLE, Vi Vi
RLE, N J/
E-CM N X
E-W-CM V V
E-C-Cut Vv X
E-R-Cut Vv X
E-Reflexivity Vi X
ROR V v
RS N, N
LOR Vv X
E-DR V X
E-Cong Vv Vv

Table 3. Properties of the proposed relations.

6.2. The role of the structuring element: an example

In this section we explore some ways of defining structuring elements which are more
appropriate for the task of finding explanations. We will analyze the following example
through different structuring elements.

Example 6.6. Let us consider the very simple theory 31 = {a — ¢,b — ¢} (repre-
sented by the same formula ¢ as the one in Figure 3), and suppose that the observation

I3E-W-CM in fact was already considered by Flach [27] but he did not provide any example for it not satisfying
already the stronger version E-CM.
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is c. What are the “good” explanations of ¢? We present three different interpretations
where the most natural answers would be different. We usually expect that the causes
of ¢ are among a, b. Let us consider the following three interpretations, where different
explanations may be expected:

(1)

a = rained_last_night
= sprinkle_was_on
= grass-is_wet

The “common sense cautious explanation” of ¢ is a V b.

a = drug
b = another drug
¢ = adverse reaction

An explanation that an adverse reaction occurs is that one has taken drug a
and drug b, the combination of which is not recommended. Hence the “eager”
explanation a A b would be preferred.

Note that in this case, it could be argued that the background theory would
beaAnb— c.

a = book_was_left_somewhere else
= somebody_took_the book
= book_is_not_in_the shelf

An explanation based on the principle of the “Ockham’s razor” will select either
a or b but not both, that is to say, (a A =b) V (-a A D).

In the example above, the expected explanations of ¢ are built only using the atoms a
or b. We can introduce this constraint using a distinguished set of atoms Ab (sometimes
are called abducibles); in our example, Ab = {a,b}. We can modify the background
theory as follows:

22221U{a\/b}.

Notice that X9 is logically equivalent to {(a A c) V (b A ¢)}. It models explicitly that
a V b is part of the theory, and then, the causes of ¢ can be found among a and b. We
can also modify the structuring element to include this new constraint. As before, B,
denotes the ball of radius 1 centered at w (with respect to the Hamming distance for
instance). Let

B® = {W' € B, | w(z) = w'(z) for all = ¢ Ab}.

B® contains those valuations in B,, which agree with w outside Ab.

Example 6.7. Let 35 and Ab be as above. We will work with the notion of explanation
given by >
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(1) With the standard ball B,, we get £!(33) = L. Thus, 4.(32, c) = Xo. In partic-
ular,

e (avb).
(2) Now we use B%. Then £'(¥3) = a AbAc and £2(33) = L. Thus
e (anb).

Notice that ¢ ¥%(a V b).
(3) Consider the following structuring element

Bf){’Q ={wUu{w € Q|dw,w) =2 and w(z) = w'(z) for all z ¢ Ab}

where d denotes the Hamming distance. Then e!(2g) = £2(33) = (ma AbAc)V
(a A =bAc). Thus,

e (aA=b) V (ma AD).

Notice that ¢ ¢%(a A b).

In Example 6.7 we get the “expected” solutions, as described in Example 6.6. One
way to understand it is as follows. Given ¥ and a set of atoms Ab, let AbForm be
the set of formulas that use only atoms from Ab. Given an observation formula «, the
cautious explanation of av (with respect to (X, Ab)) is defined by:

ce(a) = \/{'y € Abform | ¥t/ =y and LU {v} F a}.

Since the language is finite, restricting the formulas v appearing in the definition of
ce(a) to be a conjunction of literals from Ab, we get that ce(a) is well defined. For
instance, in Example 6.6 we have ce(c) = aVb. By adding to ¥ the cautious explanation
of the observation, we are imposing an extra constraint that helps to find some of its
“natural” explanations. The expanded theory seems to be a useful tool for the task of
finding “correct” explanations. All this is illustrated by Example 6.7, where the choice
of an appropriate structuring element allows us to find the expected explanations in
the three situations presented in Example 6.6.

Table 4 summarizes the results for the last two examples, for ¥; and X5 and the
three considered structuring elements (Figure 15).

O

® @® B.
ab

PR @ B
b
® B,

Figure 15. Illustration of ¥; and X (left) and of three different structuring elements centered at w (right).
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L =] 2 |

B, | ran-bAc aVb
B c aANb
BZI?Q c (a A=b) V (ma Ab)

Table 4. Explanations of observation ¢ for two background theories and three different structuring elements.

These examples illustrate how different explanations can be obtained using ap-
propriate structuring elements. Roughly speaking, if a and b are incompatible, then
the exclusive disjunction is appropriate, and it is obtained using Bf,{’Q. If they are
compatible, a parsimonious explanation is the disjunction (as required for instance in
model-based diagnosis), obtained for B,,, while a more sure or constrained explanation
is the conjunction, obtained for B%.

6.3. Unified view using the fundamental pre-order <y

We present in this section a unified treatment of abduction and revision. In particular,
we propose to put in the same framework some of the results of Sections 4 and 6
(and [13, 15]), using the fundamental morphological pre-order relation <.

In the following we still assume anti-extensive erosions and extensive dilations.

There is an alternative way of looking at >‘ which will be particularly useful
in what follows. The iteration of the erosion operator provides a method of linearly
pre-ordering the models of . We have already noted that, when « is consistent with
¥, we have a representation of the relation > in terms of the morphological order
given by the equivalence (20).

Actually, if we take the following pre-order over the models of X:

w<puw ok (W € ef(X) = we (D)), (22)

it is clear that <g and =<y coincide over [¥]. Thus equivalence (20) can be rewritten
as:

o > v if and only if [y A £] € min([X A o], <g). (23)

Let us now come back to the revision based on dilation. As described in Section 4
(see also [13]), the idea is to dilate 3 (which is not necessarily consistent with «) until
it becomes consistent with a. Note that ¥ is then no more considered as a fixed theory

but rather as a background knowledge, which can evolve. More precisely, we define o
as:

n . k . .
Soo— { "(EX)ANa  where n = min{k € N | §*(2) A « is consistent } (24)

b)) if there is no k such that 6*(¢) A I/ L

The iteration of the dilation operator provides a method of linearly pre-ordering the
models of [§(X)]. Consider the following relation among models:

w<pw Y vk (W edfD) - we st E). (25)
Indeed, it is clear that <p is a total pre-order over [d¢(X)]; we will call it the total
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preorder associated with ¥ using successive dilations. It is not difficult to verify that
the following holds:

min([a], <p). ifaAd(E)F L
[Zoal= { =1 ifand®) b L (26)

Indeed, it is easy to check that over the set [6,(X)] \ [X] the relations <p and <y
coincide.

By the representation theorem for credibility-limited revision operators (see [17]),
i.e. operators that generalize the classical AGM-revision operators [5, 37|, it follows
from Equation 26 that o is a credibility-limited revision operator [17, 32].

The pre-order defined by Equations 22 and 25 can be merged in the morphological
ordering < introduced in Section 2. By the previous observations, the morphological
order =y is <p over [X] and <p over the set [6,(X)] \ [X].

Based on the morphological ordering, we can associate with each observation « the
following set of valuations:

~ min(Ja],=f)  ifand(E)F L
M(O‘)—{ 517 ans(o) el

Note that the criterion used to define M («) is based on the morphology operators §
and e. The interpretation we give to M («) is that it contains those worlds that are
(morphologically) more relevant given the observation «. Therefore for the task of
revising ¥ or explaining o we only look at M («). This will be made precise in the

result that follows. We will denote by C(«) the formula whose models are exactly
M(a).

Theorem 6.8. Let X3, a and v consistent formulas.

(1) If a is consistent with ¥, then o >~ iff v - C(a).
(2) If « is inconsistent with X, then ¥ o a = C(«).

The previous result suggests the following definitions

alyy “ v C(a) (27)
and
Yopa=0C(w) (28)

where « and y are consistent formulas.

As an example, let us consider the example in Figure 6 for ¥ = ;. For a =
(maAN=bA=c)V (maN=bAc)V (maAbA-c), a is consistent with 3 and its explanation
is v =y —a A —b A ¢, which corresponds to the rank 0 in Table 1. Now if « is reduced
to o = —a A b A —c, then it is no more consistent with > and the revision applies.

Some comments about these definitions should be made. First of all, even when an
observation is inconsistent with the background theory 3 there is a formula v such
that a > ~. That is to say, we can “explain” more observations with >; than with
‘. This is related to the idea of abduction as belief revision [18]. The interpretation
we give to this fact is that for explaining an observation it is allowed (if necessary)
to “change” the background theory. Thus in the explanatory process described by > ¢
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the observation is absolutely reliable. Notice also that >; makes it explicit that some
explanations might not be consistent with 3.

The operator oy is not an AGM revision operator for ¥ (even not a credibility-
limited revision operator), since when the observation « to be incorporated is con-
sistent with ¥ we have only ¥ oy oo = ¥ A «, not the equivalence (the equivalence in
the case where a and > are consistent is just the vacuity postulate, usually denoted
by K*4, which is equivalent to the minimality R2). The reason for this is that oy is
based on preferences on models of Y, so even when ¥ A « is consistent, some sort of
central reason for accepting « has to be found. Note that the previous remark says
that oy does not satisfy the postulate R2 (alias K*4), which has been criticized by
some authors in particular in [60]. Unlike Ryan’s operators, which are based on or-
dered theory presentations, R2 and success (R1) are the only postulates which are
not satisfied by oy. However, note that oy satisfies the modified version of success of
credibility-limited revision operators, that is: YoakF a or Yoa = X.

7. Final remarks and perspectives

We have given the fundamental concepts and techniques in mathematical morphol-
ogy, and have shown how to interpret these techniques in terms of mathematical logic,
namely in propositional logic. This connection has originated a new domain called mor-
phologic. We have used dilation operators in order to define belief revision operators
and belief merging operators.

We have shown that we can find some operators defined in the literature when the
dilation operators come from a distance function. Moreover, we have extended the class
of belief revision operators and the class of belief merging operators by using a larger
class of operators, in particular having the extensivity and exhaustivity properties.

A similar work has been done using erosion operators. These operators are used
in two ways in order to define explanatory relations. It is interesting to note that
the use of different structuring elements is determinant in the way the information is
structured. The examples in Section 6.2 point out clearly this phenomenon.

Under the assumption that the geometry comes from the Hamming distance between
interpretations, we have shown how to compute dilation, erosion, last erosion, ultimate
erosion, opening and skeleton operators over formulas. These calculations constitute
the basis of our applications to different tasks in knowledge representation.

We have proven that our general operators of revision and fusion are well behaved,
in particular they satisfy the AGM postulates and the postulates of integrity con-
straints belief merging. We have also proven that the explanatory relations defined
using morphologic satisfied suitable structural properties.

Potential extensions would be to analyze how minimality criteria could be expressed
in the proposed framework, as the ones proposed for abduction [7, 24, 31], revision for
Horn clauses [21, 22, 65] or for description logics [52, 53, 54, 55, 64]. More generally
mathematical morphology can be used for revision or abduction in institutions and
satisfaction systems [2, 3, 4].

One interesting feature that is worth to remark is the fact that morphologic allows
us to give an ordered structure to the pieces of information. That is, it allows having
preferences over the formulas. It is exploited by the morphological total pre-order
defined by Equation 15. Note that these preferences depend on the structuring element
used for defining dilations and erosions.

Finally, our approach provides a reusable framework for performing numerous op-
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erations on formulas, and includes computational and axiomatic building blocks, to
be applied in different reasoning problems.

Future work will aim to apply the tools of morphologic in order to explain multiple
observations and for putting dynamics in the explanatory process. We also expect to
treat mediation process using the tools developed in this work.
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Appendix A. Proofs
In this appendix, we provide proofs of certain technical claims.

A counter-example of E-CM for >,

In this example ¥ will be {T}, so we will remove it altogether. Let us consider the
following formulas:

a=-aVbVe p=(-aV-bV-c)A(-aVbV-c)

aANp=(=aV-bV-c)A\(—aVbV-c)A(-aVbVe).

Using the computation formulas for erosion of a formula under CNF (Proposi-
tion 3.1), we get:

el(@)=(maVb) A(maVe)AbVe),

e2(a) = ~a AbAc=¢ga).

A unique world satisfies this formula, and therefore no further erosion can be performed
(e3(a) F L). Similarly, we have:

el(aAB)==aAbA-c=cylanp)
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which is the last non-empty erosion. It follows that o >¢ (-a A b A ¢); moreover
(manbAc) = B, but clearly the formula (—aAbAc) is not a preferred explanation of aAS.

A counter-example of E-C-Cut for >¢.
Again ¥ will be {T}. Consider
a=aVbVcand f=aV bV —c.
We have then:

@) =(aVvb)A(aVe)A(bVe),

2(a) =aAbAc=ela),

e (B) = (aV-b) A (aV =c)A(—bV —c),

52(6) =aN-bA-c=¢ef),

aANB=(@VbVe)A(aV-bV-c),

elanp)=(a@aNbA=c)V(aAN-bAc)=c¢ep(aNp).
Let us now set v = (a Ab A —=c) V (a A=bAc), then (a A B) > ~. On the other

hand, we have that a >/¢ § iff § = a A b A ¢ (in this case there is no noise because
¥ = T). Thus if a > §, then 6 Fyx 8. But it is clear that o p#¢.

A counter-example of LOR for "¢,
Again in this counter-example ¥ will be {T}. Consider, for > :
a=(aVbVe)A(aV-bV —c)
and
B=(—aV-bVe)A(aV-bVe)A(aVbVe).
We have:

ela) =(aAbA=c)V(aA=bAc)=eha),

51(5) =aAN-bAc=eB),

aVB=aVbVec,
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eavp)=(aVvb)AlaVec)A(DVe),

2(aVvp)=arbAc=¢glaVp).
Let v =a A —b A c. Then o >¢ v and > v, but (o V ) £.
Proof of Proposition 6.5.

In what follows, we detail E-W-CM and E-W-C-Cut for > . The other properties
are straightforward. In particular it is clear that >€ satisfies RS.

(i) E-W-CM. Let us assume that v by ey(XAa) with ep(XAa) = e™(ZAa), v by ep(ZA
B) with e4(XAB) = e™(XAS), and that the next erosions are empty. Let us assume that
the last non-empty erosion of ¥ A a A 3 is obtained for k. Since the erosion commutes
with the conjunction, we have: e,(XAaAB) =eF(ZAanB) =¥ (B Aa)A R (ZARB).

We necessarily have k& < n and k < m since otherwise either e*(X A ) or e¥(Z A )
would be inconsistent. This implies, due to the monotonicity property of erosion that:
Fe e®(BAa) = (S Aa) and Fs e™(B A B) = ¥(2 A B) from which we derive:

FreeEAQ)ANeg(BAB) = ee(ENanp).

This interesting general result proves that v Fx €¢(X A a A ). The proof for the other
two cases are shown similarly.
(ii) E-W-C-Cut. Assume v k5 go(SAaAB) = e(SAaAB). For all § such that a>"¢ 4,
ie. 0 by (S AQ)=e™(TAa), we have B¢ 6, ie. § by e AB) = ¥(ZAB). Let
us detail in which situations we have v s e™(X A «).

First we consider the case where the erosion of the last non-empty erosion is empty.
Since X A a A B Fx X A a we have:

NNy L=e"(EANa) s L.

Therefore n < m. For the same reason, we necessarily have n < k.
Let us first assume that n < m. Since the set of preferred explanations of « is
included in the one of 3, we have: €™ (X A ) Fy €¥(2 A B). Since m > n, we have:

eMENaAB)=e™(ENa)ANe™(EAP) Fs L.
Let us now assume n < k. Then similarly, we have:
FEAanB) = EAa) (S AB) Fy L.

If & > m, we have: €™(X A ) /s L, and, since the erosion is decreasing with
respect to the size of the structuring element: e¥(X A B) Fx €™(X A ). Therefore:
e Aa) Fs ef(SAB) Fx e™(X A B), which implies: €™ (X A a A B) iy L which leads
to a contradiction.

Similarly, if & < m, we have: e¥(XAa) s L, and e™(EAa) Fy e¥(SAa). Therefore,
since we had €™(X A a) Fx, e¥(Z A B), we have:

FEAanp) = Aa) AR (SAB) s L
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which also leads to a contradiction. From these two contradictions, we can conclude
that necessarily k£ = m. Then e™ (X Aa) Fx e¥(X A B) becomes e™ (LA a) Fx e™(XAB)
and therefore we have:

eMENaNB)=eM(ENa)ls L

which is in contradiction with n < m. Therefore the case n < m and n < k is not
possible.
If n = m. In this case, we have:

E"ENaAB) Fn e (BN A (EAL)=™(EANa) ANe™(ZAB) Fy e™(XA ),
and therefore:
YEs e"(EAaAB) = vy e™(EA ),

i.e. a > ~. This shows that in this particular case, the property holds.

Finally, in the last possibility where n < m and k = n, the property does not
hold, as shown by the following counter-example, illustrated in Figure Al: ¥ = T,
SANaANB=XAB=c(XNaAB)=-¢el(XAB), this last erosion being obtained for
n =k = 0. For a, /(X A ) is obtained for m = 1 and has only one model. It is easy
to check that for all § such that § 5 /(X A «), we have ¢ Fx ¢(X A 8). But there is
a v such that v Fy /(X A a A B) and v s go(X A «).

SAa
@ IAB=ZAaAf

Q e(ENa)
O

Figure A1l. Counter-example for E-W-C-Cut for >¢"e .

Now consider the case where last erosions can be fixed points. Actually, several
cases can occur. But before to explore the possible cases, we establish a useful claim:

Claim: Under the assumption that the premises of E-W-C-Cut hold, if £¥(X A ) is a
fixed point, then e™(X A ) Fx e¥(Z A B) Fx e¥ (X A B) for all &

The reason is that we have e™(X A ) Fx, €¥(2 A B) by the hypothesis. And we have
eF(SAB) kg e¥ (2 AB) for k' < k because of the decreasingness of erosion with respect
to k. Also we have ¥ (X AB) Fy ¥ (ZAB) for k < K because of the fixed point property.

Now we examine the possible cases:

(1) If the last erosion of XA« A S is a fixed point, i.e. eg(EAaAf) =e™(XANaAP) =
e (S AaApB) for all n > n. This implies that €™ (S Aa) Ae™ (£ AB) can never be
inconsistent (for all n’). Hence the last erosions of ¥ A and XA 3 have to be fixed
points too. Let us denote by m and k the first size of erosions where these fixed
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points are reached. By the Claim, e™(XAa) s, e¥(XAB) Fs e¥ (SAB) for all k. If
n > m we have e"(EAaAf) = e"(EAQ)Ae"(EAB) = e"(EAa) = e™(EAa), and
v by e™(EAa). If n < m, then similarly e (XAaAB) = e™(ZAaAS) = e™(ZAa)
and v Fy e™(X A ).

If the last erosion of ¥ A« is a fixed point. Then, e™ (X Aa) Fy (3 A ) implies
that the last erosion of ¥ A 3 is a fixed point too. By the Claim, e™ (X A «) by
e¥ (X AB) for all k'. This means that e"™(SAaAB) = e"THEAa) Ae"TH(EAB)
can never be inconsistent, and the last erosion of ¥ A a A 8 is a fixed point too.
Hence this case is equivalent to the first one.

If the last erosion of ¥ A3 is a fixed point, and ™™ (X Aa) = L. Then e™ (LA
a A ) = L, which implies n < m and e"" (X Aa A B) = L. If n < m, then, by
the Claim, e™(X A a) by e (X A a) A" HE A B) = e"H(Z A a A B) which
can therefore not be inconsistent. Hence n = m. Then we have e" (X A a A ) =
eEMEANQ)ANe™(EANP) =e™(BAa), and vy e™(X A ).

(iii) E-Reflexivity fails for >¢ . Let us for instance consider erosions performed with

b
B,

as in Example 6.7, and let us assume that /(X A o) = ¢. Let us take v =

(maANbAC)V (aAN=bAc)V (aANbAc) as an explanation of a (we have v Fx g/(X A a)).
Then ' (X A7) = aAbAc=e/(X A7) (still with B as structuring element). However
v s a Ab A c and therefore v is not an explanation of 7 in this case.
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