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A R T I C L E  I N F O   

Keywords: 
Astrochemistry 
Collisional molecular processes 
Methods 
Machine learning 
Quantum and quasi-classical molecular reac-
tion dynamics 

A B S T R A C T   

In this work, we investigate the possibility to use an artificial neural network to predict a large number of ac-
curate state-to-state rate constants for atom-diatom collisions, from available rates obtained at two different 
accuracy levels, using a few accurate rates and many low-accuracy rates. The H + H2 → H2 + H chemical reaction 
is used to benchmark our neural network, as both low and high accuracy state-to-state rates are available in the 
literature. Our artificial neural network is a multilayer perceptron, using 8 input neurons including the low- 
accuracy rate constants, with the high accuracy rate constants as the output neuron. The use of machine 
learning to predict rate constants is very encouraged, as the rates obtained are accurate, even using as low as 1% 
of the full dataset to train the neural network, and improve greatly the low accuracy rates previously available. 
This approach can be used to generate full rate constant datasets with a consistent accuracy, from sparse rates 
obtained with various methods of different accuracies.   

1. Introduction 

The interpretation of astronomical molecular spectra requires the 
knowledge of the population of the molecules in their rovibrational 
states. Moreover, in the interstellar medium, Local Thermal Equilibrium 
(LTE) is not always established and an accurate knowledge of the re-
action rate constants, at the state-to-state level, is required to solve the 
radiative transfer equations [1,2]. Experimental determination of those 
state-to-state reaction rates is very challenging, and they can fortunately 
be determined thanks to the state-of-the-art of computational chemistry 
[3,4,5]. Those calculations are generally conducted under the 
Born-Oppenheimer approximation[6], in which ab initio quantum 
chemistry calculations are done at fixed nuclear geometries in order to 
produce a global potential energy surface (PES) able to describe all 
possible chemical rearrangement involved in the collisional process. For 
an atom-diatom collision, the state-to-state processes involving diatomic 
species as reactant/product can be described as: 

A + BC(v, j)→

⎧
⎨

⎩

A + BC(v′, j′) inelastic arrangement ,
B + AC(v′, j′) 1st reactive arrangement ,
C + AB(v′, j′) 2nd reactive arrangement

(1)  

where v and j are the vibrational and rotational quantum numbers of a 
diatomic molecule, respectively. The kinetic efficiency of those 
elementary processes is specified through the state-to-state reaction rate 
defined as: 

kv′,j′←v,j(T) =
(

8
πμk3

BT3

)1∕2 ∫ ∞

0
σv′,j′←v,j(Ec)Ece−

Ec
kB T dEc (2)  

where σv′,j′←v,j(Ec) is a state-to-state resolved collisional cross-section, Ec 
is the collisional energy, kB is Boltzmann’s constant, μ is the reduced 
mass for the A–BC motion, and T is the temperature. Collisional cross- 
sections and reaction rate constants are computed using either the 
Quasi-Classical Trajectory (QCT) [see [3,7,8, 9,10,11], and references 
therein] or the Time Independent Quantum Mechanical (TIQM) [see [4, 
5,12,13,14], and references therein] approaches and have been pro-
vided to the astrophysical/astrochemistry community during the last 
three decades. The adopted methods intrinsically have different ranges 
of applicability in terms of temperatures and internal quantum states of 
the reactants. Exact TIQM calculations are obviously the most accurate, 
especially at low temperature, where quantum effects such as tunnel-
ling, zero point energy or resonances have a high impact. However, they 
are difficult to implement for calculations at high temperatures in terms 
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of computing capacities since many rovibrational states/channels have 
to be included in the partial wave expansion of the scattering wave-
function. Indeed, memory and CPU costs scale as the square and the 
cube of the total number of rovibrational channels, respectively. The 
close-coupling approach becomes prohibitive when the number of 
coupled-channels exceed ~ 10000, and thus limits in practice its 
application to low temperature (up to a few thousand kelvins) or colli-
sional energy regime. Moreover, this prevents the use of such sophisti-
cated and accurate methods for heavy triatomic systems, or more 
generally for polyatomic systems. On the contrary, although QCT cal-
culations fail at low and very low temperatures, they become more and 
more accurate when the temperature increases. Moreover, QCT simu-
lations are not limited by the computational time and memory cost 
specific to TIQM calculations. They can thus provide state-to-state data 
for all possible ro-vibrational states of the reactant (up to the dissocia-
tion limit) and for high temperatures. 

In recent years, the use of statistical learning techniques applied to 
chemical problems has gained considerable interest [15,16]. In partic-
ular, supervised machine learning (for which the features related to the 
data aimed to be predicted are known) has seen a growing interest for 
chemical reactivity (see the review by [17] and references therein). It 
was, for example, used to obtain thermal reaction rate constants (see the 
review by [18] and references therein) of a large number of organic 
chemical reactions. Machine learning technics were also successfully 
used as a tool to obtain accurate PES for a fraction of the cost of direct ab 
initio calculations [19,20], allowing for dynamics studies of reactions 
involving larger molecules than otherwise accessible. Recently, machine 
learning was also used in non-adiabatic ab initio chemistry and applied 
to photochemistry [21,22]. It has also been used for direct applications 
to astrochemistry to predict binding energies between molecules and 
surfaces [23], valuable information to study adsorption and desorption 
of molecules on interstellar ice or dust, or to predict chemical abun-
dances and make chemical inventories of astrophysical media [24]. 
Some studies focused on machine learning to predict rate constants 
directly. Thermal rates, having a relatively smooth behaviour with no 
sharp changes related to the temperature, are ideal candidates for neural 
network models. Those can be predicted based solely on information 
concerning the PES, and are typically not of high accuracy, but can 
complete datasets for reactions with missing data as was done by Komp 
and Valleau [25] to predict 1.5 million rates, or using exact calculations 
for the training, leading to more accurate results [26,27,28]. For Non 
Local Thermal Equilibrium (NLTE) conditions, inelastic state-to-state 
rate constants have been predicted using Artifical Neural Network 
(ANN). Indeed, ANN was used to obtain rates outside the accessible 
range of exact quantum methods [29], leading to rates of limited ac-
curacy, as neural network models are usually more efficient at predict-
ing data lying in the range of the training. The latter was done to 
complete state-to-state rates for the N( 4S) + NO( 2Π)→O( 3P) +
N2(X1Σ+

g ) reaction, using for the training QCT rates widespread over the 
whole range of ro-vibrational states considered for the predictions [30]. 

In this work, we present a different approach based on machine 
learning, using an artificial neural network (ANN), to predict state-to- 
state rate constants kv′,j′←v,j(T) with high accuracy over a large domain 
of temperatures of interest. We benchmark our approach on the H + H2 
→ H2 + H chemical reaction for which we have a large set of data 
(computed with both TIQM and QCT methods). Our approach uses a 
limited number of high-accuracy rate constants, and can include low- 
accuracy rates, in order to complete large ensembles of state-to-state 
rate constants required in particular for applications in astrophysical 
media under NLTE conditions like photon-dominated regions. In Sec. 2 
we briefly describe the basic concept of artificial neural network and 
present our architecture. In Sec. 2.2 the data manipulations are exten-
sively discussed, including the choice of input parameters and the 
transformations that we apply in order to generate data efficiently us-
able by an artificial neural network. Sec. 3 explains the protocol, 

specifying the metrics we use to define the quality of our models. We 
present and discuss the results in Sec. 4, followed by conclusions in Sec. 
5. 

2. Artificial neural network for state-to-state rate constants 

The artificial neurons of neural networks are inspired by the bio-
logical neurons [31]. Even if the neuron model used in the algorithms is 
highly simplified, it retains the same core principle. Each neuron is 
connected to other neurons that pass it weighted values, similarly to 
biological neurons for which each dendrite, connected to a different 
neuron, has its own sensibility to a received signal. After receiving and 
summing the weighted values obtained from the previous artificial 
neurons, each neuron applies an activation function and transmits the 
results to the next connected neurons. This activation function is used to 
introduce non-linearity in the network and allows building accurate 
models when the relation between the input data (the features) and the 
output data (the labels) is highly non-linear. 

In supervised machine learning, the algorithm is trained at a specific 
task on a set of data called the training database, for which input and 
output data are known. During this stage, the weights of each neuron are 
updated by a back-propagation technique, minimizing the error 
computed by comparing the output value of the network to the true 
value (given by the labels). In order to converge the weights, the 
network is looped over many times until the error reaches a threshold 
value. The network configuration and the weights of each neuron build 
the model. The ANN makes predictions by applying this model to a set of 
features different from the ones provided during the training stage and 
for which no label is available. 

2.1. Multilayer perceptron architectures 

The multilayer perceptron (MLP) architecture is one of the most 
typical neural networks [32]. It consists of three types of layers of nodes: 
an input layer, at least one hidden layer, and an output layer. Each node 
of the hidden layers is a neuron that uses a non-linear activation function 
f(x), with x an input of this neuron. The two most commonly used 
functions are the hyperbolic tangent and the Rectify Linear Unit [ReLU; 
33]. In this work, we use the latter, defined by 

f (x) = max(x, 0) =
x + |x|

2
=

{
x if x > 0,
0 otherwise, (3)  

also known as ramp function. All MLPs are fully connected, with each 
node in a given layer connected to all the neurons of the following layer 
(with a neuron-specific weight). A bias node is usually added to each 
layer, excluding the input layer, and is only connected to the neurons of 
this layer. It has no activation function (equivalent to a linear activation 
function) but has a neuron specific weight that is also optimized with the 
back-propagation technique. The bias allows a shift of the activation 
function of each neuron. Within this work, we consider two different 
MLP architectures:  

a) The first neural network, MLP1, takes as input a set of 8 features, 
which are described in Sec. 2.2. The network consists of 4 hidden 
layers composed of 64, 64, 64 and 48 neurons, respectively, as well 
as bias neurons (a scheme of MLP1 is presented in Fig. 1). Each 
neuron of the hidden layers applies the ReLU activation function. In 
total the number of adjustable parameters is 12 065.  

b) The second neural network, MLP2, takes as input a set of 7 features 
(which does not include the low-accuracy state-to-state rate con-
stants as explained bellow). It is composed of 4 hidden layers of 32, 
48, 64 and 64 neurons, respectively, as well as bias neurons, ac-
counting for 9201 adjustable parameters. 
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The algebraic expression of the output y(L)j of the j-th neuron in the L-th 
layer in our MLP is recursively defined as: 

y(L)j (X) = f

(

w(L)
0,j +

∑NL

i=1
w(L)

i,j y(L− 1)
i (X)

)

, (4)  

with X = {x1, x2, …, x8}, NL the number of neurons in the L-th layer, w(L)
0,j 

the bias of the j-th neuron of this layer, w(L)
i,j the weight applied by the j-th 

neuron of the L-th layer to the output of the i-th neuron of the (L − 1)-th 
layer named y(L− 1)

i , and finally f(x) is the activation function defined in 
Eq. (3). For the first layer (the input layer), we have y(1)j (X) = xj. For the 
output of the single neuron of the last layer (the output layer), we define 
y(6)1 (X) ≡ yp. To control the overfitting of the data, we monitor the loss 
on both the training and a validation set (defined in Sec. 2.2) during the 
training stage. This loss, which is standard for this type of MLP, is the 
mean square error regression, that is the square of the difference be-
tween the predicted and the true value, completed by a L2- 
regularization term that penalizes complex models: 

Loss =
1
2n

∑n

i
|yi − yp

i |
2
+

α
2n

∑n

i

⃒
⃒wi,j

⃒
⃒2 (5)  

where α is a parameter that controls the magnitude of the penalization, 
yi is a label and yp

i its corresponding predicted value, and the index i 
loops over all the n elements of the training dataset. This work uses the 
Scikit-learn package in Python [34] to create the MLPs. 

2.2. Datasets of the neural network 

We aim to use machine learning, in particular an ANN, to predict 
accurate state-to-state rate constants based on a limited number of ac-
curate but numerically expensive rates, and possibly using a high 
number of numerically cheap but less accurate rates. Two sets of data 
have to be considered:  

• the training dataset, for which the accurate rates are known and will 
be used as labels,  

• the dataset, for which no accurate data is known (we may have low 
accuracy data available). 

In order to assess the accuracy and efficiency of our ANN model to 
predict state-to-state rate constants, we use it on the H3 system, in 
particular on the H + H2 → H2 + H reaction. This system presents the 
advantage to have been thoroughly studied in the past with various 
methods [3,9,35,36]. We will consider as high accuracy rates, the 
state-to-state rates obtained on this system by TIQM calculations [4,5, 
14]. All the state-to-state rate constants (considering transitions be-
tween all the possible rovibrational states) have also been obtained by 
the QCT method by some of the authors [10] and will be used as the low 
accuracy rates. 

Predicting data of interest using machine learning requires first 
building the predictive model. This model is built during the learning 
stage, for which two subsets of the training dataset are required: a list of 
inputs called features, and the expected outputs called labels. The fea-
tures have to be carefully chosen in order to optimize the learning of the 
algorithm. Features that are directly correlated have to be avoided to not 
bias the algorithm and overfit the data. On the other hand, any feature of 
importance, independent of the other features, has to be included to 
avoid underfitting the data, and hence missing important behaviour. 
The features that we define for the state-to-state rate constants are i) the 
initial and final rotational and vibrational quantum numbers {j, v} and {
j′, v′}, respectively (four input neurons), ii) the initial and final internal 
energies Ev,j and Ev′,j′ respectively for the diatomic fragments (2 input 
neurons), iii) the temperature T (1 input neuron). The low accuracy 
data, here the state-to-state rate constants obtained with QCT calcula-
tions (kc

v′,j′←v,j(T) ≡ kc
i , with i an index that runs over all possible rovi-

brational transitions v, j→v′, j′ and for some selected temperatures) are 
also possible input data (1 further input neuron). The labels, repre-
senting the high accuracy data, are the state-to-state rate constants 
(kq

v′,j′←v,j(T) ≡ kq
i ) obtained by TIQM calculations for a limited number of 

rovibrational transitions. We should also emphasize that the efficiency 
of the training is ensured by the consideration of both the rovibrational 
quantum numbers and their associated rovibrational energies. Indeed, 
some rovibrational energy levels can be quasi-degenerate and the use of 
both features lead to an easier characterization of the transition in the 

Fig. 1. Our multilayer perceptron architecture MLP1, composed of 4 hidden layers of 64, 64, 64 and 48 neurons each and 8 features, x1…x8, for the input neurons 
and one output neuron, yp. Bias neurons, w(L)

0 connected to the hidden layers, and to the output layer, L = 6, are represented. We also use in this work another 
multilayer perceptron, MLP2, of 4 hidden layers of 32, 48, 64 and 64 neurons each, with only 7 features. 
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training step. 

3. Methodology and metrics of the algorithm 

3.1. Rescaling the datasets 

Once the determination of the features is done, they have to be scaled 
in the most pleasing way for the algorithm, to obtain the best pre-
dictions. This includes having features that have zero-mean and unit- 
variance. Outliers can be problematic as they will concentrate all the 
remaining inliers to very close values. Our features are all (except the 
feature kc

i ) bounded values that do not contain outliers, hence the easiest 
and most appropriate operation is a standard scaling, consisting in 
removing the mean, and scaling to unit-variance. This has to be per-
formed for each feature xr independently, xscal

r ≡ x̃r = xr − xr
σ . This scaling 

cannot be applied to the kc
i features, as the rate constants contain 

possible outliers and have values too small for a neural network to 
perform well (values ranging from 10− 29 to 10− 8). We hence first take 
the negative logarithm (with log ≡ log10) in order to obtain a distribu-
tion of values between 8 and 29. The distribution is still very uneven and 
not properly scaled, with outliers at the largest values (corresponding to 
the smallest rates). To solve this issue, we apply a power transformation, 
that will lead to a more gaussian-like distribution with a zero-mean and 
unit-variance, in particular we apply the Yeo-Johnson transform [37], 
defined by 

x̃(λ)r =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(
(xr + 1)λ

− 1
)
∕λ if λ ∕= 0, x ≥ 0,

log(xr + 1) if λ = 0, x ≥ 0,
−
(
(− xr + 1)2− λ

− 1
)
∕(2 − λ) if λ ∕= 2, x < 0,

− log(− xr + 1) if λ = 2, x < 0.

(6)  

It is a parametric function of λ, which is optimised through maximum 
likelihood. 

The labels kq
i also need to be transformed. Usually, the trans-

formation or scaling of the label is not necessarily similar to the trans-
formation applied to the features, and is done separately. Here, the 
nature of kq

i and kc
i is the same. We hence chose to use the same pro-

cedure, and in particular the same transformation, for those two vari-
ables. We define the transformation on the labels, as it is the quantity of 
interest that we want the most adapted for the learning algorithm. We 
then apply this transformation with its parameters to kc

i . The opposite 
was tested and leads to less accurate models, as the transformation is 
then adapted to the feature kc

i , and applying it to kq
i leads to labels with 

non zero-mean and unit-variance. Using the same procedure but 
executing the transformation independently for the labels and the input 
rates leads to less accurate models, as the correspondence between these 
two variables is then lost. Fig. 2 shows the distribution of the kq

i feature 
before and after the described transformation is applied. The data are 

predicted with the same rescaling, hence to obtain the final value (in our 
case the rate constants), the inverse transformations have to be applied. 

3.2. Performance metrics 

We consider a full dataset composed only of data for which we have 
both the features and the labels. Furthermore, to test both the MLP1 and 
the MLP2, we select a dataset for which we have both TIQM and QCT 
rate constants available. This makes it possible to compute the error on 
the predicted data and assess the usability of an ANN to obtain accurate 
state-to-state rate constants. A metric used to estimate the accuracy of 
our model is the mean absolute error (MAE), 

MAE ≡

∑n
i ∣logkp

i − logkq
i ∣

n
, (7)  

with n the size of the training dataset and i is a running index over all the 
elements of this dataset (all the v, j→v′, j′ transitions for all the temper-
atures available), kp

i represents the predicted state-to-state rate con-
stants. This error gives an estimation of the average error. The other 
metric used is the root mean square error (RMSE), 

RMSE ≡

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i (logkp
i − logkq

i )
2

n

√

, (8)  

which gives a strong penalty for data that strongly deviate from the 
exact values. These two metrics are complementary, as together they 
give an estimation of how generally close to the correct values the 
predictions are, but also of the number of outliers that are far away from 
the correct value. It is important to note that those errors are not 
computed on the rate constants directly as they vary by many orders of 
magnitudes and the low values would be negligible. The errors are 
computed on the logarithm with base 10 of the rate constants, so a 
difference of several orders of magnitude will be as penalized for small 
rates as for large rates. 

The full dataset is divided into three subsets: a training set, a vali-
dation set, and a test set. The training set is used to optimize the weights 
of the neural network, which are initially randomly chosen, and build 
the model. We use the validation set to avoid underfitting or overfitting 
the training set. This is done by checking the performance of the model 
on the validation set, that is not used to train the model, after each 
iteration over the network (during the weight optimization). When the 
loss on the validation set is not improving by at least 10− 4 for 10 iter-
ations, the model is considered converged and the training ends. The 
performance of a given model is obtained by evaluating the loss of the 
trained model. The test set is used to test the model on a set that was not 
involved in any way in the training process. 

In this work, the full dataset is first divided into two subsets of 
different proportions (specified later) for which the elements are split 
after being randomized, one part being the test set, and the remaining 

Fig. 2. Histogram of the labels kq
i , the accurate rate constant with i representing a given rovibrational transition, before and after transformation. We apply a Yeo- 

Johnson transform [37] the negative of the logarithm with base 10 of the original kq
i labels. The transformed data have zero-mean and unit-variance. 
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being the ensemble of data used during the training. Of the latter, 10% 
are selected at random to create the validation set, and the 90% 
remaining form the training set. 

To choose the best architecture for our MLP once the different sub-
sets are created, and evaluate the stability of the network, we perform 
five-fold cross-validation. It consists in splitting the training set into five 
random subsets of identical size and using four of those grouped as a 
training set and the last one as a validation set (note that this validation 
set is used to obtain the accuracy of the model when it is converged, as 
opposed to the validation set mentioned previously which is used to 
check the convergence of the model and stop the iterations on the 
network). This procedure is repeated a total of five times, each time 
defining another of the five subset as the validation set. This presents the 
advantage of having each data of the training set used both as training 
(in four of the five training sets) and as validation (in one of the vali-
dation sets). The loss used to choose the best architecture is taken as the 
best average loss over the five splits. In order to choose among different 
architectures with a similar average loss, the smallest standard deviation 
is favoured. 

4. Results and discussion 

We present in Fig. 3 the MAE (left panel) and the RMSE (right panel) 
of the QCT results (blue dotted line) and of the predicted results, 
including (green solid line) or not (red dashed lines) the kc

i feature as 
input neuron hence using respectively our MLP1 and MLP2. We compute 
these errors with respect to the size of the training dataset considered, in 
proportion to the full dataset, starting with as low as 1% of the full 
dataset used for the training, to 50%. Table 1 presents the number of 
data in the training and test datasets, depending on the fraction of the 
full dataset considered for the training. The maximum efficiency of the 
MLP is clearly lying where the size of the training dataset is very small 
compared to the size of the full dataset, which is a behaviour of interest 
for our application. Above a training dataset size of around 20% of the 
full dataset, the improvement on the MAE and RMSE is very small, 
contrarily to small training datasets. In particular, between 1% and 10%, 
the accuracy of the predictions improves a lot by small increases of the 
size of the training dataset. It is interesting to note that when exact 
values of at least 5% of the total amount of rates are available, wide-
spread over the entire energy range, the predicted data using only those 
exact rates to train the model will generate results more accurate than 
the ones obtained by direct QCT calculations. On the other hand, if this 
training dataset is a small fraction of the full dataset, adding the QCT 
value as an input neuron is highly improving the accuracy of the pre-
dictions, with an MAE of the predictions about two times smaller than 
predictions using only 7 input neurons (excluding kc

i ), and an RMSE 
about 1.5 times smaller. Overall, adding the 8-th input neuron is always 

leading to more accurate predictions, hence it is advised to use those low 
accuracy data when available. The biggest improvement over the QCT 
rates is observed on the RMSE value, showing that the number of outliers 
is dramatically decreased in the predictions, with a value of the RMSE at 
least twice smaller even using only 1% of the full dataset for the training. 
It is important to note that we add a layer of complexity in this choice of 
data, as all the channels lead to the same product (here the two reactive 
channels and the inelastic channel lead to H2). This is impacting the 
performances of the neural network, in particular because the reactions 
conserving the parity of the rotational quantum number will include 
both contributions from the reactive and the inelastic channels, whereas 
the reactions not conserving this parity will only include the reactive 
channels (due to ortho-/para-H2 conservation). The behaviour of the 
inelastic and reactive channels is different, with tunnelling impacting 
the reactive channel. The neural network performs even more efficiently 
for reactions in which the state-to-state rate constants of the different 
channels are treated separately, as it means a more direct correlation 
between the inputs and outputs. This is illustrated in Fig. 4 for the 
reactive channel. 

Fig. 4 shows the MAE and RMSE, considering only the state-to-state 
rates of reactive collisions. As expected, the predictions are better than 
considering a mixture of reactive and inelastic channels. The QCT rates 
are less accurate as tunnelling plays an important role in reactive col-
lisions. Similarly to Fig. 3, for very small fractions of the full dataset used 
for the training, adding the QCT feature improves the predictions. On 
the other hand, contrarily to Fig. 3, the predictions using only 7 features 
are at least as accurate as the direct QCT calculations even with very 
small datasets. In addition, for training datasets above around 10% of 
the full dataset, adding the QCT rate as a feature does not lead to more 
accurate predictions. This can be explained by a stronger correlation 
between input and output when only reactive collisions are considered, 
making the predictions with only 7 features more accurate, while QCT 
rates are less accurate and may deviate the predictions of the model from 
the exact values. 

To have a better insight on the accuracy of the predictions, we 
represent in Fig. 5 the MAE for the MLP using 8 features and with a 
training dataset representing 1% (green solid line) and 10% (red dashed 
line) of the full dataset. It is clear that the biggest improvement over the 
QCT rates is situated at low temperatures, where the QCT calculations 

Fig. 3. Mean absolute error (left panel) and root mean squared error (right panel) of the predicted logarithm of the rate constants, logkp
i , using our artificial neural 

network, depending on the fraction of the full dataset considered for the training (from 1% to 50%), to predict the remaining fraction. Green solid lines: the MLP1 
architecture has 8 features, including the QCT rate constants, kc

i ; red dashed lines: the MLP2 architecture, only considering 7 features, excluding the QCT rate 
constants; blue dotted lines: the errors obtained directly from the QCT calculations. 

Table 1 
Number of state-to-state rate constants in the training and test datasets, 
depending on the fraction of the full dataset used for the training.  

Fraction used for training 0% 1% 10% 50% 

Training dataset size 0 715 7155 35775 
Test dataset size 71550 70835 64395 35775  
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fail to capture the quantum effects. Over 600 K, using 1% of the full 
dataset for the training leads to predictions of the same accuracy as the 
QCT calculations. The big advantage of using machine learning as 
shown here is that the predictions have a relatively consistent accuracy 
over the whole energy and temperature range considered. The RMSE is 
not presented here but has the same behaviour. 

To illustrate those averaged errors, we present in Fig. 6 scatter plots 
of all the rates of the test dataset at 100 K and at 1000 K. We represent 
the exact quantum rates on the x-axis and the QCT (blue dots) and 
predicted rates (orange and red dots) in the y-axis. Predictions using 1% 
of the full dataset for the training are represented in the top panels 
(orange dots), while predictions using 10% of the full dataset for the 
training are represented in the bottom panels (red dots). The predicted 
data are always more accurate than the QCT results, as expected from 
the errors represented in Figs. 3 and 5, and we clearly see the 
improvement of the predictions over the QCT calculations at low tem-
peratures. In particular, at 100 K there is a large difference between the 
distribution of the QCT data and that of the predicted data, including the 
predictions with a training dataset of 1% of the full dataset. While the 
predictions are not exact, they are distributed almost symmetrically 
around the exact values (black solid line). A large correction in partic-
ular of the missing tunnelling effect is applied by our MLP to the QCT 
values given as input to generate the predictions. At high temperature 
(here 1000 K) the QCT and predicted rates using 1% of the full dataset 
for the training are of similar accuracy, showing that the neural network 
is particularly efficient with small training dataset when the difference 

between the exact and the QCT rates is large. Otherwise, it requires a 
larger training dataset of at least 10% to show a valuable improvement. 

5. Conclusions 

We present an artificial neural network able to accurately predict 
state-to-state rate constants, taking as input the initial and final rovi-
brational states, the internal energy, the temperature, and possibly a low 
accuracy state-to-state rate constant. This network is trained and tested 
on the H + H2 chemical reaction, for which a large amount of data is 
already available from both high accuracy calculations (using TIQM 
method) and low accuracy calculations (using the QCT method), making 
it an ideal candidate for benchmarking the efficiency of this machine 
learning approach. After training, we show that the predictions are a 
major improvement compared to the low accuracy rate constants, in 
particular in the tunnelling regime, usually very challenging for low 
accuracy methods like the QCT method. 

We show that by computing only about 5% of the total number of 
rates wanted with a high accuracy method and using those results for the 
training, an artificial neural network can already predict rates at a 
higher accuracy than the ones obtained using the QCT method, in only a 
few minutes on a desktop computer. In addition, when higher accuracy 
predictions are desired, adding the results obtained with a low accuracy 
method as input will highly improve the predictions when the number of 
exact rates available accounts for only a few percent of the total amount 
of rates to predict. 

The present work contains both the H + H2 reactive and inelastic 
channels in the same dataset. But since those two collisional arrange-
ments (inelastic and reactive arrangements) exhibit different behaviour, 
we plan to incorporate them as two distinct features in our neural 
network, this work is ongoing. Thus, the good performance of our model 
on this benchmark chemical reaction allows us to be very confident in it 
and its ability to become a standard tool for the astrochemistry com-
munity in the production of large number of state-to-state rate constants. 
This is a major step towards generating complete datasets with consis-
tent accuracy, usable in astrochemical models, with the aim to motivate 
the use of machine learning, in particular to predict reaction rate con-
stants and molecular cooling functions [2]. 

Moreover, we should highlight that within our training, we do not 
explicitly specify the characteristics and size of the molecular reactant/ 
product system. The efficiency of our scheme is based on the use of 
quantum number levels and internal energy states of the involved mo-
lecular species in the chemical reaction. Our methodology can thus be 
easily extended to more complex systems, such as atom-polyatomic 
collisional processes in gas phase. In the present study, we have 

Fig. 4. Mean absolute error (left panel) and root mean squared error (right panel) of the predicted logarithm of the rate constants, logkp
i , considering only the purely 

reactive rates, depending on the fraction of the full dataset considered for the training (from 1% to 30%) to predict the remaining fraction. Green solid lines: the MLP1 
architecture has 8 features, including the QCT rate constant, kc

i ; red dashed lines: the MLP2 architecture, only considering 7 features; blue dotted lines: the errors 
obtained directly from the QCT calculations. 

Fig. 5. Mean absolute error of the predictions (using the 8 features) for 1% 
(green solid line) and 10% (red dashed line) of the full dataset used for the 
training, compared to the QCT results (blue dotted line), as functions of the 
temperature. 
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incorporated some quantum effects arising at low temperature such as 
the tunnelling effect thanks to the use of low temperature reaction rate 
constants computed with the TIQM method. We plan to incorporate 
other quantum effects (spin-orbit coupling, non-adiabatic effects, …) 
which can also have an impact on chemical reactivity over a large 
domain of collisional energy. For high collisional energies and chemical 
reactions involving several electronic excited states (beyond the Born 
Oppenheimer picture), we may investigate the use of the Time Depen-
dent Quantum Mechanical method (TDQM), which can be computa-
tionally advantageous compared to the TIQM method. We emphasize 
that our approach, based on data sets computed at two accuracy levels, 
could also be used in other contexts than chemical reactivity. For 
example, it could be possible to use a similar approach in the context of 
rovibrational molecular spectroscopy, for which the production of 
spectra with several millions of lines is crucial for the characterization of 
the chemical composition of exoplanetary atmospheres. 
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