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Due to their large size and high pixel density, ultra-walls are efficient devices for manipulating large datasets. However, they are expensive,

require large rooms, and are complex to maintain. This paper explores the possibility of emulating an ultra-wall in a head-mounted

display (HMD). We first analyze the ability of an HMD to emulate the high pixel density of an ultra-wall and show that they cannot yet

emulate an ultra-wall. Given this limitation, in a first study we emulate two different virtual walls, a scaled wall and a simulation of a

HMD that features a pixel density matching human visual capacity. We also consider different virtual navigation techniques to deal with

huge virtual walls and situations where users cannot physically travel. In a follow-up study, we compare an actual physical ultra-wall

with a virtual emulation of a wall of the same size in two commercial HMDs using physical navigation. Our results suggest that the pixel

density of state-of-the-art HMDs does not allow to reach the performance of an ultra-wall but that this might be possible in the future

with HMDs that reach human visual capacity (e.g., two displays at 2600 dpi with a resolution of 5600×5600 pixels). However, our

results also suggest that even with such HMDs, users would most likely prefer to use an ultra-wall.

En raison de leur grande taille et de leur haute densité de pixels, les ultra-murs sont des dispositifs efficaces pour la manipulation de

masse de données. Cependant, ils sont complexes, coûteux et nécessitent de grandes salles. Cet article explore la possibilité d’émuler un

ultra-mur dans un casque de réalité virtuelle (CRV). Nous analysons d’abord la capacité d’un CRV à émuler la densité de pixels d’un

ultra-mur et montrons qu’ils ne peuvent pas encore le faire. Pour explorer cette limitation, dans une première étude, nous émulons deux

types de murs virtuels, un mur agrandi et une simulation d’un CRV doté d’une densité de pixels correspondant à la capacité visuelle

humaine. Nous utilisons différentes techniques de navigation virtuelle pour interagir avec de très grands murs virtuels et pour le cas où

l’espace est limité. Dans une deuxième étude, nous comparons un ultra-mur physique avec une émulation d’un mur de la même taille

dans deux CRVs en utilisant la navigation physique. Nos résultats suggèrent que la densité de pixels des CRVs ne permet pas d’atteindre

les performances d’un ultra-mur, mais que cela pourrait être possible à l’avenir avec des CRV atteignant la capacité visuelle humaine.

Cependant, nos résultats suggèrent que même avec de tels CRVs, les utilisateurs préféreraient probablement utiliser un ultra-mur.
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Fig. 1. Virtual wall: A user moving a disc while performing the classification task of Liu et al.[30] on a 5.5m × 1.8m virtual wall
display that is rendered in an HMD (large letters: low information density condition).

1 INTRODUCTION

Ultra-high resolution wall-sized displays (ultra-walls) are large wall displays with a pixel density similar to that of the

screen of a workstation (typically 100dpi). They allow to display a considerable amount of pixels and are appropriate

platforms for manipulating a large amount of data [3, 19, 30, 38, 39].

However, ultra-walls are expensive, need large rooms, and are complex to set up and maintain. For instance, the cost

of the wall used in Liu et al. [30] to compare a desktop and an ultra-wall, and the one used in our second study, can be

estimated to at least 100kC. In addition, ultra-walls need large rooms, and given the number of pixels to be rendered, they

should be driven by a cluster of high-end workstations (at least for now). For these reasons, these platforms, although

powerful, can be very power-consuming and complex to setup, maintain and program for.

In comparison, Virtual Reality (VR) head-mounted displays (HMDs) are not too expensive, do not necessarily need

large rooms, are easy to maintain, and benefit from various available development environments, such as Unity3D.

Moreover, work in the recent Immersive Analytics trend [9, 42] suggests using HMDs for data analytics [11, 26, 47].

Although 3D visualization for abstract data has some drawbacks [13, 34], it is nevertheless possible to display them on

2D surfaces rendered in HMDs.

Thus, a natural research question is to compare the performance of an HMD with an ultra-wall when manipulating

a large amount of data. This article explores this question, examining in particular whether it is possible to emulate an

ultra-wall in an HMD (as is done in Figure 1) with respect to its ability to show large amounts of information.

The size and the pixel density of an ultra-wall determine the quantity of information that can be displayed. Both

characteristics are fundamental in the study of ultra-walls [14, 30, 52]. The big size of an ultra-wall allows for displaying

a large number of dataset elements concurrently, as its high pixel density allows to display these elements (e.g., images,

plots, or text descriptions) in high enough resolution to be easily distinguishable and readable.

As HMDs could emulate a wall display of arbitrary size, in this paper, we start by analyzing, in a theoretical way, the

pixel density of a virtual wall rendered in HMD. We take as examples the HTC Vive Pro 1 & 2 and the Varjo XR-1 &

XR-3. These HMDs are currently the highest-resolution commercially available HMDs. As we will see, headsets’ pixel

density is sub-optimal and does not allow, a priori, to emulate the pixel density of an ultra-wall.

Then, to empirically validate the above computational approach, we run two user studies. For this purpose, we used the

classification task that has been proposed by Liu et al. [30], in their case to compare an ultra-wall and a desktop. This task

has been used in several other works to compare interaction techniques or paradigms [1, 21, 28, 35]. The advantage of this

task is that it involves both interaction (pick-and-drop) and navigation (virtual or physical pan & zoom). More importantly,

the task operationalizes information density, and thus the quantity of information the device can render. Liu et al. [30]

operationalizes this information density by simply considering classes represented by letters of different sizes. Large

letters operationalize low information density (see Figure 1), and small letters operationalize high information density.
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In our first study, we consider a special emulation of a wall by considering a scaled virtual wall to make the task

manageable. We also consider a simulation of an HMD that features a pixel density matching human visual capacity

(60 pixels per degree). We use virtual navigation techniques (Teleport and Drag) to deal with our huge scaled virtual

wall and situations where users cannot physically travel (no space available). In the second study, we compare an actual

physical wall, a Vive Pro, and a Varjo XR-1, and a too-optimistic simulation of a “perfect-resolution” HMD under physical

navigation (users can walk in the room). In both studies, we used the exact same task as Liu et al. [30], allowing us to

compare the results of our studies and those of Liu et al. [30].

Combined, our results suggest that the pixel density of state-of-the-art HMDs does not allow to reach the performance

of an ultra-wall but that this might be possible in the future with HMDs that reach human visual capacity (e.g., two

displays at 2600 dpi with a resolution of 5600×5600 pixels). However, our results also suggest that even with such HMDs,

users would most likely prefer to use an ultra-wall.

2 RELATEDWORK

To better understand the differences between HMDs and wall displays, our related work focuses on the effects of the size

and resolution of displays and previous findings of comparisons between HMDs and large displays.

2.1 Screen Size and Resolution

There is a long history in HCI about comparing screens of different sizes and resolutions. Pioneer work mainly compares

standard monitors with larger screens (e.g., multi-monitor setting) in high level “desktop tasks” [5, 12, 18, 43]. Most of

these results suggest that users are more efficient with larger screens. The above works consider users seated in front

of the display, and thus physically static (besides eyes and head movement). However, with very large screens of high

resolution, like ultra-walls, it is not possible for the users to see (distinguish) all the pixels at a fixed position, and thus

users should physically travel the wall room to take advantage of both the size and the high resolution, or should use

virtual navigation (e.g., pan & zoom) to bring information closer to them. We consider both such navigation in our work.

Interestingly, it has been shown that, for an ultra-wall (2.7m wide, 96 dpi), physical navigation is more efficient than

virtual navigation for simple search and pattern finding tasks [3]. Several subsequent works studied the cause of this

effect. Ball and North [2] suggests that the field of view is not a key factor, Ragan et al. [37] suggests that the constant

positioning of information is important, Jansen et al. [24] studies spatial memory, and Liu et al. [30] advocates that the

main cause is the power of head movements to reach information (i.e., immersion when close to the wall). Moreover, Liu

et al. [30] insist that such results depend on the “density of information” and the full use of the high resolution.

2.2 HMD versus Other Displays

There are a lot of works that compare HMDs with desktops and CAVE style environments. Santos et al. [44] provides a

good overview of such works done before 2009. Most of this work concerns tasks in a 3D virtual world (e.g., navigation in

a maze or buildings, volume, visualization, etc). Results are mixed regarding performance, but HMDs are often preferred

and some results suggest that users create a better mental model of the environment with HMDs.

Subsequent works are in the same lines: 3D tasks where resolution is secondary, have very few results on performance

differences, but find some perceptual advantage for HMDs. For instance, Lhemedu-Steinke et al. [27] suggests a better

concentration, involvement and enjoyment with a HMD than with a large display. Also, [46] suggests a better perceived

spatial presence of the virtual environment with an HMD than with a desktop. On the other hand, some works report

cybersickness issues with HMDs that do not occur with standard displays [8, 45].
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2.3 HMD in Immersive Analytics

The interest around immersive visual analytics [9, 42] in the visualization and HCI community has increased in the recent

years. In particular, HMDs have become very popular for visualizing abstract data with no obvious 3D representation.

Although the use of 3D in this context is disputable [13, 34], some works have been conducted to take advantage of

the immersion and the 3rd dimension to visualize multivariate data [4, 10], scatterplots [26, 36, 47], networks [11, 50],

small multiples [31], etc. Surprisingly, there are very few works that compare HMD with other types of displays in the

context of immersive analytics. Cordeil et al. [11] compares an HMD and a CAVE style 9m × 1.7m horseshoe shaped

wall display at 34 dpi with stereo 3D rendering for collaborative analysis of connectivity of simple networks. Results

suggest that the HMD is more efficient than the CAVE, but collaboration is out of the scope of this report. To evaluate the

possible advantage of immersive space-time cube geovisualization, Wagner Filho et al. [48] compares an HMD and a

desktop, but there is no decisive results in term of performance.

2.4 Emulating Walls in VR HMDs

Recent work uses virtual reality HMDs to simulate various types of “physical” environments, in particular walls, to

evaluate them without the need to build or deploy the full physical environment. A pioneer work in this area is the work of

Mäkelä et al. [32] where they suggest conducting field studies on public displays in virtual reality. They observed similar

phenomena in real-world and virtual public display setups, such as engagement with the displays. Similar types of work

have been conducted to emulate Augmented Reality (AR) [16], real-world authentication prototypes [33], cross-reality

systems [15], etc.

However, to our knowledge, the only work that focuses on emulating a wall display is the work Mäkelä et al. [32].

Moreover, our goal is different, Mäkelä et al. [32] focus on field studies and high-level user engagement, as we want to

compare an ultra-wall and HMDs with a focus on their resolution.

3 BACKGROUND AND GEOMETRICAL MODELS OF VISION

We describe next the well-known geometrical model of vision and through it we examine the possibility of emulating a

wall display in an HMD in terms of pixel density.

3.1 Principle of the monocular eye for a physical screen

µ
wd

screen

eye

Fig. 2. Simplified scheme for the monocular
eye looking at a physical screen. w= 2 ·d · tan µ

2 .

The angular size of an object is the angle a viewed object creates on the

human retina. The relationship between the size of a circle of diameter w

seen on a screen positioned at distance d from the eye, and it’s angular size

µ in the human “cyclopean” eye, is given by w = 2 ·d · tan µ

2 (Figure 2). A

human with normal vision can distinguish an object that is not smaller than

an angular size of 1′, i.e., one minute of arc = 1
60

◦
. For example if the circle

mentioned above had an angular size of 1′ then the viewer would be able to

tell it apart from other similar circles placed side-by-side. This means that if

this circle was a screen’s pixel, the human vision’s optimal resolution would be about 60 pixels per degree (ppd). From

this, we can determine the smallest size of such a circle that can be distinguished by the human eye, by setting the angular

size to 1′, getting wmin = 2 ·d · tan 1
2
′ ∼ 0.00029 ·d. By abuse of language, we call this smallest entity a visual pixel.
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Device dpi pixel size optimal visual distance

Smartwatch (Apple watch s. 8) 330 0.0769 mm 26.4 cm

Smartphone (OnePlus 10T) 394 0.0640 mm 22.0 cm

Tablet (IPad) 264 0.0960 mm 33.0 cm

Laptop (15", FullHD) 145 0.1750 mm 60.2 cm

Our Wall (4K screens) 140 0.1800 mm 61 cm

Our Wall (8K screens) 280 0.0900 mm 30.9 cm

Fig. 3. Different devices: resolution, corresponding pixel size and
optimal viewing distance. A closer distance will result in pixeliza-
tion; a farther distance will result in details not being perceived. Fig. 4. The wall that we used in the second study.

Conversely, we can compute the “ideal” visual distance from a computer screen given the size p of its pixels, i.e., the

distance where the pixel size is equal to the size of a visual pixel, by just inverting the previous equation dideal =
p

2·tan 1
2
′ .

Within this distance, we have a pixelization effect, i.e., users can see the pixels, and beyond it, users might loose

information rendered on the screen.

Figure 3 provides examples for standard devices, from a smartwatch to the ultra-wall that we used in the second study

(Figure 4). We can observe that, current screen technology for smartwatches, smartphones, laptops, and ultra-walls
has reached human visual capacity and beyond.

3.2 Principle of the monocular eye for a VR headset

We now turn our attention to HMDs. One particularity of HMDs is that the screens are (and must be) very close to the

eyes. They are so close to the eyes that the human eyes cannot accommodate an image rendered on the screen. Thus,

common VR HMDs use convex lenses to create a virtual image of the screens at a far distance from the eyes (e.g., 1.5 m),

avoiding any need for the eyes to perform an accommodation.

In this context the “encadré” (frame) below explains how to compute (from the characteristics of an HMD) the angular

size of a pixel of the virtual image in the users’ eyes, the ppd of the HMD, and the ideal size of a pixel on the display, i.e.,

the size so that the pixel in the virtual image has an angular size of 1 arc minute.

Table 1 provides examples of these values for different headsets. Note that AR headsets such as Hololenses use

technology other than convex lenses, but the optic system of such headsets has the same goal: to build, using the projected

images on the glasses, a virtual image at a large distance from the eyes. Unfortunately, this table shows our lack of

information, because manufacturers do not disclose technical characteristics of their HMDs such as focal distance and the

distance from the lens to the screens (we provide our own estimations for the Vive Pro).

However, we can observe that current VR headsets are far from being optimal regarding human visual capacity
in their full field of view. Indeed, the bests AR headsets reach 30 ppd (Varjo XR-3, Vive Pro 2), half of what would

be needed. The Varjo’s use an interesting technology using an additional 1920×1920 pixels display (one per eye and a

semi-transparent mirror system) that is “projected” and concentrated in the center of the field of view (we call this display

a "focus display", FD in Table 1). Varjo claims that this technology allows reaching the optimal resolution of 60 ppd, and

even more, on a part of the field of view (e.g., 27×27 degree).

However, covering the entire field of view with a resolution of 60 ppd would require screens with a resolution of about

5600×5600 pixels (more or less, depending on the field of view) or focus displays that can move to follow the users’ gaze

(and in particular eyes saccades, which seems unlikely, see Kim et al. [25], however).
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Let us consider an HMD using convex lenses with focal distance f (and

width and height wl and hl ) located between the eyes and the screen (of

width and height ws and hs), at a distance dl from the screen (as seen in

Figure 5). As stated by Wetzstein et al. [51] during their SIGGRAPH

class, the Gaussian thin lens formulas tell us that the distance from the

lens to the virtual image equals to:

(1) dv = | 1
1
f −

1
dl

|

with dl the distance from the lens to the screen, and f the focal distance

of the lens (Figure 5). From this, we can infer that the distance D from

the eye to the virtual image is:

(2) D = | 1
1
f −

1
dl

+ de|
Fig. 5. Simplified scheme for optics of a VR headset. f : fo-
cal distance, de : distance beteween the eye and the screen,
di : distance between the lens and the virtual image.

Moreover, the size in the virtual image of an object in the display is magnified by the following factor:

(3) M = f
f−dl

If p is the pixel size of the screen, the size of this pixel in the virtual image is of M · p and its angular size is of:

(4) A = 2 · arctan M·p
2·D .

With this same formula, we can compute the (horizontal or vertical) field of view for one eye by taking for p the (horizontal or vertical)

display size. Conversely, we can compute the ideal size of the pixel on the display, i.e., the size so that the pixel in the virtual image has an

angular size of 1 arc minute:

(5) P =
2·D·tan 1′

2
M .

model f dl M/D display
(pixels) resolution PPD ideal

resolution FoV (both eyes)

phone vr 40 39 40/1.55 m 75×75mm 16 ppmm
400 dpi 15 87 ppmm

2213 dpi 80◦

Vive Pro 33 32 33/1.06 m 1440×1600 25 ppmm
640 dpi 17 105 ppmm

2668 dpi 107◦

Vive Pro2 33 32x 33/1.06 mx 2448x2448 35 ppmm
890 dpi 25 105 ppmm

2668 dpi 116◦H, 96◦V

Varjo-XR1 ? ? ? 1440x1600 ? 18 ? 87◦

Varjo-XR1 FD ? ? ? 1920x1080 ? >60 ? 28◦H, 16◦V
Varjo-XR3 ? ? ? 2880x2720 ? 30 ? 115◦H, 90◦V
Varjo-XR3 FD ? ? ? 1920x1920 ? 70 ? 27◦

HoloLens ? ? ? 1268x720 ? 41§ ? 30◦H, 17◦V*

HoloLens 2 ? ? ? 1440x936 ? 20§ ? 43◦H, 29◦V*

x Values infered from the Vive Pro values.
* Values obtained from website VR Compare , accessed on 17 Nov 2022.
§ Values demonstrated by the blog post "Hololens 2 Display Evaluation" by Karl Guttag accessed on 10 Nov 2022

Table 1. Specification for the focal distance, lens-to-screen distance, FoV (H: horizontal, V: vertical), and resolution of various VR
devices (ppmm: pixels per millimeter; dpi (or ppi): pixels per inch; ppd: pixels by degree). All specifications given are for one eye only.
Technical characteristics are most of the time not disclosed by the manufacturer, and are either retrieved from 3rd party analysis (see
table notes) or marked in the table by a question mark when the values are not known.

3.3 Emulating a Wall

The emulation of a wall display in VR can follow a simple procedure: we use a rectangle of the same size as the wall (the

virtual wall) where we render the same scene that is rendered in the physical wall using physical dimensions in the VR

space. Next, we are interested in calculating under which circumstances the users can see details rendered on this virtual
6
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wall. For this purpose, we can use the ppd of the HMD (that is, in general, provided by the manufacturers) to compute the

size of a pixel when the virtual wall is at a distance dv of the user camera UC:

2 ·dv · tan 1′
2

ppd
(6)

and in turn, compute the dpi of the virtual wall at a given distance of the UC. It should be noted that this size and dpi

depend on the distance from the UC to the emulated wall.

For instance, the dpi of a virtual wall at 1 m of the UC, a comfortable distance to work with a wall, is of 24 dpi with

the Vive Pro, 26 dpi with the Varjo XR-1 (standard display), of 36 dpi with the Vive Pro 2, of 44 dpi with the Vajo XR-3

(standard display), and should have, a priori, an “optimal” dpi of 87 with the Varjo XR-1 and Varjo XR-3 focus displays.

4 THE CLASSIFICATION TASK

Liu et al. [30] compared an ultra-wall (5.5 m × 1.8 m at 100 dpi) with a desktop (30” display at 100 dpi) in a classification

task that abstracts various concrete classification and scheduling tasks (such as classifying brain scans and schedule the

CHI 2013 conference). The scene rendered for the task has the size of the ultra-wall and is divided in 32 containers, each

containing at most six discs with a letter, see Figure 1. The task consists of moving the discs so that all the containers

contain discs with the same letter. The task starts with a partially classified scene where, in each container, there is a

majority of discs with the same letter, which are shown in green, and the participants have to move miss-classified discs,

shown in red, so that at the end all discs are green (correctly classified).

The difficulty of the task is controlled by the number of different letters (the classes). Liu et al.[30] consider an Easy

task with two letters (two classes: “C” and “D”) and a Hard task with four letters (four classes: “H”, “K”, “N” and “R”).

The most important factor in Liu et al. [30] is the size of the letters (factor LETTERSIZE) that represents information

density. Small letters correspond to a large amount of information (e.g., a lot of text can be displayed), and large letters

represent a low amount of information. Liu et al. [30] use three letter sizes:

• A large letter size, Large, 15.5 × 20 mm letters, that has been chosen so that (i) no virtual navigation is needed

with the desktop: when the scene is scaled to be fully contained in the desktop screen the letters are easily readable;

and (ii) no physical navigation is needed for the wall either: all the letters can be easily seen when the user stands

in front of the wall at a distance of about 2 m.

• A small letter size, Small, 1.8 × 2.3 mm letters (usual desktop 12pts font). In this case, to perform the task, the

participants had to navigate the scene, either virtually using panning and zooming with the desktop, or physically

by moving in front of the ultra-wall.

• A medium letter size, Medium, twice the small size, that we will not consider in our studies.

The main result of Liu et al. [30] is that for large letters , where almost no navigation is needed, the desktop is faster than

the ultra-wall, and that for small letters, where a lot of virtual or physical navigation is needed, the ultra-wall is faster than

the desktop (35% faster for the hard task).

4.1 The classification Task in VR

To “replicate” the classification task in an HMD, we could emulate a wall in virtual reality: we use a rectangle of the same

physical size as the wall (the virtual wall) where we render the same scene using physical dimensions (see Figure 1).

For the Large letter size condition, letters are large enough to be easily seen when the user camera is at 2 m of the

virtual wall, and, a priori, a participant can perform the task without moving from their starting position. We consider
7
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this condition for testing whether the basic input interactions could impact the results: we expected no large differences

between the different DEVICE conditions we will test.

Fig. 6. Mapping the letter N into a 4x4 and
a 3x3 matrix.

The Small letter size condition is more interesting. Indeed, here a letter starts

to be readable when it is rendered (in the VR HMD) in a box with a width

of at least 4 pixels and clearly readable when rendered in a 5 pixels wide box

(Figure 6). The width of a letter is 1.8 mm, and thus, we need to have pixels

of at least 1.8
4 = 0.45 mm, which correspond to a wall at 56 dpi and an optimal

distance of 1.55 m.

With the Vive Pro, Equation 6 shows that the user camera UC should be at a distance of about 44 cm of the virtual

wall so that a user can see the letters (with a Vive Pro 2 we estimate this distance to 64 cm, and a little bit more with the

standard display of the Vajo XR-3).

With an ideal HMD at 60 ppd, this distance is obviously of 1.55 m, and thus, in theory, with the Varjo XR-1 (and XR-3)

and its focus display, this distance can be estimated to 1.55 m (as Varjo claim 60 ppd on the focus display). However, this

is true only on a small part of the field of view, and for the rest of the field of view, a letter will be seen when the user

camera is about 46 cm (XR-1) or 67 cm (XR-3) of the virtual wall.

Thus, we consider a special condition Simulated where we try to simulate an optimal VR HMD at 60 ppd. This is

possible because of the nature of the classification task that considers isolated letters to represent information density. We,

thus, just have to scale up the size of the letters to simulate an HMD with a higher ppd. For instance, to simulate an ideal

HMD at 60 ppd we just have to scale the letters by a factor of 3.5, allowing a user to see the letters at a distance of 1.55 m

in the Vive Pro. We consider such a condition in our first experiment.

Moreover, to understand the impact of scaling information more globally, we also considered an additional condition

Scaled where we scale the entire wall (not just the letters), by a factor of 3.5. This results in a virtual wall of 19.25 m ×
6.3 m. The width of a small letter is then of 6.3 mm and is displayed with about 4 pixels when the wall is at a distance

of 1.55 m from the UC, allowing, a priori, participants to perform the classification at a reasonable distance of the wall.

However, given the size of this wall, virtual navigation is needed to perform the task (e.g., to reach the top of the wall).

4.2 Virtual Navigation Techniques

To perform the classification task, the participants must move the discs with miss-classified letters, and navigate in front

of the scene that is made up of the disk containers. Following the spirit of Liu et al. [30], we decided to use the standard

controller associated with our HMD and ray-casting for pointing. Pick-and-drop [41] is used to move a disc: a click with

the pad of the Vive controller picks a disc, then the disc follows the ray on the plan of the virtual wall, and another click

drops it in a container. Using pick-and-drop avoids long drags, which are not practical (especially with a wall), and also

allows to use the controller to perform other actions during the pick-and-drop.

As explained in the introduction, in VR, we want the users to work without the need for a large physical space (like the

big rooms needed to install actual Ultra-walls). we consider users working in more confined spaces sitting comfortably on

a chair. Nevertheless, for our seated users to be able to "move" and see the content rendered in the virtual walls, we need

virtual navigation techniques.

We consider two navigation techniques. For both techniques, the users can control the distance between them, i.e.,

the (UC), and the virtual wall (z translation) by using horizontal scroll on the pad of the Vive controller (Figure 7-(a)),

similarly to how users zoom in and out using their mouse wheel. We consider two basic techniques for xy navigation

(virtual wall plan):
8
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(a) (b) (c)

Fig. 7. (a) HTC vive controller. (b) The Drag technique. (c) The Teleport technique.

• Drag: by pressing the pad and moving the Vive controller, the users can move the wall on its plan (i.e., dragging in

all the directions following the ray-casting of the controller, without modifying their distance to the wall), similarly

to how users can drag a scene or a document in a desktop when pressing a mouse button. Figure 7-(b).

• Teleport: The users point on the wall and click using the trigger of the Vive controller (Figure 7-(a)-right). This

teleports the users (UC) in front of this point without modifying their distance to the wall. This specific teleportation

technique is more effective than classical teleportation (e.g., pointing on the floor), especially in the case of a huge

wall, as it directly positions the users at the desired position in front of the wall. Figure 7-(c).

Thus, the goal is that, as observed in Liu et al. [30], the users will choose an appropriate distance to the wall to see

enough details (the letters) using vertical scroll on the pad and then will navigate at a constant distance of the wall in

the same plan of the wall (Teleport) or move the wall in its plan (Drag). Note that both techniques can be used during a

pick-and-drop.

We consider the two above techniques as they are standard for interacting in VR: (i) navigation in the virtual world

with Teleport is common, efficient [6, 7] and reduces motion sickness [17]; (ii) and moving/dragging objects using drag

with Drag is also standard in VR and is the basic technique for navigating maps or documents in GUI.

5 FIRST STUDY: VIRTUAL NAVIGATION, SCALE AND SIMULATE

In this first study, we set out to compare how the different virtual walls perform and if the performance conforms to our

theoretical calculations. We run the classification task in a Vive Pro (when we ran the experiment, the Vive Pro was the

commercial HMD with the higher resolution). with the participants seated on a chair and using the virtual navigation

described in the previous section, factor NAVTECH with two levels Teleport and Drag. However, during early testing we

found that performing the task with the Vive Pro for the Small letters condition was really tedious (recall that the UC

should be at about 44 cm of the virtual wall), and we decided to remove it from the study.

Thus, for the Small letters condition, we consider the two conditions Scaled and Simulated described in the Classification

section. They allow to perform the task at a reasonable distance from the wall (1.55 m in theory and 1 m considering the

results of Liu et al. [30]). The Scaled condition takes advantage of the flexibility of VR to emulate any kind of wall and it

allows to overcome the resolution issue by scaling the wall (and thus the letters). The Simulated condition allows to jump

into the future to have an idea of the performance of an ideal HMD regarding resolution. Thus, our second main factor is

DEVICE with two levels Scaled and Simulated.

We used the exact same tasks as in Liu et al. [30] (same disc-letters layouts), with the goal to compare our results with

those of Liu et al. [30]. Thus we do not consider an ultra-wall condition in this first experiment and our virtual wall has

the same base size as the wall of Liu et al. [30] (multiplied by 3.5 for the Small-Scaled condition).
9
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Note that for Large letters, there is no problem performing the task with the Vive Pro with a virtual wall of the same

size as the wall of Liu et al. [30] (even with no navigation). So with Scaled we will not scale the wall for the Large letters.

In practice, Scaled can be seen as an adaptive virtual wall that scales the wall when needed. Thus, for Large letters, the

conditions Scaled and Simulated are equivalent, and thus, we only run it as one single condition (to avoid running both

Scaled and Simulated for Large letters and tire our participants). In addition, we are mainly interested in the Small letters

condition; the Large letters are mainly useful to compare the input devices later in this paper (the task is, under this

condition, a repetition of pointing tasks on large targets: discs and containers).

5.1 Hypotheses

One important goal of this experiment is to validate the computation presented in the two previous sections. Thus, our

first hypothesis relates to these computations and states that:

(H1) For the Small letters conditions, participants will perform the task at a virtual distance of about 1 m from the virtual

wall, distance predicted by our calculations and Liu et al. [30].

Regarding navigation techniques, we expect different performance. With a huge wall (like Scaled) that needs a large

amount of navigation over big distances, we may expect that teleportation will be more efficient. But when the amount

of navigation needed is not as much (for example, for Simulated the wall size is smaller) we may expect that the better

control that Drag provides will allow for better performance. However, this is an assumption given the nature of the

techniques and navigation needed, and it is not supported by some related work or theory. Thus our next hypothesis is:

(H2) When considering navigation NAVTECHs, for Scaled participants will be faster with Teleport than with Drag; and

for Simulated, participants will be faster with Drag than with Teleport.

As Scaled is larger it will require more navigation than Simulated, thus we could expect that:

(H3) When considering DEVICEs, participants will be faster with Simulated than with Scaled. This only applies to Small

letters (as the Large is identical across devices).

Moreover, by design and given the results of Liu et al. [30], we predict that participants will be faster with Large than

with Small and faster with Easy than with the Hard.

Finally, we expect that when we compare with the results of Liu et al. [30]:

(H4) We will found only small differences between Simulated and the result of Liu et al. [30] for the WALL in the Small

letters condition.

5.2 Participants

We recruited 12 volunteers (4 women, 8 men) aged from 20 to 31 (mean 25.2, median 24.5). They were all right-handed,

were not color blind, and had normal vision. Moreover, all the participants had already used a HMD, and they evaluated

their familiarity with VR with a median of 3 (on a 1–5 Likert scale).

5.3 Apparatus

We used a HTC Vive Pro with one controller. Participants were seated in a fixed chair to avoid motion sickness, but they

could move their hands, their head, and possibly their torso. The experimental software was written using Unity 3D with

the SteamVR plugin.
10
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5.4 Design and Procedure

The experiment is a 2 × 2 × 2 × 2 mixed-factorial within-participants design with factors:

• NAVTECH: Drag and Teleport;

• DEVICE: Scaled and Simulated;

• LETTERSIZE: Large and Small;

• DIFFICULTY: Easy and Hard.

All factors are crossed but as we discussed, (Scaled, Large) and (Simulated, Large) are the same condition, and thus

DEVICE × LETTERSIZE leads to 3 conditions: (Scaled∼Simulated, Large), (Scaled, Small) and (Simulated, Small)

The experiment was split into two sessions (separated by one or two days), one for Drag and the other for Teleport

and the presentation order was counter-balanced. A session started with four training tasks, and then the participants

performed two times the task for each of the six DEVICE × LETTERSIZE × DIFFICULTY conditions (i.e., 2 repetitions).

The presentation order of these conditions was counter-balanced among the participants using a 6-Latin square.

We use the exact same classification tasks (discs layouts) as the one used in Liu et al. [30].

Participants started by signing a consent form that highlighted the risks of cybersickness and the operator verbally

warned participants about cybersickness and urged them to immediately stop the experiment if they felt bad (none of

them stopped the experiment). Then, the participants provided demographic information and read instructions to perform

the task as fast as possible and to not drop a disc in a wrong container. At the beginning of each task, the user camera was

positioned in the middle of the virtual wall at 2 meters of distance.

At the end of each session, the participants had to grade, on a 5-scale Likert, their perceived efficiency, enjoyment,

physical fatigue, mental load, and motion sickness Moreover, participants had to rank the two navigation techniques at the

end of the second session. A session lasted about 40 minutes.

5.5 Results

We first check (H1), then we focus on our main measure, the task completion time (TCT), and report on the questionnaire.

Virtual distance to the virtual wall. Figure 8 shows the average virtual distance from the wall by condition (in all the

bar-charts, error bars show the 95% confidence intervals). We observe that for Large letters participants did not have to

come closer to the wall. More importantly, for the Small letters condition, we can observe that the distance between the

UC and the virtual wall is close to 1 m. Thus, (H1) is supported.

2.1
21.9 1.9

1.1 11 1.1
1 11 0.9

Large Scaled−Small Simulated−Small

Easy Hard Easy Hard Easy Hard

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

D
is

t T
o 

W
al

l (
m

)

  Drag            Teleportation   

Fig. 8. Virtual distance from the wall for each NAVTECH by DIFFICULTY and grouped by DEVICE×LETTERSIZE.
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Effect n,d Fn,d p η2
G

NAVTECH 1,11 3.68 0.0813 0.02

DEVICE 1,11 103 < 0.0001 0.41

LETTERSIZE 1,11 249 < 0.0001 0.79

DIFFICULTY 1,11 228 < 0.0001 0.51

NAVTECH×DEVICE 1,11 4.60 0.0515 0.01

NAVTECH×LETTERSIZE 1,11 1.13 0.2761 0.01

DEVICE×LETTERSIZE 1,11 104 < 0.0001 0.41

NAVTECH×DIFFICULTY 1,11 2.64 0.1323 0.01

DEVICE×DIFFICULTY 1,11 30.1 0.0002 0.12

LETTERSIZE×DIFFICULTY 1,11 175 < 0.0001 0.36

Fig. 9. (Left): Mean task completion time in seconds for each NAVTECH by DIFFICULTY grouped by DEVICE×LETTERSIZE. (Right):
Degree 2 factorial ANOVA with participant as random factor for the TCT measure.

Task Completion Time. We checked for outliers and observed that, as in Liu et al. [30], 95% of the trials were within

15% of the mean completion time per condition. Only one trial was more than 25% slower (namely 39%), and we removed

this trial for the analysis (a Teleport-Scaled-Small-Hard trial). Normality tests did not show any evidence of non-normality.

We used the same statistical method as Liu et al. [30], repeated measure ANOVA, and Holm corrected (paired) t-tests.

Figure 9 shows the task completion time for each NAVTECH, by DIFFICULTY grouped by DEVICE×LETTERSIZE, and

the results of the ANOVA for the model (Participant as a random factor; for the analysis we duplicate the Large data for

Scaled and Simulated as they are the same condition): TCT ∼ NAVTECH× DEVICE× LETTERSIZE× DIFFICULTY

Although Teleport seems slightly faster than Drag, there is no significant effect of NAVTECH, nor significant interactions

involving NAVTECH on TCT. Thus, (H2) is not supported in terms of performance in terms of navigation technique.

We have a significant effect of DEVICE on TCT, Simulated being faster than Scaled. As the data are the same for Large

letters for Scaled and Simulated, we have a significant DEVICE×LETTERSIZE interaction effect as the difference between

Scaled and Simulated could happen only for Small letters. Thus (H3) is supported. Note also that we have a significant

DEVICE×DIFFICULTY interaction on TCT, and indeed, the difference between Scaled and Simulated is larger for the

Hard task (Cohen d = 3.07) than for the Easy task (Cohen d = 2.18).

As expected, we observe large significant effects of LETTERSIZE and DIFFICULTY on TCT: (i) participants have

been faster with the Easy tasks than with the Hard tasks for all the NAVTECH×DEVICE×LETTERSIZE conditions (all

p’s<0.001); (ii) participants have been faster with Large than with both Simulated-Small and Scaled-Small (all p’s<0.001).

We can also observe a significant LETTERSIZE× DIFFICULTY interaction effect. Indeed, the differences between the

LETTERSIZE conditions were relatively bigger for the Hard tasks than for the Easy tasks (Cohen d’s differences of ∼1).

Subjective Results. Figure 10 shows the results of our questionnaire. Overall, participants found the navigation

techniques effective and enjoyable, but reactions were more mixed regarding fatigue and mental load (probably because

some found the task challenging). Three participants also said they suffered from motion sickness but did not stop the

experiment. We notice that overall Teleport has been slightly better rated than Drag, in particular regarding fatigue, but,

indeed, we could not measure any significant (or marginal) differences (all questions, Wilcoxon paired signed rank tests).

We also asked the participants to rank the navigation techniques for both small letter conditions. In the case of

Simulated-Small, 8 participants (over 12) preferred Drag, as for Scaled-Small, 9 participants preferred Teleport. Thus,

regarding preferences, (H2) has an agreement score of 17 over 24 (p=0.064).
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Fig. 11. (Left) Mean task completion time in seconds for each DEVICE by DIFFICULTY grouped by LETTERSIZE. (Right) Mixed
factorial ANOVA with participant as random factor for the TCT measure (DEVICE between factor).

5.6 Comparing with Liu et al.

Now, we compare the data of our experiment with the data of Liu et al. [30]. To simplify, we will consider only the data

for Teleport, as the results were slightly better than for Drag. In the above experiment, we recall that we used the same

procedure, design, disc layout, order, etc., as in Liu et al. [30]. This allows us to merge and compare our data with that of

Liu et al. [30] (note we removed the Medium data from Liu et al. [30] as we did not run this condition).

To summarize, we consider a [4×2×2] mixed factorial design with factors:

• DEVICE: WALL and DESKTOP (from Liu et al. [30]) and Scaled and Simulated (from our experiment);

• LETTERSIZE: Large, Small (both experiments);

• DIFFICULTY: Easy and Hard (both experiments).

with DEVICE considered as a between-participants factor. Note that, obviously, physical navigation was used in Liu et al.

[30] experiment for the WALL condition, while we used virtual navigation in our VR conditions.

Results for TCT can be observed in Figure 11, as well as the ANOVA for the mixed model (participant as a random

factor): TCT ∼ [DEVICE]×LETTERSIZE× DIFFICULTY. Again, obviously, we have a strong effect of LETTERSIZE and

DIFFICULTY on TCT , and a significant LETTERSIZE × DIFFICULTY interaction.

We focus on the significant effect of DEVICE and the Small LETTERSIZE condition. Given the effect size of the

DEVICE × LETTERSIZE interaction effect, we also consider DIFFICULTY in each case:
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• Small letters – Easy task: Scaled is slower than all the other DEVICE: DESKTOP (p = 0.0650, d = 1.22), Simulated

(p = 0.0096, d = 1.44), and WALL (p = 0.0224, d = 1.64). For Simulated we found no significant difference with the

DESKTOP (p = 0.612) and the WALL (p = 0.8166). Recall that Liu et al. [30] find that the WALL was faster than the

DESKTOP (p = 0.0396, d = 1.11).

• Small letters – Hard task: Scaled is also slower than all the other DEVICE, the difference is significant with

Simulated (p = 0.0012, d = 2.32) and WALL (p = 0.0012, d = 2.17), but not with DESKTOP (p = 0.8166). For Simulated

we find that it is significantly faster than the DESKTOP (p = 0.0050, d = 1.77), but the difference with the WALL is

not significant (p = 0.8166). Again, we recall that Liu et al. [30] find that the WALL is significantly faster than the

DESKTOP (p = 0.0090, d = 1.61).

Thus, (H4) is supported, and to summarize, our results suggest that an HMD with a resolution matching human vision

can be as efficient as an ultra-wall in tasks that involve high-density information (Small letters).

Note that for Large letters, participants have been faster in our experiment than in Liu et al. [30] experiment. We

explain this result by the difference in the input devices (Vive active tracking in our experiment vs. Vicon passive tracking

and mouse) and that our large letters were, in fact, larger than the ones in Liu et al. [30].

6 FOLLOW-UP STUDY: PHYSICAL WALL VS. HMDS, USING PHYSICAL NAVIGATION

In the previous study, we had seated participants and used virtual navigation (on propose), so as to avoid using an exact

emulation of a wall, that would require otherwise a lot of walking in the Small condition with the Vive Pro (our initial

tests caused too much motion sickness). However, when considering physical navigation, some tests suggested that

running the Small condition with the Vive Pro was reasonable. A second limitation of the first experiment is that we did

not compare the results of our HMDs condition directly with an ultra-wall, rather we used the results of a previously

published experiment.

Thus, in this second study, we compare a 140 dpi ultra-wall of about the same size as the wall of Liu et al. [30] (Wall)

with emulations of this wall in a Vive Pro (Vive) and in a Varjo XR-1 (Varjo) using physical navigation. We used physical

navigation (which is required for the physical Wall as we cannot teleport), to ensure that any effects found are due to the

rendering and not the navigation techniques. And to ensure a fair comparison (since walking is required), we emulated

walls in the HMDs that are identical in size to the physical Wall and not bigger.

We also wanted to consider the Simulated condition. Unfortunately, we made a mistake and scaled the letters by a
factor of 4.2 (and not 3.5), making the classification task too easy. However, as we will see, this led to an interesting

result. We denote by Simu-4.2 this condition (for Large we used the same size as Liu et al. [30], i.e., we did not scale).

Thus, in this study, our primary factor is DEVICE with four levels: Wall, Vive, Varjo, and Simu-4.2. We introduced the

Varjo XR-1, an HMD that includes a focus display with a (claimed) perfect-resolution.

We used again the classification task (see Classification section), with four letter classes: “H”, “K”, “N” and “R” (i.e.,

we only consider the Hard task; we do not consider the Easy task as it led to smaller effects than the Hard task, in both

Liu et al. [30] and our own first study). Thus, our second factor is LETTERSIZE with two levels Large and Small (as

in the first study). We recall that as we are studying the effect of resolution, we are mainly interested in the Small size

condition. The Large size is useful to see whether the different DEVICEs perform equally well for the basic interactions

(e.g., pick-and-drop): we expected very similar performance for the different DEVICEs in the Large condition.
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We stopped the experiment after 6 participants once we noticed our error in the simulated condition. Nevertheless, we

report the results of the 6 participants here, as they present interesting tendencies, and our mistake led to an interesting

observation regarding the subjective results.

6.1 Hypothesis

Our analysis in the Background section and the above experiment (H4) suggest that:

(H5) For the Small letters, the Wall will out perform the Vive and the Varjo.

We can also hope that the focus display of the Varjo will be beneficial for small letters:

(H6) For the Small letters, the Varjo will be faster than the Vive.

Moreover, as explained above, we expect that for the Large letters, we will found only small differences among the

DEVICE. Finally, our original hypothesis regarding Simu-4.2 was that we would observe only small differences between

the Wall and Simu-4.2. However, given the mistake we made, it should be expected (at posteriori) that Simu-4.2 should be

faster than the Wall (bigger letters thus easier task).

6.2 Participants

We recruited 6 volunteers (5 men, 1 woman) aged from 24 to 45 (mean 30, median 27) with normal or corrected-to-normal

vision (over the 12 participants initially planned). Participants were HCI researchers, engineers or graduate students in

computer science. Most of them already used an HMD and a wall.

6.3 Apparatus

For the wall display (Wall), we used a 5.50 × 1.80 m display with a resolution of 30 720 × 8 640, composed of 8 × 4 =

32 4K LCD displays and driven by 8 workstations (140 dpi, see Figure 4, note that the displays of this wall also support a

resolution 8K, doubling the resolution and the dpi of the wall). For the VR headsets, the Vive Pro (Vive) and the Varjo

XR-1 (Varjo), we ran the experiment in the same room as the wall display room. The Varjo XR-1 was, when we ran the

experiment, the best HMD available regarding resolution. We chose the Vive Pro as it is a standard, consumer-grade

headset with a good resolution, and we used it in the first study. We run the erroneous simulation condition (Simu-4.2) in

the Vive Pro because it is more comfortable to wear than the Varjo XR-1.

For the input, we use one Vive controller (participants used the trigger of the controller for pick-and-drop), but we

perform the tracking using a Vicon system (for all the DEVICE conditions). We used physical navigation for all conditions,

with the cable for the VR headsets suspended so the participants would not trip on it. The software used was Unity 3D

with the same base code for the HMDs and the wall.

6.4 Experiment Design & Procedure

Design. The experiment is a full factorial DEVICE×LETTERSIZE within-participants design. We blocked by DEVICE,

and fixed the LETTERSIZE presentation order to Large first, followed by Small, as we are mainly interested in effects

due to resolution (that we expect with Small letters). In the initial 12 participants’ design, we counter-balanced the

device condition using a Latin square. For each device, participants had 6 trials: 2 training trials with each LETTERSIZE

condition in the order defined above, then 2 × 2 experiment trials in the same order. We used the exact same initial letter

dispositions as in Liu et al. [30] and the previous experiment to allow for a comparison of results.
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Fig. 12. (a) Result of the vision test: maximal distance (in meters) to the virtual or physical wall needed to see the small letters used in
the experiment; (b) average distance to the virtual or physical wall when performing the actual classification task for the Small letters.

Procedure. Each participant took part in two sessions, on two separate days, seeing 2 (out of the 4) device conditions

in each of the two sessions. A break was enforced in-between conditions inside a session. At the beginning of each VR

condition, we warned the participants about possible motion sickness discomfort. At the end of the second session the

participants filled-in a questionnaire asking to rank the techniques (with possible ex-aequo) regarding their preferences:

overall, enjoyment, effectiveness, mental and physical load, and motion sickness.

Each condition started with a vision test to determine what is a comfortable viewing distance for each one of the

conditions, and if it is close to our theoretical calculations. The operator asked the participant to look at a letter of Small

size on the wall, and to then move back, one step at a time, until they hit the limit where they could not tell the letter

anymore (at each step, we changed the letter shown, chosen among “H”, “K”, “N” and “R”). The resulting distance was

recorded. The operator then explained the interactions and the task’s goal, ensuring the participant felt comfortable.

Next, participants moved onto the classification tasks. Before each trial, the participants were placed at a 2 m distance

from either the physical wall or the virtual wall in the VR conditions. The 2 m distance was chosen as it was, a priori, a

comfortable distance to perform the Large letters task.

6.5 Results

Distance to the Wall: Vision Test and Classification Trials. Figure 12-(a) shows the result of the vision test. Participants

were able to see the Small letters at 50 cm with the Vive, which is slightly more than what we predicted (45 cm). For

the Varjo, the participants needed to be at 1.20 m from the letters to see them, which is 35 cm less than predicted. This

suggests that the focus display of the Varjo XR-1 does not reach the claimed 60 ppd (it is closer to 50 ppd).

The result for the physical Wall is about 1.9 m distance, 35 cm more than the expected value of 1.55 m. We have no

explanation, but we will see that in practice, the participants performed the classification task for the small letters at about

1 m from the screen. For Simu-4.2, the distance is about 2.2 m, more than our expectation of 2 m.

For the classification task, results differed. Figure 12-(b) shows, for the Small condition, the average distance of the

participant to the virtual or physical wall during a trial. Note that the distance to the wall for the physical Wall was of

about 1 m (far smaller than the 1.9 m of the vision test and very close to the results of Liu et al. [30]). This trend to have a

smaller distance than the vision test is also true for Simu-4.2, but the difference is not as strong. In contrast, the distance

during the classification task is close to the vision test distance for the Vive. Finally, despite its focus display, this distance

for the Varjo is close to the one of the Vive, indicating the focus display did not really help in the classification task.
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Fig. 13. (a) Task time by DEVICE×LETTERSIZE conditions during the classification task. (b) Average distance traveled by the
participants’ head by DEVICE×LETTERSIZE conditions (in meters).

Task Time. Figure 13-(a) shows the task time by DEVICE × LETTERSIZE conditions. For the Large condition, we can

observe, as expected, that the task times are very similar. This suggests that the input system worked equally well for all

DEVICE. For the Small condition, we can observe that (we did not report statistical tests as we have only 6 participants.

However, the results we state are supported by t-tests, as well as by Bayesian analysis).

• As expected, the physical Wall was faster than the Vive, but also faster than the Varjo (this was the case uniformly

for the 6 participants, with clear differences between mean times). Thus (H5) is supported.

• The task time is similar for Vive and Varjo, making (H6) unlikely to hold. This suggests that for a task where users

have to move in front of a (virtual) wall and move their heads in all directions to see small details, the focus display

of the Varjo is not really useful.

• Simu-4.2 was faster than the Wall (clearly for 5 participants, but one participant was 2 s faster with Wall). This is

expected given the size of the letters with Simu-4.2 (that is by error larger than our model calculation).

Traveled Distance. Figure 13-(b) shows the average traveled distance by the participants during a trial by DE-

VICE × LETTERSIZE conditions. For the Large letter condition, participants did not need to come close to the wall and

did not need to travel too much. For the Small condition, the results confirm the results on the task time: task time is

“positively correlated” with the distance to the wall to perform the task (far away is better), and the traveled distance

during the task (shorter is better).

Subjective Results. Regarding their overall preferences, the six participants ranked the physical Wall condition 1st

and the Simu-4.2 condition 2nd (4 participants ranked the Vive 3rd, and 3 participants ranked the Varjo 3rd, ex-aequo

were allowed). Given the quantitative results above, it is not surprising that the participants preferred the Wall and the

Simu-4.2 conditions over the other virtual walls. However, it is surprising and interesting that the six participants uniformly

preferred the Wall condition over the Simu-4.2 condition, given that ex-aequo were allowed and that Simu-4.2 exhibits

better quantitative performance than the Wall (uniformly: for the six participants).

We obtain the same results for enjoyment and effectiveness and similar tendencies regarding mental and physical load.

Only one participant reported a moderate discomfort regarding motion sickness.

Thus, the subjective results suggest that participants appreciated more the physical aspect of the wall display compared

to the virtuality of a headset.
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Fig. 14. Task completion time for the Small letters conditions (Hard task) for the devices conditions from Liu et al. [30] (DESKTOP,
WALL), our 1st study (ViveTeleport, Scaled and Simulated in the Teleport condition) and our 2nd study (Vive, Varjo,Wall and Simu-4.2).

6.6 Putting everything together

Figure 14 shows the task completion time for the Large and Small letters conditions (Hard task) for all the “device”

conditions considered in this paper: Liu et al. [30] and our two studies. Beside the differences already noticed in the two

previous sections, we can note that for he Small letters, the Simulated condition (study 1), the Wall condition (study 2),

and the WALL condition (Liu et al. [30]) exhibit close performances, and clearly outperform the DESKTOP (Liu et al.

[30]) and our realistic HMDs condition (Scaled, Vive, Varjo). Note that these four last conditions have close performance,

too. These results confirm our analysis of the capacity of HMDs to emulate an ultra-wall: HMDs are not yet capable to

emulate physical walls, but "perfect" future HMDs will likely arrive at similar performance.

7 CONCLUSION, DISCUSSION AND FUTUREWORK

Our results suggest that, as expected, current “standard” HMDs do not have the needed resolution to compete with an

ultra-wall in a 2D task consisting of manipulating data of “high information density.” They also suggest that the Varjo

technology, which consists of adding a focus display with a very high resolution in the center of the field of view, is of

limited utility in a search task involving small details on a large surface (but they can be undoubtedly helpful for reading

small texts, for instance).

Moreover, our results also suggest that a hypothetical perfect-resolution HMD (60 ppd in the field of view) would be

competitive in terms of performance. However, the second study suggests that users may prefer a physical wall anyway.

Indeed, participants were faster and traveled less distance with the Simu-4.2 condition than with the Wall condition

(Simu-4.2 that was easier due to our error), but despite that all participants preferred the Wall condition over the Simu-4.2

condition.

A limitation of our work is that the second study has only 6 participants. However, we believe that the results are robust.

For instance, we find similar results to Liu et al. [30] for the walls, and the results are consistent with our theoretical

prediction. Of course, it would be interesting to run the second study with 12 participants and with the Vive Pro 2 and the

Varjo XR-3, the current best resolution HMDs (about 30 ppd, only half of what is needed for a perfect-resolution HMD).

Nevertheless, given our theoretical analysis and our empirical results that are consistent with this analysis, we believe that

even these new HDMs will not reach the performance of a physical ultra-wall, but rather fall somewhere between the

performances seen in the HMDs tested in this article and that of the ultra-wall.

In fact, it would be more interesting to test an HMD that both provides perfect resolution in its field of view and a view

on reality (e.g., a super Hololens or an ultra VR HMDs with video-see-through). Apple announced such an HMD, and the
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classification task could be an interesting benchmark to evaluate its resolution and the quality of its view on reality (for

example comparing a virtual wall and a physical one, both seen through the HMD).

However, HMDs should not only be tested regarding their resolution. For instance, wall displays are mainly useful for

collaborative work, and a view on the reality is a decisive advantage in a co-located collaborative context. This does not

necessarily mean that virtual walls are not useful even in these contexts. Results from James et al. [22] show that pairs did

not hesitate to interact collaboratively with AR surfaces even in the presence of a wall display. We think that future work

should compare ultra-walls with high-resolution AR headsets (e.g., the Apple Vision Pro) in collaborative tasks such as

the classification task of [28] and in tasks that require less interaction and more high-level decision making and planning

such as those of [20, 29, 49], but also continue to study contexts where the two types of devices can be combined to

provide richer and more flexible collaborative environments [23, 40].
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