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Abstract: Today’s on-chip systems technology has grounded impressive advances in computing
power and energy consumption. The choice of the right architecture depends on the application. In
our case, we were studying vegetation monitoring algorithms in precision agriculture. This study
presents a system based on a monitoring algorithm for agricultural fields, an electronic architecture
based on a CPU-FPGA SoC system and the OpenCL parallel programming paradigm. We focused
our study on our own dataset of agricultural fields to validate the results. The fields studied in our
case are in the Guelmin-Oued noun region in the south of Morocco. These fields are divided into two
areas, with a total surface of 3.44 Ha2 for the first field and 3.73 Ha2 for the second. The images were
collected using a DJI-type unmanned aerial vehicle and an RGB camera. Performance evaluation
showed that the system could process up to 86 fps versus 12 fps or 20 fps in C/C++ and OpenMP
implementations, respectively. Software optimizations have increased the performance to 107 fps,
which meets real-time constraints.

Keywords: CPU-FPGA SoC; on-chip systems; embedded systems; precision agriculture

1. Introduction

Algorithm-based vegetation indices monitoring involves mathematical models used
in precision agriculture. The main role of these indices is to extract information used
on agricultural fields. This information will be interpreted later to monitor the crop in
the agricultural areas. The use of embedded systems in the field of monitoring has been
increasing. As a solution proposed in the literature, we can find applications based on
embedded CPU systems, such as raspberry [1], and CPU-GPU systems, such as the jetson
family proposed by NVIDIA [2].

Due to the processing power used in GPU architectures, these architectures can be
strong options for implementing monitoring algorithms. However, the problem with
this type of architecture is the high energy consumption, limiting the use of autonomous
systems such as robots and unmanned aerial vehicles. As a solution, we address the use of
FPGA architectures; this type of architecture combines computational power and energy
savings [3,4].

On-chip FPGA systems contain a CPU and an FPGA coprocessor; this heterogeneous
system helps to speed up processing by focusing on reducing processing time and energy
consumption. This type of system can help us in cases where we have agricultural fields
with a huge surface. The autonomous monitoring of this type of field based on UAVs or
robots requires the use of low-cost systems as well as low energy consumption [5]. In the
context of monitoring indices in agricultural fields, the literature offers various indices
based on different special bands depending on the application. We can divide these indices
into three families. The first family is based on hyperspectral bands such as the moisture
index [6,7]. The second type is based on the vegetation and water index; this type of
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index uses multispectral images [8]. The last type is based on RGB images; this index
represents low-cost solutions based on RGB cameras instead of expensive multispectral or
hyperspectral cameras [9].

In our work, we aim to accelerate the processing of indices for real-time applications
on heterogeneous CPU-FPGA systems, as well as to study the implementation issues and
the corresponding optimizations. The results have been evaluated on real datasets based
on a DJI UAV and an RGB camera [8].

Our contribution is as follows:

1. Speeding up the algorithm proposed in [8] for indices computation on a CPU-FPGA-
based SoC using the OpenCL paradigm;

2. Design study of the proposed architecture based on the H/S Co-Design approach;
3. A case study on a data set acquired on agricultural fields (Guelmim-Oued Noun

region in the south of Morocco).

The rest of the paper is organized as follows:
We provide an overview of the different monitoring applications in agricultural fields.

Subsequently, we present the two areas that will be used in our study. Afterward, the
methodology followed will be explained, and the hardware and experimental implementa-
tion results will be discussed. Finally, we give a conclusion and an outline of future work.

2. Overview and Study Area
2.1. RGB Indices Overview in Precision Agriculture

Monitoring applications in agricultural fields aim to predict performance in the cor-
responding areas. This prediction is based on weed counts, weed detection, and other
applications [10–12]. However, none of these applications can be realized if a disease-
resistant crop is not detected. For this reason, the monitoring of vital signs plays a very
important role in different applications. Several works have been developed towards
monitoring agricultural fields based on various indices. In this context, L. Congcong et al.
(2019) used the normalized difference vegetation index (NDVI) to monitor plant growth in
real-time. The evaluation of the proposed approach was based on satellite images between
2018 and 2014 [13]. R. Shoujia et al. 2021 used NDVI for yield prediction in agricultural
fields [14]. In [8], the authors used NDVI and the Normalized Difference Water Index
(NDWI) to perform agricultural field analysis using an embedded CPU-GPU system.

In terms of monitoring indices based on multispectral cameras, NDVI and NDWI
are the most widely used indices in the field, either for detecting diseases or for yield
prediction and crop monitoring. However, RGB indices present an alternative solution to
other indices that require multispectral and hyperspectral cameras. The problem with this
type of camera is the high cost. Therefore, the construction of a low-cost system requires
this type of solution, which is based on RGB cameras. Among the RGB indices, we can
identify the Red Green Blue Vegetation Index (RGBVI), based on the three bands red,
green and blue, proposed in [15]. Additionally, the Modified Green Red Vegetation Index
(MGRVI) is an improvement of the Green Red Vegetation Index (GRVI) based on the two
bands red and green [16].

Thus, we can find various applications in the agriculture field. These applications
are based on different tools; e.g., R. Bezen et al. (2020) proposed a GPU-based system
for cow feed intake measurement. The approach proposed by the authors is based on
an RGB-D camera and the CNN model. After evaluation, they showed that the system
processes the algorithm in real time for the developed application [17]. In the same way,
J. Gené-Mola et al. (2019) proposed a method for Fuji apple detection based on an Nvidia
TITAN GTX GPU system and the R-CNN approach. The tool used for image collection was
a Kinect v2 RGB-D camera [18]. The embedded part was based on a raspberry V3 board.
In addition, J. Shin et al. 2021 proposed a system based on an Intel workstation with a
CPU operating at 3.2 GHz implemented in MATLAB. This system is dedicated to detecting
disease in strawberry farms with an accuracy that can reach 92.61%. Table 1 summarizes
the recent applications used in precision agriculture.
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Table 1. Recent precision agriculture-based application and tools.

Reference Application Algorithm Tools

[17] Cow feed
measurement CNNs Model RGB-D Camera

[18] Fuji apple detection R-CNN RGB-D Camera type Kinect v2
and GPU Nvidia TITAN GTX

[19] Crop monitoring Image-processing
algorithms

Raspberry V3 board and RGB
camera

[20] Disease detection CNNs Model Workstation

[21] Detection of food
objects ICP algorithm GTX Nvidia 1080Ti and camera

type SR300 RealSense

[22] System of thinning a
forest stand __ NVIDIA GPU Titan-V

[23] Weed management __ GTX NVIDIA GPU 1070 Ti and
Jetson TX2

[24]
Lamb’s quarters

detection in potato
production

DCNN models GPUs: GTX1080 Ti, GeForce
930MX and GTX1050

[25] Kiwifruit harvest __ Desktop with GPU TITAN XP
and RGB camera

[26] Detection of rice
disease YOLOv3 GPU Tesla V100

[27] Weeds classification Multimodal fusion Tesla K40c NVIDIA

In our case, we chose the two indices Green Red Vegetation Index (GRVI) and Green
Leaf Index (GLI). Both indices track and detect the vegetation in agricultural fields using
RGB cameras. Equations (1) and (2) show how we can obtain these indices.

GRVI =
BandG − BandR
BandG + BandR

(1)

GLI =
2× BandG − BandR − BandB
2× BandG + BandR + BandB

(2)

The values of these indices vary between −1 and 1. Generally, an index less than
0 reflects soil or non-living plants. Values above 0 reflect vegetation. Therefore, the thresh-
old of these indices must be above 0 [28].

2.2. FPGA-SoC Architecture Overview

The architectures listed in Table 1 are based on GPU processors. The use of this type
of architecture is due to the high computing power. However, the problem here is the
high energy consumption, limiting the use of autonomous systems based on monitoring
agricultural fields. The use of FPGA on-chip systems can solve this problem. Among the
most reliable and robust systems in parallel processing are the CPU-FPGA systems, which
contain both a CPU and an FPGA. Figure 1 shows the CPU-FPGA architecture. the host
global memory is the memory of the CPU that contains the whole memory. The host is the
CPU part of the board. Local memory is the device part (FPGA) memory, which shares the
work with the items of each group. Global memory on-chip is the global memory of the
FPGA part. The Work Group is a set of work items; the number of work items depends on
the configuration chosen in the CPU part. The private memory is that which is not shared
with the elements of each work group.
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Figure 1. Memory model-based OpenCL architecture.

Generally, the exploitation of an FPGA architecture is achieved using VHSIC Hard-
ware Description Language (VHDL) [29]. On the other hand, the CPU architecture is
operated using languages such as C/C++. Therefore, using both parts (CPU and FPGA)
simultaneously in the same architecture requires a high-level language such as OpenCL
paradigm. OpenCL is a parallel programming language used to improve performance
by exploiting the architecture as much as possible. It is a dedicated language for het-
erogeneous architectures that contains a host and a device part. Generally, the host part
is a CPU, and the device can include GPU, FPGA, or DSP. In our case, we have opted
for the CPU-FPGA architecture, given its computational performance as well as its low
power consumption. The selected device in our study is the Cyclone V SoC, proposed
by the Intel-Altera company. This on-chip system contains a Cyclone V FPGA with a
hardware dual-core A9 cortex processor. Besides its low power consumption, this type
of architecture is characterized by its low cost compared to other CPU-GPU architectures.
Additionally, CPU-FPGA systems are characterized by their pseudo-parallel behavior in
different processes. This makes this architecture the best choice.

Table 2 summarizes the different characteristics of the evaluation platform used.

Table 2. Evaluation SoC platform specifications.

FPGA Device 5CSEMA5F31C6

CPU ARM CORTEX-A9
Logic Elements 85 K

Embedded Memory 4450 Kbits
SDRAM on FPGA 32 M × 16
SDRAM on HPS 2 × 256 M × 16
Communication USB 2.0

Power 12 V DC

We did not choose a CPU-GPU architecture because this architecture leads to a high
energy consumption. Moreover, it uses the CUDA language, which is dedicated to Nvidia
CPU-GPU architectures only, and no other architectures such as Intel or AMD. For this rea-
son, OpenCL presents a flexible and powerful solution for the various architectures used.

2.3. Area Study

The agricultural field selected in our study is located in the Guelmim-Oued Noun
region in the south of Morocco, with a perimeter of 0.81 Km and a surface area of 3.44 Ha2.
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The coordinates of the agricultural field used in this study are 29◦04′39′′ N and 10◦16′29′′ W.
Thus, the tools used for collecting our dataset are based on an unmanned aerial vehicle
type DJI Phantom Pro4 with an RGB camera based on 1-inch CMOS and 20 Mpx. The lens
had an FOV of 84◦8.8 mm/24 mm and a focal length f/2.8 auto focus. The left image of
Figure 2 shows an example of images collected with the UAV.
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Figure 2. Image illustrating area 1.

The type of camera used in this study operated on RGB bands. The reason for using
this camera is the low cost of this type of sensor compared to multispectral cameras that
operate on near-infrared or red-edge bands. In this study, we also used another field
located in the Guelmim-Oued Noun region, with a longitude of 29◦00′36′′ N and a latitude
of 10◦12′39′′ W. The selected field’s perimeter is about 0.78 Km, with a surface area of
3.73 Ha2. Figure 3 shows the localization of the second field.
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Figure 3. Image illustrating area 2.

The images of the second field are shown in Figure 3, taken in February 2021 at
9:56 A.M. at a fly height of 335.08 m. Similarly, as regards the first field in Figure 2, the
images were collected in February at around 4:00 P.M. Figures 4 and 5 show some images
used in our study.
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Figure 4. Images of dataset corresponding to area 1.
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Figure 5. Images of dataset corresponding to area 2.

Figure 4 shows images collected with our UAV in the first agricultural field studied.
Figure 5 shows images collected with the same tool but in a different agricultural area from
the first one. The images have a resolution of 5472 × 3648, captured using an RGB camera.

3. Methodology and Results
3.1. Methodology

The methodology adopted in our study is based on a hardware–software partitioning
and processing-time evaluation using the C/C++ language and OpenCl paradigm. A study
was conducted to define parts that consume more time in order to be accelerated in the
CPU-FPGA system. The developed code is based on two parts. The first one is dedicated
to the CPU, which loads the necessary data for the FPGA coprocessor acceleration. For
the device part, we used an Altera offline compiler (AOC) based on the OpenCL kernel.
Then, we compiled our kernel to create the hardware part that was to be implemented
in the FPGA part. The evaluation of the hardware constraint in our implementation was
based on two techniques. The first one was to make the naive implementation in order to
evaluate the performance. The second one was based on optimization using the local fast
memory compared to the global memory. Figure 6 shows the algorithm we used for the
implementation, and Figure 7 shows the naive implementation.
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Figure 7. Naive implementation mapping.

After the naive implementation in the CPU-FPGA architecture, we improved the
processing time using the local memory of the FPGA board. Once we acquired the images,
the data were uploaded to the FPGA global memory. The local memory was used for
kernel processing. In addition, we used two kernels to avoid data concurrency. The first
kernel was dedicated to processing the GRVI index, and the second one was dedicated to
the GLI index. The evaluation has shown that the second technique gives better results
than the first one in terms of processing times. Figure 8 shows the second technique used
to improve the first implementation.
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3.2. Processing Times Evaluation

We have evaluated the processing times between different implementations. As well
as a comparison of two implementations (the first one using an intel desktop operating
2.2 GHz, the second one using an XU4 platform operative at 2 Ghz), both are CPU-GPU
architectures. The XU4 platform is equipped with an Exynos 5 processor, which contains an
ARM Cortex A7 and A15 with 1.4 Ghz and 2 Ghz, respectively, as well as a Mali T628MP6
GPU. For the TX1 platform, we used an ARM Cortex A57 MPCore processor and an Nvidia
Maxwell GPU with 256 cores. Table 3 presents the specifications of the used platforms.
Table 4 presents a synthesis of the different processing times obtained using different
languages and architectures.

Table 3. Different platform specification.

Type Desktop TX1 XU4

Frequency 2.2 Ghz 1.9 Ghz 1.4/2 Ghz
Processor Intel I5 MPCore Exynos 5

CPU Intel Cortex A57 Cortex A7/A15
GPU Intel Nvidia Maxwell Mali T628MP6

Energy 20 W 15 W 5 W

Table 4. Processing times using different architectures.

Architecture Desktop XU4 TX1

Executing time (ms) C/C++ OpenMP C/C++ OpenMP C/C++ CUDA
31 15 91 47 80 0.77

The processing time on the desktop allows us to process 32 fps (frames per second)
based on C/C++ implementation. On the other hand, the use of the OpenMP directive
leads to a rate of 66 fps. In the case of the XU4 platform, we can process 21 fps using
OpenMP optimization, but only 12 fps in the case of C/C++ implementation. The TX1
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platform gave us 80 ms for the sequential processing, and about 0.77 ms using the CUDA
heterogeneous architecture programming language.

The time shown in Table 3 shows that the real-time constraint is respected in the
case of the desktop using OpenMP, as well as in the case of the TX1 board using CUDA.
The real-time constraint, in our case, is based on the acquisition frequency of the RGB
camera. The camera used in our study operates at 60 fps. Therefore, it is necessary to
follow this frequency in order to achieve real-time processing. Generally, desktops are
not suitable because they are validation tools and not embedded architecture, and they
consume more energy than an embedded architecture. Additionally, the TX1 card can
present an alternative solution for boarding the various algorithms. This type of card
also consumes a lot of energy—as much as 15 W—compared to the other embedded
architectures.

The solution is to use a low-cost system with low power consumption. The SoC sys-
tem based on a CPU-FPGA architecture can present a robust solution for high processing
efficiency and low power consumption. In our case, we have evaluated both implemen-
tations on the same platform. Figure 9 shows the results obtained after the synthesis and
placement routing.

J. Low Power Electron. Appl. 2021, 11, x FOR PEER REVIEW 10 of 18 
 

 

 

Figure 9. FPGA resources usage after synthesis and placement routing. 

The evaluation of the resources shown in Figure 8 is based on the RAM (random 

access memory) blocks consumed, the DSP (digital signal processing), the FFS (flip flops), 

logic usage, and the dedicated logic register. The results show that the naive implementa-

tion based on processing two indices in the same kernel consumes 20.63% of RAM, 6% of 

DSPs, 12.15% of FFS, 25% logic usage, and 11.53% of the dedicated logic registers. On the 

other hand, the implementation based on two separated kernels and the use of the FPGA 

on-chip memory has significant benefits. This implementation achieved rates of 8.4% for 

the GNVI kernel and 10.2% for GLI in the RAM block utilization. The DSPs achieved 4% 

for the GNVI kernel and the same for the GLI kernel.  

Additionally, FFS showed consumption rates of 5.56% and 6.32% for GNVI and GLI, 

respectively. In addition, logic usage was 10% for GNVI and 12.96% for GLI. We noticed 

that the GLI kernel consumed more resources than GNVI, due to the fact that the GLI 

index is based on three bands in place of two in the GNVI case, which leads to its higher 

consumption. Table 5 summarizes the different results obtained. 

Table 5. Resource utilization on FPGA. 

Kernel Type. 
RAM 

Blocks 
DSPs FFS 

Logic 

Utiliza-

tion 

Dedicated Logic 

Registers 

Both Indices 20.63% 6% 12.153% 25% 11.53% 

GNVI 8.4% 4% 5.56% 10% 6.12% 

GLI 10.2% 4% 6.32% 12.96 7.56% 

Available in the 

FPGA 
379 87 -- 32,070 77,650 

After the extraction of different resources, we proceeded to the processing time eval-

uation. This evaluation was based on a sequence of 150 images, evaluating the robustness 

of the processing task. Figure 10 shows the results obtained. 
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The evaluation of the resources shown in Figure 8 is based on the RAM (random access
memory) blocks consumed, the DSP (digital signal processing), the FFS (flip flops), logic
usage, and the dedicated logic register. The results show that the naive implementation
based on processing two indices in the same kernel consumes 20.63% of RAM, 6% of DSPs,
12.15% of FFS, 25% logic usage, and 11.53% of the dedicated logic registers. On the other
hand, the implementation based on two separated kernels and the use of the FPGA on-chip
memory has significant benefits. This implementation achieved rates of 8.4% for the GNVI
kernel and 10.2% for GLI in the RAM block utilization. The DSPs achieved 4% for the
GNVI kernel and the same for the GLI kernel.

Additionally, FFS showed consumption rates of 5.56% and 6.32% for GNVI and GLI,
respectively. In addition, logic usage was 10% for GNVI and 12.96% for GLI. We noticed
that the GLI kernel consumed more resources than GNVI, due to the fact that the GLI
index is based on three bands in place of two in the GNVI case, which leads to its higher
consumption. Table 5 summarizes the different results obtained.
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Table 5. Resource utilization on FPGA.

Kernel Type. RAM Blocks DSPs FFS Logic
Utilization

Dedicated Logic
Registers

Both Indices 20.63% 6% 12.153% 25% 11.53%
GNVI 8.4% 4% 5.56% 10% 6.12%
GLI 10.2% 4% 6.32% 12.96 7.56%

Available in
the FPGA 379 87 – 32,070 77,650

After the extraction of different resources, we proceeded to the processing time evalu-
ation. This evaluation was based on a sequence of 150 images, evaluating the robustness of
the processing task. Figure 10 shows the results obtained.
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Figure 10 shows the results obtained with the evaluation of the algorithm used on an
image sequence. The time varied between a minimum value of 7.23 ms and a maximum
value of 14.8, with an average of 11.5 ms. The approach used in this work allowed us
to accelerate the second block shown in Figure 6, which was based on the processing
of indices. The sequential evaluation of processing time confirmed this choice, which
encouraged us to process the first block in the CPU part (host) and the second block in
the device part (FPGA) in order to return the results to the host for classification. In the
proposed acceleration, we used a naive acceleration based on a single kernel that achieved
all the processing. Subsequently, we optimized this implementation in terms of processing
time by using the fast local memory of the CPU-FPGA architecture. The tool used in our
case was based on OpenCL, both for the naive implementation and the optimized version.
The following two pseudo codes (Algorithms 1 and 2) show the processing in the host part
and the kernel part.
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Algorithm 1: Kernel Code

Start Algorithm

1. __kernel void Name_kernel(declare matrix and const);
2. /////////////////////Local data

initialization////////////////////////////////////
3. const int num_rows← get_local_id(0);
4. const int num_col← get_local_id(1);
5. //////////////////// Global data

initialization//////////////////////////////////
6. const int Global_rows← Num_Local*get_group_id(0) + num_ rows;
7. const int Global_col← Num_Local *get_group_id(1) + num_ col;
8. read data (Matrix);
9. /////////////////////// Convert data to local memory////////////////////
10. convert data to locale memory;
11. __local float (Num_Mat1) [Num_Local] [ Num_Local];
12. __local float (Num_Mat2) [Num_Local] [ Num_Local];
13. const int Num_Block← num_rows/ Num_Local
14. For I from 0 to Num_Block
15. Load data in Local← Num_Local *I + num_rows;
16. Load data in Local← Num_Local *I + num_col;
17. END for
18. Synchronisation;
19. /////////////////// Compute different vegetation indices////////////////
20. Process index;
21. Synchronisation;
22. End Algorithm

Figure 11 shows a comparison between the naive and improved implementations.
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Algorithm 2: Host code

Start Algorithm

1. Declaration of variables and matrices:
2. Mred, Mgre, Mblu, Mgli, Mgnvi;
3. Function Data preparation ////////Preparation of required data for processing
4. Read images (OriginRGB);
5. Split chanel (R,G,B); //// Band separation for processing
6. MAT R← R_band;
7. MAT G← G_band;
8. MAT B← B_band;
9. For i from 0 to num_rows
10. For j from 0 to num_col
11. Mred, Mgre← pixel_MAT (R,G);
12. END for
13. END for
14. END Function
15. Function OpenCL initialization: ////// Platform, device and context setting.
16. cl_platform_id platform;
17. num_devices;
18. cl_context context;
19. platform = findPlatform (Name of plateform);
20. device.reset(getDevices);
21. context = clCreateContext;
22. END Fuction
23. kernel = clCreateKernel(program, “name of kernel”, &kl);
24. kl = clSetKernelArg(list of argument); // set argument list
25. containing processing data
26. const int = Num_Local;
27. const size_t local [1] = { Num_Local, Num_Local};
28. const size_t global [1] = { num_rows, num_col };
29. Run kernel; get FPGA data;
30. Function Classification: (Mat_index)
31. Data classification;
32. END Function
33. END Algorithm

Figure 11 shows that the improved version has a mean processing time of 9.31 ms,
compared to the naive version’s mean processing time of 11.5 ms. This improvement
allows for processing 107 frames/s compared to 86 frames/s in the naïve implementation.

Consequently, the temporal evaluation has shown that our algorithm can respect the
real-time constrain, which is 60 frames/s. In this context, the enhanced implementation has
shown an acceleration of×9 compared to the sequential version, which consumes 90 ms [8].
The time obtained in the sequential version is based on a low resolution compared to our
resolution proposed in this paper, which is 5472× 3648. This shows that the OpenCL-based
CPU-FPGA architecture has improved the processing time, even though the resolution is
very high.

3.3. Experimental Results

The experimental results are based on calculating the two indices GLI and GRVI
in different agricultural fields. The images used in this evaluation have a resolution of
5472 × 3648 pixels for each image collected by the UAV RGB camera used in this study.
The temporal evaluation showed that we could process up to 107 images/s with high
resolution. This resolution will influence the calculation of the indices. The results obtained
were based on the coding of the algorithm with OpenCL in the CPU-FPGA architecture.
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The evaluation of our algorithm was based on two tools, the FPGA SoC embedded
platform and the desktop using the Matlab tool. The reason for using Matlab is to validate
the results obtained with the FPGA embedded architecture. The algorithm is based on
the acquisition of images and then separating these RGB images into different images
containing red, green, and blue bands. Then, the prepared images are transferred to the
FPGA to process the different indices. The process of calculation is described in detail in [8].
After the calculation of the indices, we binarized images using a thresholding operation
in order to be able to interpret the results. Figure 12 shows the results obtained from the
evaluation of the second agricultural field.
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Figure 12. GRVI evaluation based on FPGA SoC architecture compared to MATLAB implementation.

In Figure 12, the top image shows the three bands that build the RGB image. Images 1
and 3 show the R and G bands after the separation of the bands. In image two, we show
the GRVI index based on the thresholding operation. The threshold used in this image is
0.3. In image four, we tried to change the threshold to 0.45 to show the regions with a low
index. Figure 13 shows the interpretation of the high index regions.
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Figure 13 shows the evaluation of the GRVI index. The blue areas indicate regions
that have a low index compared to other areas. The interpretation of the results obtained
gives the farmer an idea about the agricultural field. The decision is made based on
the physiology of each agricultural product. Therefore, the decision and the threshold
operation are based on this physiology. Generally, each agricultural product has a specific
index threshold. After evaluating the GRVI based on the second agricultural field shown
in Figure 3, we evaluated the GLI in the first agricultural field. Figure 13 shows the
results obtained.

The GLI index is more sensitive than GRVI because it is based on three bands instead
of two in the case of GRVI. This fact gives it more visibility than GRVI. On the other hand,
the GRVI index is more precise than the GLI index. In our study, we used these two
indices because they are the most known and are used for monitoring agricultural fields.
In Figure 14, we have evaluated the GLI index of the first agricultural field illustrated in
Figure 2. Images 1 and 2 show the red and green bands, respectively, after the separation
of the bands. Image 3 shows the results obtained with the FPGA SoC architecture after the
thresholding operation.
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Figure 14. GLI evaluation based on the FPGA SoC platform.

Similarly, for image 4, we used different thresholds to depict the high value of the index
in red. Image 5 shows the binary image obtained with the FPGA SoC platform. Finally,
image 6 shows the original image based on the three RGB bands. In the same context
and to compare the results, we have also evaluated this index in Matlab to compare the
software and hardware implementations. Figure 15 shows the results obtained on Matlab.

The Matlab evaluation in Figure 14 shows that the FPGA SoC platform gives accurate
results based on the Matlab software tool. This shows that this architecture, in addition to
its low cost and low consumption, gives robust results. Figure 15 shows the interpretation
of the results.

In Figure 16, we have focused on the first region in the blue box at the top left, which
gives a matrix of indices values with an average of 0.12. In the blue box at the bottom right,
the index evaluation shows a value of 0.6, which offers a high index of GLVI.
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3.4. Discussion

The two indices used in this evaluation are known for their high sensitivity to vegeta-
tion compared to the other indices. The comparison between the embedded architecture
used in this work and the Matlab tool on the desktop shows that the FPGA SoC architecture
gave accurate results. In this context, we can find other architectures, such as TX1, TX2,
Xavier and other CPU-GPU-type systems. These architectures provide better results, but
the problem is the high energy consumption in embedded applications dedicated to preci-
sion agriculture. For this reason, the CPU-GPU architecture has a high-power consumption
even if we use only a part of the architecture. This leads to high consumption despite the
low complexity of the applications. On the other hand, FPGA-based architectures allow the
mapping of the algorithm to be implemented. This allows for optimized implementation
using the hardware/software co-design approach. This adequation between architecture
and algorithm will exploit the lowest amount of resources while maintaining the accuracy
of the results.

In this study, we have compared XU4 CPU-GPU low-cost architectures with a CPU-
FPGA based SoC architecture. The experimental results show that it can take 14.89 ms
to process one image with a maximum value of 17.8 ms and a minimum value of 9.2 ms.
This processing time was based on the XU4 architecture, which gave a processing rate of
67 frames/s. On the other hand, the processing time using the FPGA SoC architecture was
11.5 ms, which shows that the architecture chosen in this study, along with its low power
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consumption, reached a processing time lower than the CPU-GPU-based architecture using
the same paradigm OpenCL. Figure 17 shows the performances of the two architectures.
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4. Conclusions

In this work, we present a CPU-FPGA architecture for index monitoring applications
in precision agriculture using the OpenCL paradigm. The results obtained with the SoC
FPGA architecture are similar to the results obtained in software implementation based
on MATLAB. In addition, the evaluation processing times showed that our algorithm
could process 87 frames/s in the naive implementation and 107 frames/s in the improved
implementation, with a high resolution of 5472 × 3648 pixels. Compared to the C/C++
implementation, which was based on a resolution of 1280 × 960 pixels, the improvement
factor reached 9.6. Thus, our implementation has shown robustness at the processing
time level, as well as the number of images processed per second (which exceeds the
frame rate of the camera, i.e., 60 frames/s). This responds to the real-time constraints of a
monitoring system.
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