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2 Université de Reims Champagne Ardenne, CReSTIC, Reims, France

ABSTRACT

Multiplex immunohistochemistry (mIHC) is an innovative method
that simultaneously labels multiple biomarkers in the same tissue
section with different colored stains. However, analyzing these com-
plex images is a challenging task for current image processing meth-
ods. In order to efficiently process these images, it may be beneficial
to employ an effective representation of the data. The component-
tree is known to facilitate the representation of images containing
sparse objects, which necessitate representation at a higher scale, as
opposed to large background regions that can be represented at a
lower scale without loss of fidelity. In this paper, we present how
a multi-scale version of the component-tree can be effectively uti-
lized to represent this type of data, drawing inspiration from the ap-
proach a pathologist might take when analyzing these images (ini-
tially identifying objects of interest via a specific nuclear channel,
such as DAPI, and then associating each object with a spectral sig-
nature based on the intensities of other channels). We demonstrate
this method on an unsupervised analysis of 9-channel multiplexed
glioblastoma data.

Index Terms— Multiplex immunohistochemistry images,
Component-tree, Multi-scale.

1. INTRODUCTION

Multiplex imaging is a development in histopathology that allows for
the identification of diverse cell types within a singular image, mark-
ing a substantial progression beyond the conventional histopatholog-
ical approaches limited to two immunohistochemical markers. This
technological advancement unveils a sophisticated spatial analysis of
cellular interactions, thereby enriching the comprehension of the in-
trinsic biological mechanisms. However, it is not without challenges,
as issues such as image quality, and the availability and accuracy of
annotations, remain critical in the precise identification, segmenta-
tion, and classification of cellular structures. Indeed, in dense tis-
sues, cells may overlap in the z-dimension, making it difficult to
identify individual cells. The variety of cell types and shapes, along
with the reliance on expert-annotated data for machine learning al-
gorithms, introduces even more complexities.

In the context of multiplex imaging data, segmentation predom-
inantly employs machine learning algorithms, including user-guided
pipelines such as CellProfiler [1], and more recently, deep learning
algorithms, mainly convolutional neural networks like DeepCell [2],
U-Net [3], or CellPose [4]. These algorithms, however, hinge on
training utilizing manually annotated data (ground truth) by expert
users. This reliance introduces potential challenges such as anno-
tation bias and interobserver variability, which may influence cell
segmentation outcomes. The absence of a universally accepted gold

standard in the field, coupled with a dependency on expert experi-
ence [5], underscores the complexities and challenges intrinsic to
multiplex image analysis.

To address the issue of annotation availability and quality in
this type of images, we propose an unsupervised approach based
on the use of a multi-spectral multi-scale component-tree. Our idea
is to emulate the approach of human pathologists who rely on the
DAPI (dihydrochloride) channel to initially identify cells because it
roughly reveals nuclear area according to their DNA density. Then,
they explore other channels for specific markers to identify more
precisely their phenotype.

Our methodology relies on the use of the component-tree (or
max-tree) [6], a morphological graph-based model known for its ef-
ficient image encoding and low computational complexity [7].

Component-trees have been involved in various areas of im-
age processing, for example in nuclear imaging: PET [8, 9, 10],
PET/MRI [11] , PET/CT [12, 13, 14, 15], in brain MRI [16], in an-
giographic imaging [17, 18, 19, 20, 21], in microscopy [22, 23, 24],
in dermatology [25], or for visualization purposes [26], and even re-
cently into self-supervised deep learning tasks [27].

More precisely, we aim in this work at augmenting the compo-
nent-tree model by integrating multi-scale and multi-spectral infor-
mation from various image channels during its construction process.
Primarily, a first multi-scale component-tree is constructed on the
DAPI channel, which inherently contains essential objects of inter-
est such as cell nuclei, while concurrently encapsulating information
from auxiliary channels within each node.

Secondly, multi-spectral characteristics gathered from the vari-
ous image channels are integrated into the tree, allowing to improve
the classification of objects. Our goal is to contribute to a better un-
derstanding of cellular interactions and biological mechanisms in the
context of multiplex histopathological images.

2. MATERIAL AND METHODS

2.1. Data and annotations

To validate our approach, we used data from a collaborative project
on glioblastoma, with neuropathologists from the Hannover Medical
School. Glioblastoma (GBM) is a malignant brain tumor with poor
prognosis despite aggressive treatment. The biological behavior of
cells at their invasive edge is of major importance for clinical course
and patients’ quality of life.

Data We obtained 63 multiplex histochemistry images from 22 pa-
tients to analyze. These images were acquired by the following pro-
tocol. Formalin-Fixed Paraffin-Embedded tissue was cut into 3 µm
thick sections and stained for DAPI, GFAP, ATRX, IDH1, MS4A4A,
CD68, CD206, CD3 and CD34. Whole slides were scanned with



Fig. 1: Example of annotated image, where each red disk indicates
a cell of interest.

a 20× magnification at a resolution of 0.49 µm/pixel (Vectra Po-
laris, Akoya Biosciences). In these, we manually selected regions
ranging from tumor core to adjacent normal tissue, avoiding arti-
facts like folds, noise, or tissue border effects. These regions were
multispectral acquired at a resolution of 0.25 µm/pixel (Vectra Po-
laris, Akoya Biosciences) and color deconvoluted with prerecorded
spectral libraries for all Opal fluorophores using Inform 2.6 (Akoya
Biosciences), resulting in multi-channel (a channel corresponds to a
single fluorophore/marker, see Table 1 for more details) TIFF format
images of 1 860× 1 396 pixels.

Annotations Point annotations were provided by different pathol-
ogists on the images. Each cell of interest was marked by at least
three pathologists, and results were consolidated when disagree-
ments were noted. See Figure 1.

2.2. Multispectral, multiscale component-tree

Component-tree The component-tree (or max-tree) [6] encodes
the inclusion relations between the connected components of the
successive threshold sets of a grayscale image.

More formally, let f : Z2 → V be a grayscale 2D image, with
V ⊂ N. For any nonempty subset X ⊆ Z2, we note CC(X) the set
of the connected components of X . The upper threshold set of f at
a value λ ∈ V is denoted as [f ⩾ λ] = {x ∈ Z2 | f(x) ⩾ λ}.

The component-tree (or max-tree) of f is defined as the Hasse
diagram of the partially ordered set (

⋃
λ∈V CC([f ⩾ λ]),⊆). Its

root (i.e. its maximum) is the set Z2, which is the unique connected
component of [f ⩾ 0]. Its leaves (i.e. its minimal elements) are
the flat zones of locally maximal value in the image. An example of
component-tree is illustrated in Figure 2.

Multiscale component-tree In [28], we have proposed a mul-
tiscale extension of the component-tree, namely the Multi-Scale
Component-Tree (MSCT), enabling to encode in an unique hierar-
chical structure various objects from different levels of resolution.
The main purpose is to represent background and/or non-relevant
parts of the image within flat zones at the lowest scales, while
representing relevant / fine detailed parts of the image within flat
zones at the highest scales. We only recall here the main steps of

(a) Grayscale image (b) Component-tree

Fig. 2: The component-tree (b) of a grayscale image (a). Individual
nodes correspond to connected components at specific gray levels,
while links between nodes represents the inclusion relations between
the corresponding flat zones.

Fig. 3: Illustration of the MSCT construction.

the MSCT construction: first, the initial image is downsampled at
various scales, then an initial component-tree is computed from the
lowest scale. Second, following an iterative scheme, each significant
region (i.e. node) is promoted from one scale to the next, enabling
to refine it (i.e. improve its resolution). A new component-tree for
this region is then computed at the next scale and grafted onto the
initial tree. The construction process of the MSCT is illustrated in
Figure 3.

Multispectral and multiscale component-tree The MSCT has
been defined on grayscale images. In this work we propose to use
the MSCT in the context of multispectral images. A 2D multispectral
image with k channels can be denoted as a function f : Z2 → V k.

The MSCT is built on the DAPI channel following the construc-
tion steps described in [28] with the following modifications. Be-
fore the first downsampling operation, a contrast enhancement step
is performed to better account for lowly-contrasted flat zones that
would otherwise not be considered during the later scale upsampling
and segmentation operations. Contrast limited adaptive histogram
enhancement (CLAHE) [29] is thus applied to the DAPI channel.

Nuclei segmentation from the MSCT Once the MSCT is fully-
enriched, a set of nodes is extracted by minimizing a stability cri-
terion based on the concept of maximally stable extremal regions
(MSER) as described in [28].

On this fully-enriched MSCT, a set of nodes of interest N can
be chosen using the same selection method integrated with the scale
enrichment steps. These nodes’ flat zones may contain several nuclei



Table 1: Characteristics of each deconvoluted channel.

DAPI GFAP MS4A4A CD3 IDH1 CD206 ATRX CD68 CD34

Name (Opal) 480 520 540 570 620 650 690 780
Emission (nm) 461 500 525 536 570 616 650 694 770

(a) (b) (c) (d) (e) (f)

Fig. 4: (a) Illustration of overlapping nuclei. (b) Application of the classic Euclidean distance transform to the nuclei. (c) Resulting watershed
segmentation derived from the maximum intensity peaks of the Euclidean distance transform. (d) Distance Transform Ellipse Center Method
Algorithm (DTECMA). (e) Distance transform to the nearest ellipse center as obtained from DTECMA. (f) Watershed segmentation resulting
from the DTECMA approach.

(a) Multispectral image (b) DAPI channel (c) Segmented nuclei

Fig. 5: (a) A multispectral image, (b) its DAPI channel on which the MSCT is computed and (c) the resulting segmented nuclei.

as these objects could touch or overlap each other.
For each flat zone ni ∈ N , the number of underlying nuclei

is estimated by the mean of an ellipse fitting model as nuclei tend
to exhibit elliptical shapes. The Distance Transform-based Ellipse-
Contour Matching Algorithm (DTECMA) [30] is used to estimate
the number of ellipses and their respective centers across each flat
zone. Ellipse centers too close to each other are merged together
and the center of mass of all merged ellipses’ centers is taken as the
newly-merged ellipse center.

These ellipse centers are then used to initialize flooding basins
in a watershed algorithm. The classic Euclidean distance transform
cannot be used as the ellipse centers do not necessarily match the
local peaks in such transform. A new distance transform is defined
on a set of ellipse centers Eni and a connected component CCni .
The new distance transform is defined as:

dc(p) = min {∥p− e∥2 | e ∈ Eni , p ∈ CCni} (1)

This distance transform assigns to each pixel the distance to
its closest ellipse center, guaranteeing that the ellipse centers are
among its local maxima. The addition of DTECMA and the new dis-
tance transform is able to better separate clusters formed by highly-
overlapping nuclei as illustrated in Figure 4.

The resulting partitions of ni form the final segmented nuclei S
in the form of connected components.

On each of the segmented nuclei si ∈ S, features can be com-
puted to qualify the underlying object. Here, we make use of the
other channels, each of which is associated with a specific biomarker
by considering si as a mask across all channels f i of the multispec-
tral image. Let f by a multispectral image containing k channels.
f i is the ith channel of f and f i(p) is the value of a pixel p in the
ith channel. A feature vector ci is computed for si by summing the
pixel values in each channel for all pixels belonging to the mask:

ci =

[∑
p

f j(p) | p ∈ ni

]k

j=1

(2)

3. RESULTS

Segmentation evaluation A total number of n = 62 (1 396 ×
1 860 × 9) multispectral images have been processed out of the 63
available. One image has been removed from the computation as it
did not exhibit the sparsity of nuclei present in the rest of the dataset
and would not benefit from the parameters set for the dataset.
The following parameters have been used:



• Number of scales: 3 (from 1
1

scale for the base component-tree
to 1

16
scale for the nodes upsampled after the last construction

step).
• δ parameter for the MSER stability computation: 10% of the

MSCT tree height.
• Maximum MSER stability for nodes during the upsampling step:
1.0.

• Maximum pixel area allowed for nodes at the upsampling step:
0.20% of image size (5 193 pixels).

• Maximum MSER stability for nodes during the segmentation
step (tree filtering): 1.0.

• Maximum pixel area allowed for nodes at the segmentation step:
0.15% of image size (3 895 pixels).

• Minimum pixel area for single nuclei to remove artifacts: 100
pixels.
An example of such multispectral image, its DAPI channel and

the resulting application of the MSCT segmentation is illustrated in
Figure 5.

A total number of 24 296 punctual annotations with labels are
used to evaluate the quality of the obtained segmentation.

Across n = 62 images, there has been total number of 18 494
true positive nuclei, 6 457 false positive nuclei and 5 802 false nega-
tive nuclei for a precision of 0.741 and a recall of 0.761.

Discussion By looking at small regions within the images such as
those illustrated in Figure 6, we can assess the quality of the resulting
segmentation by noticing its inherent ability to preserve the contours
of extracted objects. This property is inherited from the component-
tree serving as base structure for the MSCT.

We can also point out that, despite the addition of local contrast
enhancement in the form of CLAHE [29], even sizable objects fail
to be properly segmented if segmented at all due to their lower than
average contrast to the background. This is especially visible in Fig-
ure 6(c,d) when looking at the central nucleus or in Figure 6(e,f)
when looking at the top right nucleus. A further improvement could
consist of adding a preprocessing step in the form of thresholding
the lowest part of the DAPI signal prior to the local contrast en-
hancement, allowing it to be used with higher settings.

Lastly, there is a high proportion of false positives across this
dataset. The main reason to why this behavior exists is the very
nature of the DAPI marker. There are regions across the images
containing a higher than average contrast to the background yet these
regions do not seem to be associated with any underlying nuclei.
This could probably not be easily fixed by altering the signal in a
preprocessing step as for the previous issue.

4. CONCLUSION

In this paper, we proposed an extension to the newly-defined concept
of Multi-Scale Component-Tree (MSCT), a multi-scale and hierar-
chical representation of an image. We proposed to represent multi-
spectral images and more specifically multiplex immunohistochem-
istry images as the sparse nature of nuclei would benefit from the
MSCT representation. We have built the MSCT on the channel con-
taining a nucleus biomarker (DAPI) and showed its ability to accu-
rately segment nuclei by using the inherent hierarchical represen-
tation of said MSCT and no supervision. Feature vectors carrying
the multispectral information contained in the other channels have
been defined and aggregated in the nodes of the MSCT. These vec-
tors provide a signature for every segmented nucleus and could be
further used to carry out classification tasks.

(a) (b)

(c) (d)

(e) (f)

Fig. 6: Examples of DAPI channel with superimposed punctual an-
notations (a,c,e) and corresponding MSCT segmentation (b,d,f).
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