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INTERVAL MAPS WITH DENSE PERIODICITY

JOZEF BOBOK, JERNEJ ČINČ, PIOTR OPROCHA, AND SERGE TROUBETZKOY

Abstract. We consider the class of interval maps with dense set of pe-
riodic points CP and its closure CP equipped with the metric of uniform
convergence. Besides studying basic topological properties and density re-
sults in the spaces CP and CP we prove that CP is dynamically charac-
terized as the set of interval maps for which every point is chain-recurrent.
Furthermore, we prove that a strong topological expansion property called
topological exactness (or leo property) is attained on the open dense set
of maps in CP and on a residual set in CP . Moreover, we show that ev-
ery second category set in CP and CP is rich in a sense that it contains
uncountably many conjugacy classes. An analogous conclusion also holds
in the setting of interval maps preserving any fixed non-atomic probability
measure with full support. Finally, we give a detailed description of the
structure of periodic points of generic maps in CP and CP and show that
generic maps in CP and CP satisfy the shadowing property.

1. Introduction

Many definitions of chaos in a compact metric space X involve an assump-
tion that the set of periodic points is dense in X. In the current article we
put ourselves in the context of X being a unit interval and study dynamical,
topological and dimension properties of the set of interval maps with dense
set of periodic points CP and its closure CP using the metric of uniform con-
vergence. Our line of study can be thought as a continuation of Barge and
Martin’s study [2], where the authors gave a nice dynamical characterization
of the maps from CP .

Let I := [0, 1] and let C(I) denote the set of all continuous interval maps.
We call f ∈ C(I) a chain recurrent map if f is chain recurrent in every point
of I. The notion of a chain recurrent map is one of the standard notions in
topological dynamics. In [3] Block and Coven provided a dynamical descrip-
tion of chain recurrent maps. In complement to these results, our first main
result shows that a map f ∈ C(I) is chain-recurrent if and only if f ∈ CP
(Theorem 3.1). Theorem 3.1 implies that the maps id and up to conjugacy

Date: July 4, 2024.
2020 Mathematics Subject Classification. 37E05, 37B40, 46B25.
Key words and phrases. Interval map, dense set of periodic points, conjugacy classes,

topologically exact, leo, chain recurrent, topological entropy, shadowing.
1
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the map 1 − id are the only maps with zero topological entropy from CP
(Corollary 3.2). A map f ∈ C(I) is called turbulent if there exist nondegen-
erate closed intervals J,K ⊂ I with at most one point in common, such that
J ∪K ⊂ f(J) ∩ f(K).

Note that Barge and Martin in [2] proved that if f has a dense set of periodic
points, then either f 2 is the identity map or f 2 is turbulent. Theorem 3.1
together with results from [3] also implies that if f ∈ CP such that htop(f) > 0
then f 2 is turbulent. Therefore htop(f) ≥ log 2/2 for every map f ∈ CP except
for the id or maps conjugate to 1 − id.

Our second main result is that CP and CP are uniformly locally arcwise con-
nected (see the beginning of Subsection 4.2 and Theorem 4.10). In particular,
uniform local arcwise connectedness implies local connectedness. In the same
section we also prove that the set of Lebesgue measure-preserving interval
maps Cλ is arcwise connected (Corollary 4.8), which, in particular, answers
on a question of Micha l Misiurewicz asked during a conference in Barcelona
in 2020. These results fit in the context of study initiated by Kolyada, Mi-
siurewicz and Snoha [24] who proved that the spaces of transitive, piecewise
linear transitive and piecewise monotone transitive interval maps are locally
connected and arcwise connected. Some of these results were recently strength-
ened by He, Li and Yang in [19].

Next we turn our attention towards studying dynamical properties which hold
on dense sets in the sets CP and CP . We prove another fundamental result
that locally eventually onto (or leo for short, sometimes also called topologi-
cally exact) maps form an open dense collection of maps in CP (Theorem 5.3).
This, in particular, gives another aspect to the dynamical characterization of
maps from CP from the paper of Barge and Martin [2]. Theorem 5.3 implies
that there is a residual (but not open) set of leo maps in CP as well. To put
these results in the context, it was proven by the first and the last author in
[6] that generic interval maps of Cλ are also leo. The proof of Theorem 5.3
also yields that leo maps are open and dense in Cλ. As an application we get
that maps satisfying the periodic specification property form an open dense
collection in CP (Corollary 5.7).

The study of the group of homeomorphisms and conjugacy class dates back
to Rokhlin. Let X be a standard Borel space and ν a non-atomic probablity
measure on X . Let Aut(ν) denote the topological group of all measurable,
measure-preserving bijections of X . A classical theorem of Rokhlin says that
the conjugacy classes on Aut(ν) are meager (see [22, Theorem 2.5]). More-
over, Foreman and Weiss [16] proved that equivalence relation of conjugacy
among the generic element in Aut(ν) is non-classifiable. This line of research
culminated recently in the paper of Solecki [29] who answered the question of
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Glasner and Weiss about the structure of the closure of subgroups of Aut(ν)
generated by iterates of elements T ∈ Aut(ν).

We study analogous questions in the setting of interval map where the con-
jugating maps are homeomorphisms. For f ∈ C(I) we consider its conjugacy
class defined by

{ψ−1 ◦ f ◦ ψ ∈ C(I) : ψ is a homeomorphism of I}.

Before studying other typical properties of the set CP we ask ourselves a fun-
damental question motivated by the preceding paragraph about the number
of conjugacy classes in the residual sets in CP . A beautiful result of Kechris
and Rosendal [23] shows that there is a residual set in the space of all homeo-
morphisms of the Cantor set such that each pair of its elements are conjugate
(so-called residual conjugacy class). Moreover, Bernardes and Darji [4] proved
there is a residual conjugacy class in the space of all self-maps of the Cantor set.
In the case of CP all the standard invariants (entropy (see Proposition 5.23),
mixing,...) do not exclude the possibility that such a class exists.

Our fourth main result, Theorem 5.8, is that every conjugacy class in CP
is nowhere dense. This implies that a residual conjugacy class cannot ex-
ist in CP , it also implies that every second category set G ⊂ CP contains
uncountably many conjugacy classes (Corollary 5.10). An analogous conclu-
sion also holds in the setting of interval maps preserving any fixed non-atomic
probability measure with full support and in CP . Corollary 5.10 also has an
application to the results in [10]; it implies that there are uncountably many
dynamically non-equivalent attractors in the neighborhood of any attractor in
the construction of a parameterized family of planar homeomorphisms with
pseudo-arc attractors in [10].

Finally we study typical properties of maps from CP as well as maps from CP .
A result in this direction was given in the literature recently in [10], where the
second and third author proved that a very strong condition on the values of
interval maps called the δ-crookedness is satisfied for some iterate of any generic
map from CP . This result can be interpreted through the notion of inverse
limits; namely, the inverse limit of a generic map in CP is the pseudo-arc (see
[10, Theorem 1.3]). Similarly as in the context of Cλ in [7] we obtain that
the shadowing property is typical in CP and CP . Furthermore, we prove that
these results are optimal in CP and CP since there is a dense set of maps in CP
resp. CP which do not have the shadowing property (see Theorem 5.17). We
also provide a study of the structure and dimension of periodic points of generic
maps in CP and CP (related results in the setting of interval continuous
map have been given by Agronsky, Bruckner and Laczkovicz [1]). Namely, in
Theorem 5.20 we completely describe the structure of fixed points, periodic
points and the union of all periodic points as well as their Hausdorff, upper
box and lower box dimension. Finally, we also show in Theorem 5.22 that the
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set of leo maps in CP whose periodic points have full Lebesgue measure and
whose periodic points of period k have positive measure for each k ⩾ 1 is dense
in CP to give a counterpart of Theorem 5.20.

Let us give a brief outline of the paper. In Section 2 we start with introducing
the basic notions that are used throughout the article. In Section 3 we prove
Theorem 3.1 which gives a dynamical characterization of CP . We start Sec-
tion 4 with Subsection 4.1 where we prove structure statements that CP is a
residual subset of CP and that CP \ CP is dense in CP . We continue with
Subsection 4.2 where we prove the results about topological structure of spaces
CP , CP and Cλ, namely Theorem 4.7, Corollary 4.8 and Theorem 4.10. In
Section 5 we address denseness properties of CP and CP . First, in Subsec-
tion 5.2 we prove in Theorem 5.3 that the set of leo maps is open and dense
in CP and then in Subsection 5.3 we show through Corollary 5.10 the result
about conjugacy classes in CP . In Subsection 5.1 we introduce the technique
called window perturbations which is used in the rest of the article. We fin-
ish the article with Subsections 5.4 and 5.5 where we prove that shadowing
is a typical property in CP (Theorem 5.17) and describe the structure and
dimension of periodic points of generic maps in CP (Theorem 5.20).

2. Preliminaries

Let I := [0, 1] denote the unit interval, d denote the Euclidean distance on I,
and C(I) denote the set of all surjective continuous interval maps. A point x
is called periodic of period N ∈ N, if fN(x) = x and f i(x) ̸= x for 1 ≤ i < N .
Periodic points of f ∈ C(I) of period N are denoted by Per(f,N) and the set
of periodic points of f ∈ C(I) by Per(f). Let λ denote the Lebesgue measure
on the unit interval I := [0, 1]. We denote by Cλ ⊂ C(I) the family of all
continuous Lebesgue measure-preserving functions of I and more generally by
Cµ ⊂ C(I) the family of all continuous interval maps preserving a non-atomic
probability measure µ on I with full support. For µ a non-atomic probability
measure on I with full support the map ψ : I → I defined as

ψ(x) = µ([0, x])

is a homeomorphism of I; moreover, if f preserves µ then ψ ◦ f ◦ ψ−1 ∈ Cλ
(see Remark in [7]).

Remark 2.1. The map f 7→ ψ ◦ f ◦ ψ−1 is a homeomorphism of Cµ with Cλ.

Let CP ⊂ C(I) denote the set of continuous maps with a dense set of periodic

points, i.e., all maps f ∈ C(I) such that the closure Per(f) = I. We consider
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the uniform metric on C(I) defined by

ρ(f, g) := sup
x∈[0,1]

|f(x) − g(x)|.

Let B(x, ξ) denote the open ball of radius ξ centered at the point x in a metric
space X and for a set U ⊂ X we shall denote

B(U, ξ) :=
⋃
x∈U

B(x, ξ).

We call a set containing a dense Gδ set residual and call a property generic if
it is attained on at least a residual set of the Baire space on which we work.

Definition 2.2. We say a map f ∈ C(I) is

• transitive if for all nonempty open sets U, V ⊂ I there exists n ⩾ 0 so
that fn(U) ∩ V ̸= ∅,

• topologically mixing if for all nonempty open sets U, V ⊂ I there exists
n0 ≥ 0 so that fn(U) ∩ V ̸= ∅ for every n ⩾ n0,

• locally eventually onto (leo) (also known as topologically exact) if for
every nonempty open set U ⊂ I there exists n ∈ N so that fn(U) = I.

3. A dynamical characterization of CP

For f ∈ C(I), x, y ∈ I and ε > 0 an ε-chain from x to y is a finite sequence
x = x0, . . . , xn = y where n > 0 and |f(xi) − xi+1| < ε for 0 < i < n − 1.
We say that x is chain-recurrent (for f) if for every ε > 0 there is an ε-chain
from x to itself. We will call f chain-recurrent if every point in I is chain-
recurrent for f . A point x ∈ I is called non-wandering if for any open set
U containing x there exists n > 0 such that fn(U) ∩ U ̸= ∅. It follows from
the definitions that every non-wandering point is chain-recurrent and that any
chain-recurrent map is onto.

Theorem 3.1. A map f ∈ C(I) is chain-recurrent if and only if f ∈ CP .

Proof. (⇒) Fix such a map f . The map f has to be onto. Fix ε > 0. By
our assumption on f , there exist points 0 = x10, . . . , x

m
0 = 1 ∈ I and finitely

many disjoint ε/6-chains Aℓ := {xℓ0, xℓ1, xℓ2, . . . , xℓn(ℓ)−1, x
ℓ
n(ℓ) = xℓ0} from xℓ0 to

itself. Since Aℓ are disjoint, the set A =
⋃

1⩽ℓ⩽mAℓ can be written spatially
as I = {0 = i0 < i1 < · · · < in−1 = 1}. We can assume that

(i) |f(u) − f(v)| < ε/6 for each k ∈ {0, . . . , n − 2} and points ik ⩽ u <
v ⩽ ik+1.

(ii) |ik − ik+1| < 2ε/3 for each k ∈ {0, . . . , n− 2}.
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Figure 1. The perturbation h of g.

Let φ : A → A satisfy φ(xℓi) = xℓi+1 (mod n(ℓ)). Consider the extension g : I → I

defined as the connect-the-dots map of (A, φ). Clearly, A is a union of n(ℓ)-
cycles for g, 1 ⩽ ℓ ⩽ m. From (i) and the fact that A is a union of ε/6-chains
for f we obtain for each x ∈ (ik, ik+1)

|g(ik) − g(x)| ⩽ |g(ik) − g(ik+1)| ⩽ |g(ik) − f(ik)| + |f(ik) − f(ik+1)|+(1)

+ |f(ik+1) − g(ik+1)| < ε/6 + ε/6 + ε/6 < ε/2,

hence

|f(x) − g(x)| ⩽ |f(x) − f(ik)| + |f(ik) − g(ik)| + |g(ik) − g(x)| <
< ε/6 + ε/6 + ε/2 = 5ε/6;

it means that

(2) ρ(f, g) < 5ε/6.

Denote Ik := [ik, ik+1], 0 ⩽ k ⩽ n − 2. We can consider a regular piecewise
affine perturbation h : I → I of g satisfying (see Figure 1).

(iii) g|A = h|A,
(iv) for every non-empty interval J , either h(J) ⊃ Ik for some k or λ(h(J)) >

αλ(J) for some α > 1,
(v) for each k, h(Ik) contains I-neighbors of g(Ik),

(vi) |g(x) − h(x)| < 7ε/6, x ∈ I.

The property (vi) can be fulfilled since (ii) and (1). We get from (2) and (vi)

(3) |f(x) − h(x)| ⩽ |f(x) − g(x)| + |g(x) − h(x)| < 5ε/6 + 7ε/6 = 2ε, x ∈ I.

Let us prove that h is leo. Fix a non-empty interval J , Property (iv) implies
that after a finite number m of iterations hm(J) ⊃ Ik for some k. Remembering
that n = Πℓn(ℓ) is the common period of our cycles, properties (iii) and (v)
imply that applying hn to this Ik must contain Ik and its I-neighbors. Since
there are finitely many intervals we eventually cover the whole space. The
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claim is proven, h is a leo map, in particular h is a map from the set CP .
Since ε is arbitrary we have f ∈ CP .

(⇐) Fix a map f ∈ CP and ε > 0. Since f is uniformly continuous, there is
δ > 0 such that |f(u) − f(v)| < ε/2 whenever |u − v| < δ. Fix an arbitrary
point x ∈ I. Taking a map g ∈ CP such that ρ(f, g) < ε/2 and a g-periodic
point p of period n satisfying |x− p| < δ, we put

x0 = x, xi = gi(p), 1 ⩽ i ⩽ n− 1, xn = x.

Then

|f(x0) − x1| ⩽ |f(x) − f(p)| + |f(p) − g(p)| < ε/2 + ε/2 = ε,

for each 1 ⩽ i ⩽ n− 2,

|f(xi) − xi+1| = |f(gi(p)) − g(gi(p))| < ε/2 < ε;

choosing δ < ε/2, since p = gn(p) and xn = x, also

|f(xn−1) − xn| ⩽ |f(xn−1) − p| + |p− xn| < ε/2 + ε/2 = ε.

Thus, the finite sequence x0 = x, x1 = g(p), . . . , xn−1 = gn−1(p), xn is an ε-
chain from x to itself. □

A map f ∈ C(I) is called turbulent if there exist nondegenerate closed intervals
J,K ⊂ I with at most one point in common, such that J ∪K ⊂ f(J)∩ f(K).

Corollary 3.2. The following hold:

(1) The maps id and up to conjugacy the map 1 − id are the only maps
with zero topological entropy from CP .

(2) f ∈ CP such that htop(f) > 0 =⇒ f 2 turbulent. Therefore, either
htop(f) = 0 or htop(f) ≥ log 2/2. In the latter case f has a periodic
point of period 6.

Proof. The statements follow from [3], where the authors prove that interval
map f with chain-recurrent set I is either such that f 2 = id or f 2 is turbulent.
Furthermore, turbulent maps have topological entropy at least log 2. But if
f 2 = id then either f = id or f is topologically conjugate to 1 − id. By the
definition of turbulence, the second iterate of f has a horseshoe and thus also
the final of the claims above follows. □

Theorem 3.3. If a map f ∈ C(I) satisfies ψ ◦ f = g ◦ ψ ∈ C(I) where
map g ∈ CP and where ψ is (not necessarily strictly) monotone, but the ψ-
preimages of g-periodic points are singletons, then f is chain recurrent. In
particular, f ∈ CP .

Proof. Fix any x ∈ I. If x is in a singleton fibre of ψ then it is approximated
by periodic points since g ∈ CP and hence belongs to a chain recurrent set.
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So assume that x ∈ J = ψ−1(z) for some z where diam(J) > 0. Since z is not
a periodic point, for any ε > 0 there is k and sets Ji ⊂ I, i = −k, . . . , k such
that diam(J−k) < ε, diam(Jk) < ε and f(Ji) = Ji+1 for i = −k, . . . , k − 1 and
x ∈ J0 ⊂ J . But then there is also a sequence of periodic points pn such that
limn pn ∈ J−k. Then it is not hard to see that there is a 2ε chain from x to x.
Indeed, we iterate x until reaching Jk, then we move onto orbit of f 2k(pn) and
then return from pn to J−k hitting a point in f−k(x) ∩ J−k ̸= ∅. This can be
done for every ε > 0 showing that x is chain-recurrent. □

4. Topological structure of the sets CP and CP

4.1. Basic properties of CP , CP and CP \ CP . By definition CP is a
complete metric space, thus a Baire space. The next proposition implies that
CP equipped with uniform metric is also a Baire space, see [18, p. 10].

Lemma 4.1. CP is a residual subset of CP .

Proof. Fix a sequence (Jm)m of rational subintervals of [0, 1] and a sequence
(fn)n of maps from CP dense in CP . By [7, Remark p. 2] each map fn from
CP has an invariant measure µn with the full support [0, 1]. In this proof
we will use the notation BCP (·, ·) to denote an open ball in CP . Using the
increasing homeomorphism ψn of [0, 1] defined by ψn(x) = µn([0, x]), we get
that gn = ψn ◦ fn ◦ ψ−1

n ∈ Cλ and

Un := {ψn ◦ g ◦ ψ−1
n : g ∈ BCP (fn, 1/n)}

is an open neighborhood of gn in CP . Since Cλ ⊂ CP the set Un∩CP contains
a small Cλ neighborhood of gn. Repeating the construction from [7, Lemma
12], we can consider a piecewise affine map g ∈ Un ∩ Cλ having a transversal
periodic point in ψn(Jm). Then for a sufficiently small δ positive, all maps in
the ball BCP (g, δ) ⊂ Un have a periodic point in ψn(Jm). Put

Vm,n := {ψ−1
n ◦ g′ ◦ ψn : g′ ∈ BCP (g, δ)}.

Clearly Vm,n ⊂ BCP (fn, 1/n) is open and all maps in Vm,n have a periodic point
in Jm. Moreover, the set Vm :=

⋃
n Vm,n is open and dense in CP containing

maps with periodic points in Jm. It follows that any map from
⋂
m Vm contains

periodic points in all Jm, and thus is in CP . At the same time
⋂
m Vm is a

dense Gδ in CP . □

Corollary 4.2. If A is a residual subset in CP , then A is a residual subset of
CP .

Remark 4.3. Transitive interval maps have dense periodic points, thus all
maps from CP \ CP are not transitive.

Lemma 4.4. The set of piecewise affine leo maps is dense in CP .
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Proof. Fix f ∈ CP , choose a homeomorphism ψ of I such that f̂ := ψ◦f◦ψ−1 ∈
Cλ (see [7, p. 2]). Proposition 8 from [6] states that piecewise affine leo

maps are dense in Cλ. Choose a sequence (f̂n) of piecewise affine maps in Cλ
converging to f̂ and choose a sequence of piecewise affine homeomorphism ψn
converging to ψ. Let fn := ψ−1

n ◦ f̂n ◦ ψn. The maps fn are clearly piecewise
affine, they are leo since the leo property is preserved by conjugation by a
homeomorphism. Since leo maps have dense periodic points fn ∈ CP . Finally
fn = ψ−1

n ◦ f̂n ◦ ψn → ψ−1 ◦ f̂ ◦ ψ = f since ψn → ψ and f̂n → f̂ . □

Theorem 4.5. CP \ CP is dense in CP .

Proof. Start with any piecewise affine topologically mixing map T and η ∈
(0, 1/2). Note that any piecewise monotone topologically mixing map is leo
(see Proposition 2.34 in [28]). We will construct a non-transitive map with
no flat parts in B(T, η) which can be uniformly approximated by maps from
CP . Once we have constructed such a map, this completes the proof since
piecewise affine leo maps are dense in CP (Lemma 4.4). More precisely we
will perform a construction from [25, Example 4.6] resembling a Denjoy map
[14, Example 14.9].

First we choose a point z ∈ (0, 1) with a dense orbit under map T , which
exists since T is leo. Denote by D0 := {z, T (z)} ∪ T−1({z}) and inductively
set Dn+1 := T (Dn) ∪ T−1(Dn). Let

D :=
∞⋃
n=1

Dn.

Note that D is a dense and countable set such that T (D) = D. Since the set of
points with dense orbit is residual and the space is perfect, it is uncountable.
Denote the set of turning points of T by TT . Since T is a piecewise affine
map TT is finite and hence we can replace z by another point when necessary,
ensuring this way that also D ∩ ({0, 1} ∪ TT ) = ∅. Enumerate its elements
by D = {xi : i ∈ N} where xi ̸= xj for i ̸= j. Furthermore observe that if
T n(xi) = xj for some n > 0 then i ̸= j and xi /∈ {xj, T (xj), T

2(xj), . . .}, if not
z would be an eventually periodic point. By definition, both D and [0, 1] \D
are invariant under T . Define a function ϕ : N → N so that T (xi) = xϕ(i).

We follow the standard Denjoy construction, see [14] for details. At the i-th
step we remove the point xi from the interval and replace the hole with an
interval Ii of length ηi+1 (the new interval is longer, so it naturally redefines
the set {xj : j > i}). This way a new continuous map F is defined on the
extended space so that each interval Ii is mapped by an affine map onto Iϕ(i)
in such a way that F is continuous.

Note that F is semi-conjugate to T by collapsing the intervals Ii back to single
points as explained below. As the domain of F is isometric to [0, 1 + γ], where
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Ik

Iϕ(k)

b

a

F

Figure 2. Construction of Fn. Note that b− a = diam(Ik).

γ =
∑

i∈N η
i+1 < η we view F : [0, 1+γ] → [0, 1+γ]. In this way every interval

Ii becomes some interval [ai, bi] ⊂ (0, 1 + γ) and there is a quotient map
π : [0, 1 + γ] → [0, 1] that does not increase distance, collapses every interval
[ai, bi] into a single point xi, and has the property that T ◦ π = π ◦ F . If we
fix i, j, so that xi ̸∈ {xj, T (xj), T

2(xj), . . .} then F n((aj, bj)) ∩ (ai, bi) = ∅ for
all n > 0.

Thus, the map F is not transitive, and is non-constant on any open interval.
Nonetheless we will show that it can be obtained as uniform limit of maps
from CP . To do so, let Fn be the map obtained from F in the following way:

(1) outside of
⋃
k≥n Ik we have Fn(x) = F (x).

(2) If |k| ≥ n then Fn|Ik is defined as the map with 5 pieces of monotonicity,
constant slope, and a 3-fold map constructed using the interior 3 pieces
of monotonicity with the properties that on each piece of monotonicity
J we have Fn(J) ⊃ Iϕ(k) = F (Ik) and

γ > diamFn(J) > max{diamIk, diamIϕ(k)}.

The remaining two pieces of the monotonicity with one endpoint con-
tained in the set of endpoints of Ik are used to make the map Fn
continuous. We can additionally require that the slope on each piece
of Ik is at least 3 because the pieces of monotonicity do not need to be
of equal length.

It is clear that Fn converges uniformly to F . We claim that each Fn is topo-
logically mixing. Indeed, fix any interval J and any ε > 0. Note that if an
interval I ⊂ Ik for some |k| ≥ n and Fn(I) ⊂ Iϕ(k) and |ϕ(k)| ≥ n then either
diamFn(I) > diam(I) or Fn(I) contains two consecutive critical points in Iϕ(k)
and then F 2

n(I) ⊋ Iϕ2(k). But since diameter of an interval can not grow to
infinity, it means that for J there is some iterate m such that Fm

n (J) ̸⊂ Ik
for any k. But since T is mixing and π(Fm

n (J)) is a nondegenerate inter-
val, for any δ > 0 there are points u, v ∈ π(Fm

n (J)) and j > 0 such that
T j(u) < δ and T j(v) > 1 − δ. But since δ is arbitrarily small, there are
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p, q ̸∈
⋃
k Ik ∩ Fm

n (J) such that F j
n(p) < ε and F j

n(q) > 1 + γ − ε. This means
that [ε, 1 + γ − ε] ⊂ Fm+j

n (J), because F j(p) = F j
n(p) and F j(q) = F j

n(q)
showing that Fn is mixing. This proves the claim, and as a consequence each
Fn has dense periodic points.

To finish the proof, let ζ : [0, 1] → [0, 1 +γ] be a linear onto map with ζ(0) = 0
and let G = ζ−1 ◦ F ◦ ζ. Note that if we fix any z ∈ [0, 1 + γ] then there is
z′ ∈ [0, 1 + γ] such that z′ is either endpoint of Ik for some k or z′ = z and
z ̸∈ Ik for any k. In any of these cases T (π(z)) ≤ F (z′) ≤ T (π(z)) + γ. But
|F (z′)−F (z)| < supk diamF (Ik) ≤ γ. This means that T (π(z))−2γ ≤ F (z) ≤
T (π(z)) + 2γ. On the other hand, for any x ∈ [0, 1] there is z ∈ [0, 1 + γ] such
that π(z) = x and so T (x)−2γ ≤ F (z) ≤ T (x)+2γ. Fix any x ∈ [0, 1] and let
z = ζ(x) and y = π(z). Note that d(x, z) < γ and d(y, z) ≤ γ so d(x, z) < γ
This gives

d(T (x), G(x)) = d(T (x), ζ−1(T (x))) + d(ζ−1(T (x)), ζ−1(F (z))) ≤
≤ γ + d(T (x), F (z)) ≤ 3γ + d(T (x), T (y)).

But if γ → 0 then d(T (x), T (y)) → 0, hence taking small γ we can make
ρ(T,G) arbitrarily small. This completes the proof. □

Proposition 4.6. Sets CP and CP are nowhere dense in C(I).

Proof. First note that the map x 7→ x2 /∈ CP and the same is true for any
map in its small neighbourhood in C(I). For what follows we refer the reader
to the proof of Theorem 4.5 where a procedure of blowing up the points is
described in more detail. Fix ε > 0, f ∈ CP and take any g ∈ C(I) that is
topologically mixing and piecewise affine, has finite set of local extrema (i.e.,
there is no interval with constant value) and ε-close to f . Let p be a fixed
point of g and D = ∪n≥0g

−n(p). Observe that D is countable and dense in
I. We enumerate it D = {a0 = p, a1, . . .}. Now take a collection of intervals
{In}n≥0 such that

∑
n≥0 λ(In) = γ where γ > 0 is small. As in the proof of

Theorem 4.5 we modify g to a continuous map G by blowing up each point
an to an interval In, and if g(an) = am (n > 0) then we define Im = G(In)
putting a piecewise affine map properly assigning the values of endpoints so
that continuity and monotonicity are preserved; and G : I0 → I0 is a properly
rescaled version of x 7→ x2, i.e., rescaled so that G(I0) = I0. Since

⋃
Im is

dense in [0, 1 + γ] the map G is uniquely defined on its complement. Interior
points of I0 cannot be periodic points of G, thus any map sufficiently close to
G can not be in CP . Furthermore, if we take ε → 0 and γ → 0 the resulting
maps G converge to f . □

4.2. CP and CP are uniformly locally arcwise connected. The first step
is to prove the following theorem that answers a question Micha l Misiurewicz
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asked at during a talk at the “Workshop on topological and combinatorial
dynamics” in April 2021 at at the CRM in Montreal.

Recall that f, g ∈ C(I) are homotopic, if there is a family of maps {ht}t∈[0,1]
such that h0 := f , h1 = g and the map (x, t) 7→ ht(x) is continuous from
I × [0, 1] to I.

Theorem 4.7. Every map f ∈ Cλ is homotopic to Id.

Proof. We first show how to reduce to the case when f(0) = 0. Suppose
f(0) > 0 and define ε := inf{x ∈ [0, 1] : f(x) = 0}. For a ∈ [0, ε] we define
fa as a two-fold perturbation on the interval [0, a]. {fa}a∈[0,ε] is a continuous
family of maps in Cλ and fε(0) ∈ {0, 1}. Let g := fε. Next, for every α ∈ [0, 1]
we define gα : I → I by:

gα(x) :=

{
x, x ≤ α,

α + (1 − α)g(x−α
1−α ), x > α.

We have gα ∈ Cλ for all α ∈ [0, 1], and they form a continuous family of maps
and g1 = Id. □

Corollary 4.8. The space Cλ is arcwise connected.

A metric space (X, d) is called uniformly locally arcwise connected if for any
ε > 0 there is a δ > 0 such that whenever 0 < d(x, y) < δ, then x and y
are joined by an arc of diameter smaller than ε (see [20]). For the following
definitions and statements see [26, Subsections 5.10 and 5.22]. A metric space
(X, d) is connected im kleinen at x ∈ X if for each open set x ∈ U , there
is a component of U which contains x in its interior. The space X is locally
connected at x if for each open set U containing x there is a connected open
set V such that x ∈ V ⊂ U . We say a space is locally connected if it is locally
connected at every x ∈ X. Note that connectedness im kleinen at every x ∈ X
implies local connectedness. However, uniformly locally arcwise connectedness
implies connectedness im kleinem at every x ∈ X since such a point will be
always contained in the interior of some arc. Thus uniformly locally arcwise
connectedness implies local connectedness. In [24] it is proven that each of the
three spaces: all transitive maps, all piecewise monotone transitive maps and
all piecewise linear transitive maps are uniformly locally arcwise connected.

The fact that transitive maps have dense sets of periodic points allows us to
restate Lemma 2.6 from [24], which will help us to prove arcwise connectedness
of CP .

Lemma 4.9. For any transitive maps f, g ∈ CP there is an arc A ⊂ CP
joining f and g such that its diameter is smaller than or equal to 5d(f, g).

Theorem 4.10. CP and CP are uniformly locally arcwise connected.
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Proof. Fix any maps f, g ∈ CP . Let δ = d(f, g). Since by Lemma 4.4 leo maps
are dense in CP , there are sequences fn → f and gn → g of leo maps. We
may also assume that d(gn, g) < δ/2n+1, so in particular d(gn, gn+1) < δ/2n+1

and d(g0, f0) < 2δ. Let A0 be the arc joining f0, g0, An arc joining gn−1, gn
and A−n an arc joining fn−1, fn. Furthermore, we assume that these arcs
are obtained by application of Lemma 4.9, so diamA0 < 10δ and diamAn ≤
5δ/2|n|. It is also clear that if we denote Jn = ∪ni=−nAn then it is an arc,
and d(Jn, Jm) < 5δ/2n for any m > n, so it is a Cauchy sequence. Then the
limit J = limn Jn exists. But it is also clear that limn diam(supi≥nAi) = 0
and limn diam(supi≥nA−i) = 0, so ∪nJn compactifies with two points, which
in fact are f, g as limits of endpoints of Jn. This shows J is an arc and also
that J ⊂ CP . By our construction

diamJ ≤
∞∑
n=0

10δ/2n ≤ 20δ.

This proves uniform local arcwise connectedness of CP .

The proof that CP is uniformly locally arcwise connected follows the same lines
as for CP with the only difference that in place of the sequence of leo maps we
now can use elements of CP and its uniform local arcwise connectedness. □

We do not know if an analog of Lemma 4.9 is true for Cλ. More precisely, it
would be interesting to know the answer of the following question. Fix any
f, g ∈ Cλ. Is there a constant η > 0 and an arc A ⊂ Cλ connecting f with g
such that diamA ≤ ηd(f, g)?

5. Denseness properties in CP and CP

5.1. Window perturbations in CP. The proofs in this section use window
perturbations as a tool. Let J ⊂ I be an interval, m an odd positive integer
and {Ji ∈ I : 1 ⩽ i ⩽ m} a finite collection of intervals satisfying ∪mi=1Ji = J
and Int(Ji) ∩ Int(Jj) = ∅ when i ̸= j. We will refer to this as a partition of J .

In our previous articles we considered the following notion in Cλ. Fix f ∈ Cλ
an interval J ⊂ I and a partition {Ji} of J . A map g ∈ Cλ is an m-fold window
perturbation of f with respect to J and the partition {Ji} if

• g|Jc = f |Jc

• for each 1 ⩽ i ⩽ m the map g|Ji is an affinely scaled copy of f |J with g|J1
having the same orientation as f |J , g|J2 having the opposite orientation
to f |J , and then continuing with the orientations alternating.

The essence of this definition is illustrated by Figure 3.
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We will apply this in CP in the following way. We fix f ∈ CP and conjugate
f to a map f̂ = ψ−1 ◦ f ◦ ψ ∈ Cλ. We can apply the above procedure to f̂
to obtain an m-fold window perturbation ĝ of f̂ , and then we call the map
g := ψ ◦ ĝ ◦ ψ−1 an m-fold window perturbation of f .

We call an m-fold wind perturbation regular if the intervals ψ(Ji) all have the
same length.

f

a b0 1

1

g

0 1

1

a b

Figure 3. For f ∈ Cλ shown on the left, we show on the right
the graph of g which is a 3-fold piecewise window perturbation
of f on the interval [a, b].

5.2. Leo maps form an open dense collection in CP . We state a part of
the Barge-Martin result [2] which we use later.

Proposition 5.1. Suppose f ∈ CP . The following assertions hold.

(a) There is a collection (perhaps finite or empty) J = J (f) = {J1, J2, . . . }
of closed subintervals of [0, 1] with mutually disjoint interiors, such
that for each i, f 2(Ji) = Ji, and there is a point xi ∈ Ji such that
{f 4n(xi) : n ⩾ 0} is dense in Ji.

(b) If x ∈ (0, 1) \
⋃
i⩾1 J̊i, then f

2(x) = x.

(c) For each J ∈ J , the map f 2|J is topologically mixing.

At the first glance, one might naively expect that a similar characterization
holds in CP , namely, for a map in CP \CP one could hope to partition I based
on restricting to a different ω-limit sets. The following example shows this is
not always possible. First note that the map f from Figure 4 is in CP \ CP .
Indeed, f is not in CP since periodic points are not dense in [1 − ε, 1] for
ε > 0 small. However f ∈ CP since one can approximate the leftmost critical
value of f with maps that have critical values slightly above 3/4 and thus
these perturbations will all be transitive and therefore in CP . On the other
hand, we cannot expect a Barge-Martin decomposition for f . Namely, the set
[0, 3/4] is f -invariant, and there exists a Cantor set of points in [3/4, 1− ε], for
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small ε > 0, which get mapped to [0, 3/4]. Therefore, we cannot separate the
ω-limit set of f |[0,3/4] from the ω-limit set of f |[3/4,1].

0 13/4

1

Figure 4. An example explaining that Barge-Martin-like de-
composition in CP is not possible.

The following definition is crucial in the proof of Theorem 5.3.

Definition 5.2. For f ∈ CP , an interval or a point J ⊊ [0, 1] f -splits I if

• either J = f(J)
• or J and f(J) have disjoint interiors and f 2(J) = J

and each nonempty connected component C of I \ (J ∪ f(J)) satisfies f 2(C) =
C.

Theorem 5.3. Leo maps form an open dense collection in CP .

Proof. Let

M := {f ∈ CP : f({0, 1}) ∩ {0, 1} = ∅}.
Clearly M is open in CP . We claim M is also dense in CP . Fix f ∈ CP
and ε > 0. By Remark from [7] there is a non-atomic invariant measure µ
for f with full support on I and a homeomorphism ψ : I → I such that
g := ψ−1 ◦ f ◦ ψ ∈ Cλ. If g(0) = 0 or g(0) = 1 then we can perform a 2-fold
window perturbation of size at most ε on the arc [0, ε] to destroy the fixed
points and similarly we can destroy f(1) = 0 or f(0) = 1. We obtain a map
G ∈ Cλ with ρ(G, g) < ε such that G(0), G(1) /∈ {0, 1}. Note that G ∈ CP ,
and thus the map F := ψ ◦G ◦ ψ−1 ∈ CP as well. Since this is true for every
ε there exists a map F ∈ CP arbitrarily close to f with F (0), F (1) /∈ {0, 1}.

Notice that if f ∈ M then f 2 ̸= Id. If f 2 ̸= Id, the set of intervals J in
Proposition 5.1 is non-empty.

We claim that the set

N :={g ∈M : a periodic interval or point of period p ∈ {1, 2} g-splits [0, 1]}

coincides with the set of maps in M that are not leo. The only if direction is
clear.
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Suppose first that f ∈ M is not leo and that #J = 1. Note that such an
f can not exists in M , but we will not prove or use this fact directly. We
claim that J ⊊ I. Suppose the contrary, i.e., J = I. By Proposition 5.1(c)
f is topologically mixing, but for any interval (a, b) we have fn(a, b) is an
interval and λ(fn(a, b)) → 1. Since f ∈ CP it is surjective and since f ∈ M
we have some 0 < c < d < 1 such that f(c) = 0 and f(d) = 1 (or vice
versa). Combining these two fact yields that fn(a, b) = I for sufficiently large
n, contradicting that f is not leo. We have shown J ⊊ I. By Proposition 5.1(b)
f 2(C) = C for each connected component C of J c and thus J f -splits I.

Now suppose f ∈M is not leo and J1, J2 ∈ J then again by Proposition 5.1(b)
f 2(C) = C for each nonempty connected component C of (J1 ∪ J2)c and thus
either of the Ji f -splits I. This finishes the proof of the claim.

Let us prove that N is closed in M . Suppose that {fn} ⊂ N converges to
f ∈ M . Since I is compact we can choose a subsequence of ni’s such that
the corresponding intervals Jni

converge to an interval J , which is possibly
degenerate to a point or J = [0, 1]. Since f 2

n(Jn) = Jn and the fn are continuous
we get f 2(J) = J .

If J ̸= [0, 1] and J ∩ (0, 1) ̸= ∅ then J f -splits I and so f ∈ N . If J = {0} then
f(0) = 0 or f(0) = 1 and so f ̸∈M , and similarly if J = {1} we have f ̸∈M .

Finally we turn to the case J = [0, 1]. But in this case it follows from Propo-
sition 5.1(a) and the fact fn → f that f(0) = 0 or f(0) = 1 (and similarly for
f(1)). Therefore, also in this case f /∈M .

To conclude the proof note that the set N is nowhere dense in M since the set
of piecewise affine leo maps is dense in M by Lemma 4.4. □

Remark 5.4. The set of leo piecewise affine interval maps f preserving λ such
that f({0, 1}) ∩ {0, 1} = ∅ forms a dense collection in Cλ, see [6, Proposition
8]. Thus the proof of Theorem 5.3 works without change in the setting of
Cλ. Suppose µ is a non-atomic invariant measure µ with full support. By
Remark 2.1 leo maps are open and dense in Cµ as well.

Remark 5.5. In fact the proof of Theorem 5.3 shows more, namely that the
set of leo maps f such that f({0, 1}) ∩ {0, 1} = ∅ is an open and dense subset
of CP . Suppose µ is a non-atomic invariant measure µ with full support. By
Remark 5.4 the space Cµ contains an open dense set of leo maps f such that
f({0, 1}) ∩ {0, 1} = ∅.

Applying Corollary 4.2 and Theorem 4.5 yields

Corollary 5.6. The set of leo maps is residual in CP but is not open.

Blokh showed that topological mixing implies the periodic specification prop-
erty [28, Theorem 3.4] (see also [8, Appendix A]), thus we have
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Corollary 5.7. Maps satisfying the periodic specification property form an
open dense collection in CP , Cλ and Cµ.

5.3. Conjugacy classes in CP . A beautiful result of Kechris and Rosendal
[23] shows that there is residual set in the space of all homeomorphisms of the
Cantor set such that each pair of its elements are conjugate (so-called residual
conjugacy class). Moreover, Bernardes and Darji [4] proved there is a residual
conjugacy class in the space of all self-maps of the Cantor set. In the case of
CP (or Cµ and C(I)) all the standard invariants (entropy, mixing, ... ) do not
exclude the possibility that such a class exists. Our next result shows that in
CP a residual conjugacy class does not exist.

Let H(I) denote the set of all homeomorphism (increasing or decreasing) of I
and for f ∈ CP put

Gf := {ψ−1 ◦ f ◦ ψ : ψ ∈ H(I)}.

Denote by R :=
⋃
f∈CP{f} ×Gf the conjugacy relation in CP × CP .

Theorem 3.1 directly implies that the set Gf is a subset of CP .

As usually, sgn: R → {−1, 0, 1} is defined as

sgn(x) :=


−1, x < 0,

0, x = 0,

1, x > 0.

Theorem 5.8. For every f ∈ CP , the set Gf is nowhere dense in CP .

Proof. Let us fix f ∈ CP . For every ψ ∈ H(I) define fψ := ψ−1 ◦ f ◦ ψ ∈ CP .
We start with three basic but useful observations:

(A) ∀ ψ ∈ H(I), sgn(f(0) − f(1)) = sgn(fψ(0) − fψ(1)).
(B) If fψn ⇒ g then fmψn

⇒ gm for each m ∈ N (by induction over m).

(C) For each ψ ∈ H(I) the map Hψ : CP → CP defined as Hψ(f) =
ψ−1 ◦ f ◦ ψ, f ∈ CP , is a homeomorphism of CP .

Assume to the contrary that there exists a nonempty open set U ⊂ Gf ⊂ CP .
Notice that by (C) Hψ(U) is an open set in CP . Using [7, Remark p.2] there
exist a homeomorphism ψ ∈ H(I) and a piecewise affine leo map α such that
α ∈ Hψ(U) ∩ Cλ and each of the points 0 and 1 have a preimage outside the
set {0, 1} using Remark 5.4. Fix ε > 0 so small that B(α, ε) ⊂ Hψ(U). There
is a small δ > 0 such that each window perturbation of α on the intervals
[0, δ], [1− δ, 1] remains in B(α, ε), see Subsection 5.1. For u ∈ [0, 1] and n ∈ N
denote

O−n
α (u) := {x ∈ I : αn(x) = u}.
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0 t11 s
0
1
s0l−1
x0 = s0l

t12
t13

s0k δ

β1

α
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t12
t13

s0k δ

β

α

Figure 5. The maps α (black) and β constructed in two steps
(β1 in red, then modified to β in blue) from the proof of Theorem
5.8 on the interval [0, δ] with x0 = s0ℓ . On the interval [1 − δ, 1]
the redefinition of S0 and T1 is analogous.

Since 0 and 1 have α-preimages outside the set {0, 1}, for each positive integer
n there is x ∈ O−n

α (u), u ∈ {0, 1}, such that f i(x) /∈ {0, 1} for i = 0, 1, . . . , n−1.
Because α is leo, there exists n so large that one can choose xi, yi for i ∈ {0, 1}
such that

x0 ∈ O−n
α (0) ∩ (0, δ),

x1 ∈ O−n
α (1) ∩ (0, δ),

y0 ∈ O−n
α (0) ∩ (1 − δ, 1),

y1 ∈ O−n
α (1) ∩ (1 − δ, 1)

and define

S0 := {s01 < s02 · · · < s0k0} = {x0, α(x0), . . . , α
n−1(x0)} ∩ ([0, δ] ∪ [1 − δ, 1]),

S1 := {s11 < s12 · · · < s1k1} = {x1, α(x1), . . . , α
n−1(x1)} ∩ ([0, δ] ∪ [1 − δ, 1]),

T0 := {t01 < t02 · · · < t0ℓ0} = {y0, α(y0), . . . , α
n−1(y0)} ∩ ([0, δ] ∪ [1 − δ, 1]),

T1 := {t11 < t12 · · · < t1ℓ1} = {y1, α(y1), . . . , α
n−1(y1)} ∩ ([0, δ] ∪ [1 − δ, 1]).

As mentioned above these four sets are disjoint from the set {0, 1}.

Now we distinguish two cases:

I. sgn(fn(0) − fn(1)) ∈ {1, 0}. As it is shown in Figure 5 in this case there
exists a window perturbation β of α on the intervals [0, δ], [1 − δ, 1] such that
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α and β coincide on S0 and T1, hence

βi(0) = αi(x0) for each i ∈ {1, . . . , n} and also

βi(1) = αi(y1) for each i ∈ {1, . . . , n};

then
sgn(fn(0) − fn(1)) ̸= sgn(βn(0) − βn(1)) = −1

hence from (A),(B) follows β /∈ B(α, ε), a contradiction.

II. sgn(fn(0)− fn(1)) ∈ {0,−1}. In this case there exists a window perturba-
tion β of α on the intervals [0, δ], [1 − δ, 1] such that α and β coincide on S1

and T0, hence

• βi(0) = αi(x1) for each i ∈ {1, . . . , n} and also
• βi(1) = αi(y0) for each i ∈ {1, . . . , n};

then
sgn(fn(0) − fn(1)) ̸= sgn(βn(0) − βn(1)) = 1

and from (A),(B) one again gets β /∈ B(α, ε), a contradiction.

We have shown that the set Gf has an empty interior, i.e., Gf is nowhere
dense. □

A subset A of a Baire space X has the Baire property if there is an open set
U ⊂ X such that the symmetric difference A△U is meager. A subset of X is
called analytic if it is a continuous image of a Polish space. It is well known
that every analytic set in a Polish space has the Baire property, e.g., see [30,
Theorem 4.3.2].

Let us define the metric ρ̃ on H(I) as follows. For h1, h2 ∈ H(I)

ρ̃(h1, h2) = ρ(h1, h2) + ρ(h−1
1 , h−1

2 ).

Note that the metric ρ̃ is a complete metric in H(I).

Lemma 5.9. The set {(x, y) : xRy} is an analytic subset of CP × CP . In
particular it has the Baire property.

Proof. Let

A := {(f, g, h) ∈ (CP )2 ×H(I) : where g = h−1 ◦ f ◦ h}
where we use the metric ρ on CP and ρ̃ on H(I). Note that A is a closed set in
(CP )2 ×H(I). The projection of A onto (CP )2 yields the set {(x, y) : xRy}.
By (14.3) from Kechris [21] the set {(x, y) : xRy} is analytic is equivalent

to the fact that there is a Polish space Y and B ⊂ (CP
2
) × Y Borel such

that R = π
CP

2(B). Using the if direction with Y = H(I) yields that the set
{(x, y) : xRy} is analytic. □
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Let E be an equivalence relation on a Polish space X. We say that there are
perfectly many E-equivalence classes if there is a perfect set A ⊂ X such that
for any x, y ∈ A, xEy implies x = y. We obtain the following consequence of
Theorem 5.8.

Corollary 5.10. Every second category set G ⊂ CP contains uncountably
many non-conjugate maps. The set CP × CP contains perfectly many conju-
gacy classes.

Proof. The first assertion follows from Theorem 5.8 since each union of count-
ably many conjugacy classes is a set of the first category. Since {(f, g) ∈
(CP )2 : fRg} has the Baire property, then [17, Corollary 5.3.3] shows that
this set contains perfectly many R conjugacy classes. □

Remark 5.11. Adapting the preceding two proofs easily leads to results anal-
ogous to Theorem 5.8 and Corollary 5.10 in the setting of Cλ or CP . By
Remark 2.1 the conclusions of Theorem 5.8 and Corollary 5.10 hold also for
Cµ.

In [10] the authors constructed a parameterized family of planar homeomor-
phisms arising from a residual set T of functions from Cλ. The maps from
T share several dynamical properties (shadowing, topological exactness, δ-
crookedness, the same structure of the sets of periodic points, etc.), hence
are indistinguishable by numerous conjugacy invariants. In this context the
question if T could be contained in a single conjugacy class naturally arose.
Corollary 5.10 and Remark 5.11 provide a negative answer to this question.

5.4. Shadowing is generic in CP . Now let us recall the definition of shad-
owing and periodic shadowing. For some δ > 0, a sequence (xn)n∈N0 ⊂ I is
called δ-pseudo orbit of f ∈ C(I) if d(f(xn), xn+1) < δ for every n ∈ N0. A
periodic δ-pseudo orbit is a δ-pseudo orbit for which there exists N ∈ N0 such
that xn+N = xn, for all n ∈ N0. We call the sequence (xn)n∈N0 an asymptotic
pseudo orbit if limn→∞ d(f(xn), xn+1) = 0.

Definition 5.12. We say that a map f ∈ C(I) has the:

• shadowing property if for every ε > 0 there exists δ > 0 satisfying the
following condition: given a δ-pseudo orbit y := (yn)n∈N0 we can find
a corresponding point x ∈ I which ε-traces y, i.e.,

d(fn(x), yn) < ε for every n ∈ N0.

• periodic shadowing property if for every ε > 0 there exists δ > 0
satisfying the following condition: given a periodic δ-pseudo orbit y :=
(yn)n∈N0 we can find a corresponding periodic point x ∈ I, which ε-
traces y.



INTERVAL MAPS WITH DENSE PERIODICITY 21

Lemma 5.13 (Lemma 22 from [7]). For every ε > 0 and every map f ∈ Cλ
there are δ < ε

2
and F ∈ Cλ such that:

(1) F is piecewise affine and ρ(f, F ) < ε
2
,

(2) if g ∈ Cλ and ρ(F, g) < δ then every δ-pseudo orbit x := {xi}∞i=0 for g
is ε-traced by a point z ∈ I. Furthermore, if x is a periodic sequence,
then z can be chosen to be a periodic point.

In fact, a close study of the proof of Lemma 22 from [7] reveals that in state-
ment (2) we may consider wider neighborhood of maps g ∈ C(I), ρ(F, g) < δ.
We explain this in more detail in the following paragraph.

For an interval J ⊂ I let diam(J) := sup{d(x, y) : x, y ∈ J}. Take any g ∈ Cλ
such that ρ(F, g) < δ and let x := {xi}∞i=0 be a δ-pseudo orbit for g. In the
proof we claim that there is a sequence of closed intervals Ji such that

(a) diamJi ≤ γ and if i > 0 then Ji ⊂ g(Ji−1),
(b) dist(xi, Ji) < γ,
(c) for every i there is p such that F (Ji) = F ([ap, ap+1]) and xi ∈ [ap, ap+1]

provided that g ∈ Cλ and ρ(F, g) < δ, where points ai are endpoints of a parti-
tion of I and γ > 0 is a sufficiently small constant. The claim is proved simply
by the definition of uniform metric and covering of intervals (by continuity of
F ), so in fact the conditions hold for any g ∈ C(I), ρ(F, g) < δ, in particular
for g ∈ CP . Now the tracing point is obtained as any z ∈ ∩g−n(Jn) ̸= ∅.

Therefore perturbing the original map f ∈ CP to a map f̂ ∈ CP , pass-
ing through conjugacy of f̂ from CP into Cλ, applying Lemma 5.13 (with
sufficiently decreased constants) and then passing back to CP (which gives
coverings satisfying (a)) we obtain the following adaptation of the result to
the CP case.

Lemma 5.14. For every ε > 0 and every map f ∈ CP there are δ < ε
2
and

F ∈ CP such that:

(1) ρ(f, F ) < ε
2
,

(2) if g ∈ CP and ρ(F, g) < δ then every δ-pseudo orbit x := {xi}∞i=0 for g
is ε-traced by a point z ∈ I. Furthermore, if x is a periodic sequence,
then z can be chosen to be a periodic point.

In what follows, we will need a result by Chen [9], which connects the following
definition with the shadowing property for interval maps.

Definition 5.15. Let f ∈ C(I) and fix any ε > 0. A point x ∈ I is ε-linked
to a point y ∈ I by f if there exists an integer m > 1 and a point z ∈ B(x, ε)
such that fm(z) = y and d(f(x), f(z)) < ε for 0 < j < m. We say x ∈ I is
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linked to y ∈ I by f if x is ε-linked to y by f for every ε > 0. We say C ⊂ I
is linked by f if every point c ∈ C is linked to some point in C. We say that f
has the linking property if the set C consisting of critical points together with
endpoints of I is linked by f .

The following result is a consequence of [9] and [27].

Theorem 5.16. For a topologically mixing piecewise monotone map of the
interval, the shadowing property and the linking property are equivalent.

Theorem 5.17. Shadowing is generic in CP and in CP and there is a dense
set of maps in CP which do not have the shadowing property.

Proof. The proof that shadowing property is generic follows exactly the same
arguments as the proof of Theorem 3 in [7] with Lemma 5.13 replaced by
Lemma 5.14.

To see that shadowing property is not dense property in CP , fix any map
f ∈ CP and conjugate it by a homeomorphism ψ with a map F ∈ Cλ. Since by
Remark 5.4 Cλ contain an open and dense subset U of leo maps and piecewise
affine maps form a dense subset of Cλ, we can choose a piecewise affine leo
map G in U which is in an arbitrarily small neighborhood of F . Now, we can
perturb map G by a 2-fold perturbation in a small neighborhood of 0 to a
piecewise affine map Ĝ such that 0 is eventually periodic with periodic orbit P
and P is disjoint from the set of turning points of Ĝ. That is indeed possible,
because the set of preimages of any point p under G is dense in I, since G
is leo. If the perturbation is sufficiently small then Ĝ remains in U and so
it is leo. But it is clear that Ĝ does not have the linking property, so also
does not have the shadowing property by Theorem 5.16. If Ĝ is sufficiently
close to F then its conjugate g by ψ−1 is sufficiently close to f . Observe that
by definition both Ĝ and g belong to CP . This proves the density of maps
without the shadowing property, completing the proof. □

Remark 5.18. Using Lemma 5.13 instead of Lemma 5.14 we obtain with
analogous arguments as in the proof of Theorem 5.17 that there is a dense set
of maps in Cλ which do not have the shadowing property.

5.5. Periodic point structure in CP . For f ∈ C(I) denote

Fix(f, k) := {x : fk(x) = x}
Per(f, k) := {x : fk(x) = x and f i(x) ̸= x for all 1 ⩽ i < k}

k(x) := k for x ∈ Per(f, k)

and
Per(f) :=

⋃
k⩾1

Per(f, k) =
⋃
k⩾1

Fix(f, k).
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Definition 5.19. We call a periodic point p ∈ Per(f, k) transverse if there
exist three adjacent intervals A = (a1, a2), B = [a2, c1], C = (c1, c2), with p ∈
B, B possibly reduced to a point, so that (1) fk(x) = x for all x ∈ B and either
(2.a) fk(x) > x for all x ∈ A and fk(x) < x for all x ∈ C or (2.b) fk(x) < x
for all x ∈ A and fk(x) > x for all x ∈ C.

Theorem 5.20. For a generic map f ∈ CP and for each k ≥ 1:

(1) the set Fix(f, k) is a Cantor set,
(2) Per(f, k) is a relatively open dense subset of Fix(f, k),
(3) the set Fix(f, k) has Hausdorff dimension and lower box dimension

zero. In particular, Per(f, k) has Hausdorff dimension and lower box
dimension zero. As a consequence, the Hausdorff dimension of Per(f)
is also zero.

(4) the set Per(f, k) has upper box dimension one. Therefore,
Fix(f, k) has upper box dimension one as well.

Proof. First note that the last part of (3) follows from the first part of (3) since

dimH(Per(f)) ⩽ sup
k⩾1

dimH(Fix(f, k)) ⩽ sup
k⩾1

dimBox(Fix(f, k)) = 0.

For the proofs of 1), 2), 3) and 4) it suffices to prove the result for a fixed k ∈ N.
Fix a countable dense set of maps {fi} in CP . Let ψi be a homeomorphism

of I such that f̂i = ψ−1
i ◦ fi ◦ ψi belongs to Cλ. Let PAλ denote the set of

piecewise affine Lebesgue measure-preserving interval maps. The set of maps
in PAλ having

a) no interval with slope ±1 and
b) having at least one periodic point of period k, and
c) all periodic points of period k transverse

is dense in Cλ (Definition 10 and Lemma 12 in [7]). The set Fix(ĝ, k) is finite
for such a map ĝ, since ĝ does not have slope ±1. Thus we can choose ĝi ∈ PAλ

satisfying a), b) and c) close enough to f̂i and piecewise affine homeomorphisms

ψ̂i of I sufficiently close to ψi such that

(i) each periodic point of gi is a point where ψi is differentiable and

(ii) the set of piecewise affine maps {gi := ψ̂i ◦ ĝi ◦ ψ̂−1
i } is a dense subset

of CP .

Notice that all points in Fix(gi, k) are also transverse. The advantage of
transversality is that for each point in Fix(gi, k), there is at least one cor-
responding periodic point in Fix(g, k) if the perturbed map g is sufficiently
close to gi.
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After these modifications the rest of the proof follows exactly the same ar-
guments as the proof of Theorem 1 in [7]. For convenience we repeat and
streamline the proof, correcting an error in the proof of (2) of Theorem 1 in
[7] along the way.

Since ĝi ∈ PAλ does not have slope ±1 the set Fix(ĝi, k) is finite, and thus the
set Fix(gi, k) is finite as well. Suppose it consists of ℓi disjoint orbits and the
set Per(gi, k) consists of ℓ̄i ⩽ ℓi distinct orbits. In particular

(4) ℓi ⩽ #Fix(gi, k) ⩽ kℓi and Per(gi, k) = kℓ̄i.

Choosing one point from each of the orbits in Fix(gi, k) defines the set {xl,i :
1 ⩽ l ⩽ ℓi} ⊂ Fix(gi, k). Let k(xl,i) denote the minimal period of xl,i. Let
x̂l,i := ψ−1

i (xl,i).

The construction in the proof depends on integers ni ⩾ 1 which will be defined
in the proof, for most of the estimates it suffices to have ni = 1, but for the
upper box dimension estimates we will need ni growing sufficiently quickly.
We consider a very small number âi (several restrictions will be introduced

progressively) and define new maps hi := ψi ◦ ĥi ◦ ψ−1
i where ψ̂i ∈ PAλ is

obtained by applying a regular 2ni + 1-fold window perturbation of ĝi with
respect to Îl,i := (x̂l,i − âi, x̂l,i + âi). Finally set Il,i := ψi(Îl,i), and let ai be
half the length of this interval.

We choose âi so small that {hi} satisfies the following properties:

i) ψi|Il,i is affine.

ii) 2ai ⩽ (kℓi)
−i. This implies ai → 0 and thus the collection {hi}i≥1 is

dense in CP .
iii) (Disjointness) Il,i ∩ Il′,i = ∅ if l ̸= l′ and for all 1 ⩽ l < ℓi and all

0 ⩽ j < k the images hji (Il,i) are mutually disjoint,

iv) (Regularity) For each 1 ⩽ j ⩽ k(xl,i) the map hji restricted to the
interval Il,i is composed of 2ni + 1 full monotone branches with widths
equal to 2ai/(2ni + 1). This implies

a) The map h
k(xl,i)
i has exactly 2ni + 1 fixed points in the interval Il,i

and these points have period k(xl,i),
b) The map hki has (2ni + 1)k/k(xl,i) fixed points in this interval.

c) The full branches of h
k/k(xl,i)
i have width bl,i := 2ai/((2ni+1)k/k(xl,i)),

thus each subinterval of Il,i of length 2bl,i contain at least one full
branch and at most parts of three branches, and thus at least one

fixed point and at most 3 fixed points of h
k/k(xl,i)
i .

d) The map hi has a point of period k in each interval Il,i.
e) The total number Nl,i of fixed points of hki arising from the orbit

of xl,i satisfies

Nl,i = (2ni + 1)k/k(xl,i)k(xl,i).



INTERVAL MAPS WITH DENSE PERIODICITY 25

Summing over the points xl,i and using 1 ⩽ k(xl,i) ⩽ k yields

#Fix(hi, k) =

ℓi∑
l=1

Nl,i ⩽ (2ni + 1)kkℓi.

Since we have ℓi different points xl,i and among them there is a
fixed point of gi, so there is at least one l with k(xl,i) = 1, yielding

max((2ni + 1)ℓi, (2ni + 1)k) ⩽ #Fix(hi, k).

v) new periodic points obtained by perturbations of each xl,i ∈ Per(gi, k)

have to visit all k disjoint intervals hji (Il0,i) (0 ⩽ j < k). Thus for each
xl,i ∈ Per(gi, k) the Nl,i = (2ni + 1)k points are not only in Fix(hi, k)
but also in Per(hi, k); and so #Per(hi, k) ⩾ (2ni + 1)kℓ̄i.

Consider δi > 0 and

G :=
⋂
j∈N

⋃
i⩾j

B(hi, δi),

where the ball is taken in CP . By construction the set G is a dense Gδ subset
of CP , by Lemma 4.1 the set G ∩ CP is a Gδ subset of CP .

(1) First we claim that if δi > 0 goes to zero sufficiently quickly then Fix(f, k)
is a Cantor set for each f ∈ G.

By its definition the set Fix(f, k) is closed for any continuous map f . The set
Fix(hi, k) is finite. We choose δi so small that if g ∈ B(hi, δi) then Fix(g, k) ⊂
B(Fix(hi, k), ai); in particular the set Fix(g, k) can not contain an interval
whose length is longer than 2ai. Suppose f ∈ G, thus f ∈ B(hij , δij) for some
subsequence ij. Since aij → 0 the set Fix(f, k) can not contain an interval.

It remains to show that there are no isolated points in Fix(f, k). By (iib)
each interval Il,i contains exactly (2ni + 1)k/k(xl,i) points of Fix(hi, k). We
choose δi so small that for each g ∈ B(hi, δi) each interval Il,i contains at least

(2ni + 1)k/k(xl,i) points of Fix(g, k) and Fix(g, k) ⊂ ∪l,0⩽j⩽k(xl,i)h
j
i (Il,i). Now we

apply this to f ∈ G and x ∈ Fix(f, k). Let lj be such that x ∈ Ilj ,ij . Each
of these intervals contains other points of Fix(f, k), and their lengths tend to
zero, which show that x is not isolated and completes the proof of (1).

(2) Fix f ∈ G and an i such that f ∈ B(hi, δi). As we already saw in the proof
of (1) we have Fix(f, k) ⊂ B(Fix(hi, k), ai).

But (ii(d)) implies that Fix(hi, k) ⊂ B(Per(hi, k), 2ai). Combining these two
facts yields Fix(f, k) ⊂ B(Fix(hi, k), ai) ⊂ B(Per(hi, k), 3ai).

Next we claim that δi can be chosen so that Per(hi, k) ⊂ B(Per(f, k), ai). Once
the claim is proven we will have shown that Per(f, k) is dense in Fix(f, k).
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Condition (iia) tells us that if xl,i ∈ Per(hi, k) then the (2ni + 1) fixed points
of hki in the interval Il,i all have period k. We have chosen δi so small that
each Il,i contains at least as many points of Fix(g, k) for any g ∈ B(hi, δi) and

Fix(g, k) ⊂ ∪l,0⩽j⩽k(xl,i)h
j
i (Il,i). We additionally require that δi is so small that

a similar statements hold for periodic points, namely that if k(xl,i = k then
each Il,i contains at least as many points of Per(g, k) for any g ∈ B(hi, δi)

and Per(g, k) ⊂ ∪l:k(l,i)=k,0⩽j⩽khji (Il,i). This implies Per(hi, k) ⊂ B(Per(g, ai)
as well, and finishes the proof of the claim.

Finally notice that Per(f, k) = Fix(f, k) \ ∪1⩽ℓ<k:ℓ|kFix(f, ℓ). But this finite
union is closed, thus Per(f, k) is relatively open subset of Fix(f, k). This
completes the proof of (2).

3) It suffices to prove the lower box dimension statement for Fix(f, k), the
other statements follow since Per(f, k) ⊂ Fix(f, k) and since the Hausdorff
dimension of a set is smaller than its lower box dimension. We will show that
if δi > 0 goes to zero sufficiently quickly then the lower box dimension of
Fix(f, k) is zero for any f ∈ G.

Consider the open cover Ci := {(x − ai, x + ai) : x ∈ Fix(hi, k)} of Fix(hi, k),
notice that the intervals are pairwise disjoint by assumption (iii) and that Ci
covers the domain {Il,i : 1 ⩽ l ⩽ li} of our perturbations. Choose δi sufficiently
small so that for each f ∈ B(hi, δi) the collection Ci covers the set Fix(f, k).

Fix f ∈ G, thus f ∈ B(hij , δij) for some subsequence ij. Let N(ε) denote the
number of intervals of length ε > 0 needed to cover Fix(f, k), combining the
previous discussion with Equation (4) yields N(2aij) ⩽ kℓij = #Ci. Applying
(ii) yields

log(N(2aij))

log(1/2aij)
⩽

log(kℓij)

log(1/2aij)
⩽

1

ij

and thus the lower box dimension of Fix(f, k) defined by

lim inf
ε→0

log(N(ε))

log(1/ε)

is 0.

(4) Instead of covering Fix(hi, k) by intervals of length ai we cover it by in-
tervals of length 2bi. By (iic) each such interval covers at most three points
of Fix(hi, k). Thus we need at least (#Fix(hi, k))/3 such intervals to cover
Fix(hi, k); so by (iie) we need at least (2ni + 1)k/3 such intervals to cover
Fix(hi, k). Fix such a covering and choose δi sufficiently small so that all pe-
riodic points of period k of any f ∈ B(hi, δi) are contained in the covering
intervals.
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Thus

(5)
log(N(2bi))

log(1/2bi)
⩾

log((2ni + 1)k/3)

log(1/2bi)
=

log((2ni + 1)k) − log(3)

log((2ni + 1)k) − log(2ai)
.

The sequence ai has been fixed above, if ni grows sufficiently quickly the last
term in (5) approaches one. We can not cover Fix(hi, k) by fewer intervals,
and thus we can not cover Fix(f, k) by fewer intervals for any f ∈ B(hi, δi).

By the above discussion, if we fix any f ∈ G then f ∈ B(hij , δij) for some
subsequence ij and therefore, the upper box dimension of Fix(f, k) defined as

lim sup
ε→0

log(N(ε))

log(1/ε)

is 1. □

Remark 5.21. The statements of Theorem 5.20 also hold for generic maps in
CP by Lemma 4.1.

Theorem 5.22. The set of leo maps in CP whose periodic points have full
Lebesgue measure and whose periodic points of period k have positive measure
for each k ⩾ 1 is dense in CP .

Proof. Fix a map α ∈ CP . By [7, Remark, p. 2536] the map α is from Cµ
for some nonatomic probability measure µ with supp µ = I. Moreover, the
map ψ : I → I defined by ψ(x) = µ([0, x]) is a homeomorphism for which
β = ψ ◦ α ◦ ψ−1 ∈ Cλ. By [7, Theorem 2] the statement of Theorem 5.22 is
true in Cλ. So there exists a map γ ∈ Cλ for which

ρ(β, γ) < ε1, λ(Per(γ, k)) > 0 for each k,(6)

λ(Per(γ)) = λ(
⋃
k⩾1

Per(γ, k)) = 1.

Obviously there is a piecewise affine homeomorphism ℓ : I → I such that

(7) ρ(ψ, ℓ) + ρ(ψ−1, ℓ−1) < ε1.

Choose ε2 > 0 arbitrary. If ε1 is sufficiently small, from (6) and (7) one has
for δ = ℓ−1 ◦ γ ◦ ℓ, Per(δ, k) = ℓ−1(Per(γ, k)) for each k hence also Per(δ) =
ℓ−1(Per(γ)),

ρ(α, δ) = ρ(ψ−1 ◦ β ◦ ψ, ℓ−1 ◦ γ ◦ ℓ) < ε2,

and since ℓ is piecewise affine,

λ(Per(δ, k)) > 0 for each k and λ(Per(δ)) = 1. □

For completeness we also show the following proposition which is well known
in many situations. Let CPentr=∞ denote the set of maps from CP with
topological entropy ∞.
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Proposition 5.23. The set of maps CPentr=∞ is a residual set in CP and
thus in CP .

Proof. Every map f ∈ CP \ {id} has a fixed point b where the graph of f is
transverse to the diagonal at b. This is indeed true since it holds for maps in
Cλ \ {id} and any map f ∈ CP is conjugate to a map f̂ = ψ−1 ◦ f ◦ ψ ∈ Cλ;
therefore also f ∈ CP \ {id} have a transverse fixed point. Using an (n + 2)-
fold window perturbation on a neighborhood of b, and again passing through
Cλ, we can create a map g ∈ CP arbitrarily close to f with a horseshoe with
entropy log(n) in the window. Since horseshoes are stable under perturbations
around stable fixed points, there is an open ball B(g, δ) in CP such that each
h in this ball has topological entropy at least log(n) for any n ≥ 1. The result
also hold for CP by Lemma 4.1. □
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[10] J. Činč, P. Oprocha, Pseudo-arc as the attractor in the disc - topological and measure-
theoretic aspects, Proc. Lond. Math. Soc. 125, (2022), 318-357.

[11] E. M. Coven, G. A. Hedlund, P = R for maps of the interval, Proc. Amer. Math. Soc.
79 (1980), 316–318.

[12] E. Coven, I. Mulvey, Transitivity and the centre for maps of the circle, Ergod. Th.
Dynam. Sys. 6(1) (1986), 1–8.

[13] M. Denker, C. Grillenberger, K. Sigmund, Ergodic theory on compact spaces. Lecture
Notes in Mathematics, Vol. 527. Springer-Verlag, Berlin-New York, 1976.

[14] R. L. Devaney, An Introduction to Chaotic Dynamical Systems, 2nd ed., Addison-
Wesley, 1989.

[15] M. Etedadialiabadi, Generic behavior of a measure preserving transformation Ergodic
Theory Dyn. Syst. 40, 904–922 (2020).

[16] M. Foreman, B. Weiss, An anti-classification theorem for ergodic measure preserving
transformations. J. Eur. Math. Soc. 6, 277–292 (2004).

[17] S. Guo, Invariant Descriptive Set Theory, 1st ed., Chapman & Hall, 2008.
[18] R. C. Haworth, R. A. McCoy, Baire Spaces, Warszawa: Instytut Matematyczny Polskiej

Akademi Nauk, 1977.
[19] Z. He, J. Li, Z. Yang, The topological structure of function space of transitive maps,

Top. Appl. 275 (2020) 107009, 15 pp.
[20] J. G. Hocking, G. S. Young, Topology, 2nd edition, Dover Publications, Inc., New York,

1988.
[21] A. S. Kechris, Classical descriptive set theory, Grad. Texts in Math., 156 Springer-

Verlag, New York, 1995, xviii+402 pp.
[22] A. S. Kechris, Global Aspects of Ergodic Group Actions, Mathematical Surveys and

Monographs, vol. 160. American Mathematical Society (2010).
[23] A.S. Kechris, C. Rosendal, Turbulence, analgamation, and generic automorphisms of

homogeneous structures, Proc. Lond. Math. Soc. 94(2) (2007), 302–350.
[24] S. Kolyada, M. Misiurewicz, L’. Snoha, Spaces of transitive interval maps, Ergodic

Theory Dynam. Systems 35(7) (2015), 2151–2170.
[25] M. Kulczycki, P. Oprocha, Properties of dynamical systems with the asymptotic average

shadowing property, Fund. Math. 212 (2011), 35–52.
[26] S. B., Jr., Nadler, Continuum theory, Monogr. Textbooks Pure Appl. Math., 158Marcel

Dekker, Inc., New York, 1992, xiv+328 pp.
[27] W. Parry, Symbolic dynamics and transformations of the unit interval, Trans. Amer.

Math Soc. 112 (1966), 368–378.
[28] S. Ruette, Chaos on the interval, University Lecture Series, 67. American Mathematical

Society, Providence, RI, 2017. xii+215 pp.
[29] S. Solecki, Generic measure preserving transformations and the closed groups they gen-

erate Invent. Math. (2023) 231 805–850.
[30] S. M. Srivastava, A course on Borel sets. Graduate Texts in Mathematics, 180. Springer-

Verlag, New York, 1998.
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(J. Činč) University of Maribor, Koroška 160, 2000 Maribor, Slovenia – and –
Abdus Salam International Centre for Theoretical Physics (ICTP), Trieste,
Italy

Email address: jernej.cinc@um.si

(P. Oprocha) AGH University of Krakow, Faculty of Applied Mathematics,
al. Mickiewicza 30, 30-059 Kraków, Poland. – and – Centre of Excellence
IT4Innovations - Institute for Research and Applications of Fuzzy Modeling,
University of Ostrava, 30. dubna 22, 701 03 Ostrava 1, Czech Republic

Email address: oprocha@agh.edu.pl

(S. Troubetzkoy) Aix Marseille Univ, CNRS, I2M, Marseille, France

Email address: serge.troubetzkoy@univ-amu.fr


