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ABSTRACT

This paper introduces a novel optimization approach for stain
separation in digital histopathological images. Our stain sepa-
ration cost function incorporates a smooth total variation reg-
ularization and is minimized by using a projected gradient
algorithm. To enhance computational efficiency and enable
supervised learning of the hyperparameters, we further unroll
our algorithm into a neural network. The unrolled architec-
ture is not only more efficient for solving the stain separation
problem, but also allows to design a highly interpretable and
flexible method. Experimental results demonstrate the effec-
tiveness of the proposed unrolled projected gradient algorithm
in achieving accurate and visually consistent stain separation.

Index Terms— Proximal gradient, unrolling, stain sepa-
ration, histopathology

1. INTRODUCTION

Digital histopathological image is widely used for the diag-
nosis of a considerable number of diseases including several
types of cancer. To generate such data, tissues are stained
using a combination of color dyes to better visualize and
analyze their inherent structures. In this respect, one of the
most common staining protocol is hematoxylin and eosin
(HE) [1]. However, in some countries (e.g., France and Bel-
gium), the staining process also includes the saffron stain,
yielding (HES) images. Generally, the staining process may
cause inevitable color variations due to differences in color
responses of slide scanners, raw materials, manufacturing
techniques of stain vendors, and staining protocols across dif-
ferent pathology laboratories [2]. Such variations affect the
quantitative analysis of histopathology images and reduce the
accuracy of different computer-aided systems. In this con-
text, the standardization of the different color appearances has
attracted a lot of attention though the development of stain
normalization methods [3, 4, 5]. A key step in these methods

is stain separation, which aims to identify and isolate each
stain in the original image.
Various approaches have been developed in the literature for
unmixing stains, also known as color deconvolution. One of
the first developed methods has been proposed by Ruifrok
and Johnston [6] using simple pseudo-inversion. Moreover,
Non-negative Matrix Factorization (NMF) was used in one
of the pioneering works for stain unmixing which is formu-
lated as a blind source separation problem [7]. Based on
this framework, Xu et al. [8] and Vahadane et al. [9] have
included sparsity and smoothness constraints, and called it
sparse NMF (SNMF). Furthermore, other classical methods
use the popular singular value decomposition (SVD) [5, 10]
and independent component analysis (ICA) [10, 11]. It
was generally reported that NMF based algorithms outper-
form SVD and ICA methods [12]. However, the developed
NMF based algorithms often introduce some hyperparame-
ters, which are set in an empirical manner. Moreover, for
efficient stain separation performance, the estimation of these
hyperparameters must be performed for each image inde-
pendently, which is a computationally demanding task. To
alleviate this drawback, deep learning based approaches have
been recently developed in the literature [13, 14, 15]. It is
worth pointing that only few works using neural networks
exist in the literature on this topic. This could be explained
by the requirement of large size of data samples and the lack
of ground truth images for each used stain. It should also be
noted that the aforementioned deep learning methods intro-
duce many parameters which need to be estimated.
In this paper, we propose a new approach for stain separation
of HES-stained images. The proposed method takes advan-
tage of the projected gradient algorithm and the unrolling
paradigm. More precisely, starting from the standard prob-
lem formulation used in NMF based methods, we include a
total-variation based regularization to impose the smoothness
of the separated images. The regularized problem is then
solved by a projected gradient algorithm. Finally, the algo-



rithm is unrolled into layers of a neural network.
The remainder of paper is organized as follows. In Section 2,
we recall the main background on stain separation. The pro-
posed methodology is then described in Section 3. Finally,
experimental results are presented in Section 4, and some
conclusions are provided in Section 5.

2. BACKGROUND ON STAIN SEPARATION

The main concept behind the developed stain separation tech-
niques relies on the Beer-Lambert Law [6, 16], which states
the existence of a linear relationship between the stain con-
centration matrix and the stain color-vector matrix in the Op-
tical Density (OD) space.
To make this relationship more precise, let I ∈ R3×N be the
vectorized HES-stained image in the RGB color space such
that N is the number of pixels, and let I0 ∈ R be the inci-
dent light (usually set to 255 for 8-bit images). Moreover, let
W ∈ R3×r be the stain color-vector matrix whose columns
(also called stain vectors) represent the RGB values for each
stain, r being the number of stains (i.e., r = 3 for an HES
stained-image), and let H ∈ Rr×N be the stain concentration
matrix (also called stain density map), whose rows represent
the concentration of each stain. Then, according to the Beer-
Lambert law, the image I follows the exponential form:

I = I0 exp(−WH), (1)

where the exponential applies componentwise. Let V ∈
R3×N denote the OD of I , given by

V = − log

(
I

I0

)
. (2)

It follows from (1) and (2) that

V = WH, (3)

which establishes the linear relationship existing between the
OD of the HES stained-image, the stain color-vector matrix,
and the stain concentration matrix.
Thus, the main goal of the stain separation process is to es-
timate the matrices W and H . However, inspired by [6] and
other related works, a good estimation of the stain color-
vector matrix W can be experimentally obtained and this
matrix can therefore be considered as a known operator. In
this case, the stain separation problem reduces to the determi-
nation of the stain concentration matrix H , which will be the
focus of this work. Based on our experimental observations,
it is judicious to consider the hematoxylin stain as two blue
shade colors: a darker shade color corresponding mainly to
the nuclei and a lighter shade color for the background, which
will be denoted by hn and hb, respectively. As a result, in-
stead of using three stain vectors for the matrix W , the latter
will be composed of four column vectors (i.e., r = 4), where
the first and second columns represent hn and hb, while the

third and fourth columns correspond to the eosin (e) and saf-
fron (s) stains.
Therefore, given the observation matrix V and the known
stain color-vector matrix W , (3) can be solved by formulat-
ing the following optimization problem:

minimize
H∈Rr×N

1

2
∥V −WH∥2F +R(H)

subject to H ≥ 0

(4)

where ∥ · ∥F denotes the Frobenius norm, and R is a regular-
ization function.
Once the stain density map H is estimated, the reconstruction
of each stain image is derived as

Ih = I0 exp
(
− (W1H1 +W2H2)

)
(5)

Ie = I0 exp
(
−W3 H3

)
(6)

Is = I0 exp(−W4 H4). (7)

Hereabove Ih, Ie, and Is are the reconstructed RGB images
associated to the hematoxylin, eosin and saffron, respectively.
In addition, for every c ∈ {1, . . . , r}, Wc (resp. Hc) is the c-
th column (resp. row) of W (resp. H).

3. PROPOSED METHOD

3.1. Notation and definitions

Let H be a Hilbert space, and let Γ0(H ) denote the set
of proper, lower semi-continuous convex functions from
H to R ∪ {+∞}. The proximity operator of a function
f ∈ Γ0(H ) is defined, for every x ∈ H , by proxf (x) =

argminx∈H f(y)+ 1
2∥x−y∥22. For a given nonempty closed

convex set C, ιC is its indicator function defined, for every
x ∈ H , by ιC(x) = 0 if x ∈ C and +∞ otherwise.

3.2. Problem formulation

Let us rewrite the main optimization problem (4) as the mini-
mization of the sum of a data fidelity term g̃ involving W and
H , a regularization term R, and an indicator function encod-
ing the nonnegativity constraint on the pixel intensities:

minimize
H∈Rr×N

g̃(H) +R(H;λ1, λ2, ε) + ι[0,+∞[r×N (H). (8)

The data fidelity term is thus defined as g̃(H) = 1
2∥V −

WH∥2F, and the regularization function R is given by

R(H;λ1, λ2, ε) =
λ1

2
∥H∥2F + λ2 STVε(H), (9)

with λ1 and λ2 are positive regularization parameters, and
STVε(H) is the smoothed total variation term (with parame-
ter ε > 0), which aims to ensure smoothness in homogeneous



color regions while preserving sharp edges. The smoothed
total variation is expressed as

STVε(H) =

r∑
c=1

STVε(Hc)

=

r∑
c=1

N∑
i=1

√
(DvH⊤

c )2i + (DhH⊤
c )2i + ε2,

where Dv ∈ RN×N and Dh ∈ RN×N are the vertical and
horizontal discrete gradient operators, respectively. To the
best of our knowledge, the existing NMF-based stain sep-
aration methods have mainly considered quadratic and/or
sparse regularization terms. However, TV regularization has
not yet been investigated in this specific problem, except in
[17], where a TV prior model is adopted within a variational
Bayesian framework.

3.3. Optimization algorithm

According to our choices for the regularization functions,
Problem (8) can be seen as the minimization of the sum of
two functions g and f expressed as

g = g̃ +R (10)
f = ι[0,+∞[r×N . (11)

It can be observed that function g ∈ Γ0(Rr×N ) is differ-
entiable with a Lipschitz continuous gradient, whose Lips-
chitz constant will be denoted by L > 0. Moreover, f ∈
Γ0(Rr×N ) is a function whose proximity operator reduces
to the projection proj[0,+∞[r×N onto the nonnegative orthant
[0,+∞[r×N . Based on these observations, our optimization
problem can be solved using Algorithm 1. This algorithm is
a projected gradient algorithm (PGA), which is a special case
of the proximal gradient algorithms, one of the most popular
proximal methods [18].

Algorithm 1 Projected Gradient Algorithm (PGA)
Input: Initial point H0 ∈ Rr×N , fixed stepsize γ ∈]0, 2

L [
and number of iterations K ∈ N∗.
for k = 0, 1, . . . ,K − 1 do

Hk+1 = proj[0,+∞[r×N

(
Hk − γ∇g(Hk;λ1, λ2, ε)

)
end for

It is worthy to note that the Lipschitz constant L of the gradi-
ent ∇g is given by

L = ∥W∥2S + λ1 + 8
λ2

ε
, (12)

where ∥W∥S denotes the spectral norm of W .

3.4. Unrolled architecture

The main difficulty in Algorithm 1 as well as most iterative
optimization algorithms is the optimal setting of their hyper-
parameters. For this reason, we adopt in this paper a super-
vised learning strategy to set these hyperparameters using a
training set of images. This is achieved by resorting to the
unrolling paradigm. The main idea behind this concept is to
map each iteration k ∈ {0, . . . ,K − 1} of Algorithm 1 to a
network layer and stack the layers together [19, 20, 21]. By
unrolling the algorithm in a neural network, the regularization
parameters {λ1, λ2, ε} and the stepsize γ are untied across the
network, which will offer more flexibility to our approach and
expand the exploration space. Such strategy leads to a vector
of weight parameters Θk = [λ1,k, λ2,k, εk, γk]

⊤ to be learned
for each layer index k ∈ {0, . . . ,K − 1}. The update rule at
a given iteration k reads

Hk+1 = A(Hk; Θk)

= proj[0,+∞[r×N (Hk − γk∇g(Hk;λ1,k, λ2,k, εk)).

(13)

Therefore, for every k ∈ {0, . . . ,K−1}, the k-th layer can be
seen as the combination of a hidden structure, Lk, followed
by the update A. The hidden structure Lk aims to generate
the vector of parameters Θk. Since these output parameters
must be positive, we propose to consider the Softplus function
[22], which can be seen as a smooth approximation of the
ReLU activation function. Thus, the vector Θk is obtained as
follows:

Θk = Softplus(Ψk) = log(1 + exp(Ψk)), (14)

where Ψk = [ak, bk, ck, dk]
⊤ represents a vector of parame-

ters learned during the training.
While considering different set of parameters across the

different layers, the resulting neural network is trained by
minimizing the following loss function:

L(Θ) =
1

3

∑
c∈{h,e,s}

ℓ(I(GT)
c , Ic(Θ)), (15)

where Θ = (Θk)0≤k≤K−1 represents the global set of param-
eters used in the unfolded network and ℓ is a given criterion
used to compare the reconstructed image Ic associated to the
stain c with its corresponding ground truth I

(GT)
c .

4. EXPERIMENTAL RESULTS

4.1. Dataset and experimental settings

Our experiments are carried out on data acquired at the
Kremlin-Bicêtre hospital. First, from a liver tissue volume,
four closely adjacent whole slide images (WSIs) have been
extracted. Then, three were exclusively stained with a single



pure stain, which will serve as ground truth, while the fourth
underwent staining under the conventional HES protocol.
Finally, from the acquired WSIs, we created a dataset of 325
HES-stained images, of size 512 × 512 pixels, with their
corresponding hematoxylin, eosin, and saffron single stained
images. The dataset is divided into a training set (of 225
images) and a test set (of 100 images).
Our unrolled architecture composed of 20 layers, results in
limited number (80) of parameters to be learned. To train our
architecture, the Perceptual Image-Error Assessment through
Pairwise Preference (PieAPP) criterion [23] has been used
as a loss function1 in (15). Such criterion was found to be
better correlated with human perception and more efficient
in capturing image features compared to pixel-based met-
rics [24]. Our model is implemented in Pytorch, using the
ADAM optimizer with an initial learning rate of 0.01, while
applying a decay of 0.1 when there is no improvement every
5 epochs. The batch size and number of epochs were set to 5
and 150, respectively.

4.2. Results and discussion

Our proposed methods have been compared to different
state-of-the-art (SOA) methods, including Ruifrok and John-
ston [6], Xu et al. [8], Vahadane et al. [9], and Yang et
al. [15]. For a fair comparison, in our proposed PGA-based
method as well as the SNMF-based methods [8, 9], the hyper-
parameters have been optimized on the training dataset using
the Nelder-Mead method [25]. The different methods have
been firstly evaluated in terms of peak signal-to-noise ratio
(PSNR), structural similarity index (SSIM) and PieAPP, as
depicted in Table 1. It can be noticed that the proposed PGA-
based method outperforms the SOA methods. Significant
improvements are achieved through the unrolled architec-
ture. A subjective comparison is performed by illustrating
the separated stain images for a given test sample. Fig. 1
displays the ground truth stain images as well as the obtained
ones using the proposed approaches and the best three SOA
methods. Again, it can be observed that our proposed method
yields the best quality for the different separated stain images,
especially for the hematoxylin and saffron stain images. For
illustrating the hematoxylin stain estimation process, Fig. 2
shows the two reconstructed images associated to hn and hb
colors, which are combined to generate the final image Ih.

5. CONCLUSION AND PERSPECTIVES

This paper proposes an iterative projected gradient algorithm
for the stain separation problem, incorporating smooth a to-
tal variation regularization. The algorithm is then unrolled
in a neural network architecture. Our experiments demon-
strate the efficiency of the proposed method, yielding signifi-

1https://github.com/photosynthesis-team/piq

cant objective and subjective gains compared to state-of-the-
art methods.

Table 1. Stain separation performance.
PSNR SSIM PieAPP

Ruifrok and Johnston [6] 44.841 0.355 2.134
Xu et al. [8] 44.315 0.369 1.979
Vahadane et al. [9] 42.220 0.368 1.851
Yang et al. [14] 42.755 0.355 1.841
PGA 45.254 0.394 1.477
Unrolled PGA 46.525 0.427 1.161

Fig. 1. Illustration of the separated stain images Ih, Ie and Is.
First row: Ground truth. Second row: Xu et al. [8]. Third
row: Vahadane et al. [9]. Fourth row: Yang et al. [14]. Fifth
row: PGA. Last row: unrolled PGA.



Fig. 2. From left to right, Ihn
, Ihb

, and Ih images.
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