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master equation on finite state space

Charles Bertucci, Charles Meynard

February 7, 2024

Abstract
This paper provides a mathematical study of the well-posedness of master equation on

finite state space involving terms modelling common noise. In this setting, the solution of
the master equation depends on an additional variable modelling the value of a stochastic
process impacting all players. Using technique from viscosity solutions, we give sufficient
conditions for the existence of a Lipschitz continuous solution on any time interval. Under
some structural assumptions, we are even able to treat cases in which the dynamics of this
stochastic process depend on the state of the game.
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1 Introduction
This paper is the first of a series devoted to the systematic study of mean field games (MFG)

master equations associated to games in which a common source of randomness (or noise) is
affecting all players through a finite dimensional parameter. We here treat the case of a master
equation set on a subset of Rd. The case of a master equation in infinite dimensions shall be
tackled in a forthcoming work.

In a deterministic setting, the typical form of a master equation associated to a mean field
game in a finite state space is{

−∂tV + (F (x, V ) · ∇x)V = G(x, V ) for (t, x) ∈ (0, T ) × Ω,
V (T, x) = U0(x) for x ∈ Ω. (1.1)

In this framework, T > 0 is the horizon of the game, and Ω a bounded subset of Rd, d ≥ 1. We are
solving the previous equation for V : [0, T ] × Ω → Rd, given G,F : Ω × Rd → Rd which describe
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1 INTRODUCTION

respectively the evolution of the value and of the mean field quantities, and U0 : Ω → Rd is the
final value. The solution V of the master equation shall be called the value of the game.

The equation (1.1) is naturally associated to the system of forward backward ordinary differ-
ential equations set on [t0, T ]. 

dXt

dt
= −F (Xt, Ut),

dUt

dt
= −G(Xt, Ut),
Xt0 = x,

UT = U0(XT ).

(1.2)

Given a solution of V of (1.1) and (Xt, Ut)t∈[t0,T ] of (1.2), we get that for all t ∈ [t0, T ], V (t,Xt) = Ut.
Hence, the existence of a solution (resp. regularity) to (1.1) is linked to uniqueness (resp. stability)
properties of (1.2). At this level, it might seem strange that a forward-backward structure is
imposed on (1.2), instead of a forward-forward or backward-backward one for instance. This is
mainly due to the fact that the interpretation of (1.2) is natural in terms of the underlying game.

In this paper, we aim at investigating situations in which the characteristics are in fact stochas-
tic, i.e. when (1.2) is a forward-backward stochastic differential equation (SDE). Namely, we are
going to consider that the couplings G and F are going to depend on the value of a stochastic
process (pt)t≥0 defined by

dpt = −b(pt)dt+
√

2σdWt,

where (Wt)t≥0 is a m-dimensional Brownian motion on a standard (fixed) probability space, b :
Rm → Rm is a data of the problem and σ ≥ 0 is also given. In such a case, we look for a value
which also depends on the value of this stochastic process (pt). Thus the problem now becomes
the one of finding a solution V : [0, T ] × Ω × Rm → Rd of{

−∂tV + (F (x, p, V ) · ∇x)V + b(p) · ∇pV − σ∆pV = G(x, p, V ) in (0, T ) × Ω × Rm,
V (T, x, p) = U0(x, p) in Ω × Rm.

(1.3)

This is what we mean by "noise through an additional variable": the presence of this new variable
p in the master equation is a consequence of the dependency of the coefficients on the noise process
(pt)t≥0. This is a different approach to noise (or randomness) in mean field game from the usual
additive common noise, studied for instance in [11]. We believe this modeling of common noise to
be natural in a wide variety of applications, see [10, 12, 22] for examples.

In what follows we are going to analyze (1.3) in two different contexts. The first one is mainly
the one we just presented, in which the dynamics of b are purely exogenous to the underlying
game. Taking proper care of the non-linearity (F (x, U) · ∇x)U , we are able to extend the result
existing on (1.1) to the case of (1.3).

We then proceed to study cases in which we allow the vector field b, which drives the evolution
of the stochastic process (pt)t≥0 to depend on the state of the mean fields and on the value of the
game, i.e. we allow b to depend on x and V . To the extent of our knowledge, this is the first
attempt at studying MFG in which the dynamics of the noise depend on the MFG. This kind
of dependence is extremely natural. Indeed, consider for instance the case of (pt)t≥0 modeling
environmental variables, we are then modeling the fact that the players can impact on these
environmental variables. Consider also the case in which (pt)t≥0 stands for certain prices affecting
a financial system, or indexes (such as GDP) influencing an economy. We are then also modeling
the facts that the players can have an impact on those quantities, which seems particularly natural.
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1 INTRODUCTION

Bibliographical comments Mean field games were first introduced by Lasry and Lions in [20,
23]. Since then, many works have contributed to the field, both extending it with new modelling
concerns and contributing to pushing the mathematical analysis of these models. The master
equation approach was introduced in [23] and lead to new mathematical questions. In general, the
study of the master equation is done under structural assumptions, often on the monotonicity of
the couplings G and F or the fact that we can integrate the master equation into an Hamilton-
Jacobi-Bellman (HJB) equation (the so-called potential regime). A first well-posedness theory
was obtained in [11] for classical solutions. Since then, several notions of weak solutions have
been introduced, we can cite for instance the notion of monotone solution [4, 3, 13] which allows
to define a concept of solution of master equation for values which are merely continuous. Note
that the type of noise we are interested in was also discussed in [3]. Lipschitz solutions have been
introduced in [8] and allow to work with well-defined notion of solution up to an eventual explosion
time. Other regimes of well-posedness were studied in the works [28, 18].

Concerning master equations on a finite state space, since the initial findings presented in [23],
a lot of results have been obtained. Without being exhaustive, we can mention that two different
types of common noise were introduced and studied in [9, 2]. A regularizing effect was established
in [7] under strong monotonicity assumptions. The paper [15] made the link between the master
equation and the associated HJB equation in the potential case and [5] dealt with the convergence
of the master equation in a finite state toward the master equation associated with a continuous
state space when the number of states goes to infinity. Finally [25] explored existence and non
uniqueness of solutions with irregular coefficients. None of these papers addresses the type of
noise we propose to model here. Nonetheless, we shall follow an approach in the spirit of [8,
23]. Similar problems were encountered in the study of forward-backward stochastic differential
equations (FBDSE) [30], we come back on the link between their approach and ours at the end of
the paper.

Modelling comments Throughout this paper, we are not going to enter too much in details on
the MFG interpretation of the master equation. While the main reason for this choice is that we
focus here on the mathematical analysis of (1.3), we believe important to mention another reason
for this. In general, the class of MFG master equation naturally models situations which are not
proper MFG, but general economic equilibria of large populations. This is for instance the case in
[10, 1, 6]. We can also mention [26] which explains why the class of so-called extended MFG can
naturally arise and lead to similar master equations. Hence, we shall not require here

Ω = {x ∈
(
R+
)d ∑

i

xi = 1},

even if this set is extremely natural for finite state MFG. We refer to the appendix of [4] for an
explanation of how we can pass from our framework to this one.

Organization of the paper. In Section 2, we study the master equation when the noise process
is solution of an autonomous stochastic differential equation. We start by establishing an a priori
estimate and then prove results of existence and uniqueness of a global in time Lipschitz solution
of the master equation.

In Section 3, we assume the dynamics of the noise may depend on the distribution of players
and the value function of the game. We start by explaining the main difficulties arising from this
dependence. We then proceed to justify some structural estimates on the drift and prove results
of existence and uniqueness of a global Lipschitz solution in this case as well.
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2 THE CASE OF AN AUTONOMOUS NOISE PROCESS

2 The case of an autonomous noise process
In this section, we assume b is a function of p only. In other words, we are interested in the

well-posedness of

{
∂tU + F (x, p, U) · ∇xU + b(p) · ∇pU − σ∆pU = G(x, p, U) for t ∈ (0, T ), x ∈ Ω, p ∈ Rm,

U(0, x, p) = U0(x, p) for (x, p) ∈ Ω × Rm.
(2.1)

Note that we have reversed time compared to (1.1), mainly to lighten notations. Recall that the
unknown of the previous equation is a function U : [0, T ] × Ω ×Rm → Rd. The functions (F,G, b)
are always assumed to be Lipschitz continuous (at least locally) in all the variables. We further
assume that Ω is a smooth bounded domain of Rd and that F satisfies the following condition on
its boundary:

∀x ∈ ∂Ω, (u, p) ∈ Rd × Rm η(x) · F (x, p, u) ≥ 0, (2.2)

where η(x) denotes the normal vector to ∂Ω in x directed toward the outside of the domain. This
condition ensures we do not need to concern ourselves with boundary conditions for U on ∂Ω.
Furthermore, this kind of assumptions is natural in the context of MFG.

2.1 A propagation of monotonicity argument
It is well known that nonlinear PDE of the form of (2.1) can create shocks or singularity in

finite time, such as Burger’s equation. In general, structural conditions are required to prevent
such explosive phenomena. We refer to P.L. Lions lectures at Collège de France [23] for extensive
results concerning the PDE

∂tU + F (x, U) · ∇xU = G(x, U) for (t, x) ∈ (0,∞) × Rd.

In particular, in a monotone regime, he showed, by a propagation of monotonicity argument, that
a priori estimates can be obtained for such an equation. We shall say that we are in the monotone
regime when the following Hypothesis holds.

Hypothesis 2.1. There exists α > 0 such that U0 is α−monotone and (G,F ) is strongly monotone
in x, i.e. for almost every (x, u) in Ω × Rd, ∀(ξ, ν) ∈ Rd × Rd

ξT (DxU0)ξ ≥ α|DxU0 · ξ|2, (2.3)

(ξ, ν)T

(
DxG DuG
DxF DuF

)
(ξ, ν) ≥ α|ξ|2. (2.4)

Remark 2.2. It would be sufficient to require (G,F ) to be α−monotone in x instead of strong
monotonicity. To avoid technical difficulties we here make a slightly stronger assumption as we
delay such extension to a later section. In [23], other variants of the previous regime were also
studied. The same approach can be carried on here. Indeed, we could also require (G,F ) to be
α-monotone with respect to u instead of x, in which case the assumption on U0 can be weakened.
As this extension does not raise any particular difficulty, we leave it to the interested reader.

A similar approach is also valid in the case of (2.1) as the next result presents
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2 THE CASE OF AN AUTONOMOUS NOISE PROCESS

Proposition 2.3. Assume that there exists α > 0 such that Hypothesis 2.1 holds and let U be
a smooth solution of (2.1), uniformly Lipschitz in (x, p).Then, for all t ∈ [0, T ], p ∈ Rm, x →
U(t, x, p) is monotone. Furthermore, there exists a constant C > 0 depending only on F,G, b, U0
and T such that

∀t ≤ T, ∥DxU(t, ·)∥∞ ≤ C.

Proof.
An equation on the gradient

First of all, by writing W = U · ξ let us remark that W is solution of

∂tW + F · ∇xW + b · ∇pW − σ∆pW = G · ξ.

Consider:

Z(t, x, p, ξ) = ξ · ∇x(U · ξ) − β(t)|DxU · ξ|2

= ξ · ∇xW − β(t)|∇xW |2,

for a smooth function of time β which has yet to be chosen. We can express the derivatives of Z
in terms of (W,β): 

∇xZ = (ξ − 2β(t)∇xW )D2
xW,

∇pZ = (ξ − 2β∇xW ) ·D2
pxW,

∆pZ = (ξ − 2β(t)∇xW )∇x∆pW − 2β(t)|D2
xpW |2,

∇ξZ = ∇xW +DxU · (ξ − 2β∇xW ).

Since U is smooth, we can derive directly the equation satisfied by W to get the one satisfied by
its gradient

∂t(∇xW ) = ∇x (G · ξ − F · ∇xW − b · ∇pW + σ∆pW )
= ∇x(G · ξ) − ∇x(F ) · ∇xW − F ·D2

xW − b ·D2
xpW + σ∆p∇xW.

From which we get

∂tZ = −β′|∇xW |2 + (ξ − 2β∇xW ) · ∂t(∇xW )
= −β′|∇xW |2

+ (ξ − 2β(t)∇xW ) ·
(
DxG

T ξ −DxF
T ∇xW

)
+ (ξ − 2β(t)∇xW ) ·

(
DxU

TDuG
T ξ −DxU

TDuF
T ∇xW

)
+ (ξ − 2β(t)∇xW ) ·

(
−FD2

xW − bD2
xpW + σ∆p∇xW

)
.

Remark that:

(ξ − 2β(t)∇xW ) ·
(
DxU

TDuG
T ξ
)

= (DxU · (ξ − 2β(t)∇xW )) ·
(
DuG

T ξ
)

= (∇ξZ − ∇xW ) ·
(
DuG

T ξ
)
.

and that a similar calculation may be performed for the term in DuF .
We may also notice that

(ξ − 2β(t)∇xW ) ·
(
−FD2

xW − bD2
xpW + σ∆p∇xW

)
= −F · ∇xZ − b · ∇pZ + σ∆pZ + 2β(t)σ|D2

xpW |2.
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2 THE CASE OF AN AUTONOMOUS NOISE PROCESS

Looking at the equation satisfied by Z we get

∂tZ − σ∆pZ + b · ∇pZ + F · ∇xZ + (∇xWDuF − ξDuG) · ∇ξZ

= 2βσ|D2
xpW |2 − dβ

dt
|∇xW |2

+ ξDxGξ − ξDuG∇xW − ∇xWDxFξ + ∇xWDuF∇xW

+ 2β (∇xWDxF∇xW − ξDxG∇xW ) .

We can now make use of the monotonicity of the couple (G,F ) by noticing that

ξDxGξ − ξDuG∇xW − ∇xWDxFξ + ∇xWDuF∇xW =
(

−ξ
∇xW

)T (
DxG DuG
DxF DuF

)(
−ξ

∇xW

)
≥ α|DxGξ|2

by assumption. Now,

∂tZ − σ∆pZ + b · ∇pZ + F · ∇xZ + (∇xWDuF − ξDuG) · ∇ξZ

≥ α|DxG · ξ|2 − dβ

dt
|∇xW |2 + 2β (∇xWDxF∇xW − ξDxG∇xW )

≥ (α− β(t))|DxG · ξ|2 +
(
β(t)(∥DxG∥2 + 2∥DxF∥) − dβ

dt
(t)
)

|∇xW |2.

Let us take β0 < α and β(t) = β0e
−λβt with λβ chosen in such fashion that

λβ ≥ λ∗
β = ∥DxG∥2 + 2∥DxF∥.

By assumption on U0 and for this well chosen β we have:

{
Z|t=0 ≥ 0,

∂tZ − σ∆pZ + b · ∇pZ + F · ∇xZ + (∇xWDuF − ξDuG) · ∇ξZ ≥ 0 for (0, T ) × Ω × Rm.
(2.5)

Z is non-negative The non-negativity of Z is standard and follows classical comparison results.
We recall the main argument for the sake of completeness. Recall that U is Lipschitz and DxU is
hence bounded. As a consequence the SDE

pt = p0 −
∫ t

0
b(ps)ds+

√
2σWt,

Xt = x−
∫ t

0
F (Xs, ps, U(θ − s,Xs, ps))ds,

ξt = ξ0 −
∫ t

0
(DxU(θ − s,Xs, ps) · ξsDuF (Xs, ps, U(θ − s,Xs, ps)) − ξsDuG(Xs, ps, U(θ − s,Xs, ps))) ds.

are well defined on [0, θ] for any θ < T . Since Z has at most quadratic growth in ξ uniformly in
(x, p), applying Ito’s Lemma to

Z(θ, x, p0, ξ0) − Z(0, Xθ, pθ, ξθ)
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2 THE CASE OF AN AUTONOMOUS NOISE PROCESS

and using (2.5) yields

∀t < T ∀(x, p0, ξ0) ∈ Ω × Rm × Rd Z(t, x, p0, ξ0) ≥ E[Z0(Xt, pt, ξt)] ≥ 0

Estimate on the gradient Of course, the non-negativity of Z on [0, T ] gives an estimate on the
Lipschitz norm of U in x:

Z(t, x, p, ξ) ≥ 0 ⇐⇒ ξ ·DxU(t, x, p) · ξ ≥ β(t)∥DxU(t, x, p) · ξ∥2

=⇒ ∥DxU(t, x, p) · ξ∥
∥ξ∥

≤ 1
β(t) .

Taking the supremum over all (ξ, x, p) yields the required estimate:

∀t ≤ T, ∥DxU(t, ·)∥∞ ≤ 1
β(t) ≤ 2

α
eλβT .

The monotonicity of U in x is a trivial consequence of Z ≥ 0.

We shall see later on that this estimate is crucial to obtain the well-posedness of (2.1).

2.2 On Lipschitz solutions
Lipschitz solutions are weak solutions of the master equation. The main idea here is that should

the vector fields F ◦ U and G ◦ U be known and Lipschitz continuous, finding the solution of the
system reduce to a simple application of the Feynman-Kac formula. As a consequence we can
define the solution of the master equation as a fixed point of a Feynman-Kac inspired functional.
The main advantage of this approach is that it allows to define a concept of solution of (2.1) for
solutions which are merely Lipschitz continuous. We refer the reader to the paper [8] for a global
presentation of this notion. This notion was only stated in the absence of the noise process p.
Here, we only indicate how to adapt the results of [8] to the case of (2.1) as the extension is quite
immediate.

Consider two vector fields A :
{

R+∗ × Rd × Rm −→ Rd

(t, x, p) −→ A(t, x, p) and B :
{

R+∗ × Rd × Rm −→ Rd

(t, x, p) −→ B(t, x, p)
Lipschitz in (x, p) uniformly in t, such that Ω is left invariant by A, an initial condition U0 Lipschitz
in (x, p) and a Lipschitz continuous b : Rm → Rm. Let (ΩP ,F ,P) be a sufficiently rich probability
space, we define the functional ψ by ψ(T,A,B, U0) = V if


∀t ∈ [0, T ), (x, p) ∈ Ω × Rm V (t, x, p) = E

[∫ t

0
A(t− s,Xs, ps)ds+ U0(Xt, pt)

∣∣∣∣X0 = x, p0 = p
]
,

dXs = −B(t− s,Xs, ps)dt,
dps = −b(ps)dt+

√
2σdWs for W a Brownian motion on Rm under P.

When the function V defined in such a way is smooth we expect it to be solution of:{
∂tV +B(t, x, p) · ∇xV + b(p) · ∇pV − σ∆pV = A(t, x, p) in (0, T ) × Ω × Rm,

V |t=0 = U0.

Which leads to the following definition of a Lipschitz solution of the master equation (2.1):
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2 THE CASE OF AN AUTONOMOUS NOISE PROCESS

Definition 2.4. Let T > 0, U : [0, T ) × Rd × Rm → Rd is said to be a Lipschitz solution of (2.1)
if :

- U is Lipschitz in (x, p) uniformly in t ∈ [0, α] for all α in [0, T )

- for all t < T :
U = ψ(t, G(·, U), F (·, U), U0).

Let us now state the following result on Lipschitz solutions in this context, which is a local
existence theorem analogous to the Cauchy-Lipschitz theorem one could get for ordinary differential
equations.

Theorem 2.5. Let (F,G, b, U0) be Lipschitz in all the variables, then:

- There always is an existence time T > 0 such that we have a unique solution in the sense of
the aforementioned definition on [0, T ).

- There exist Tc > 0 and a maximal solution U defined on [0, Tc[ such that for all Lipschitz
solutions V defined on [0, T ) we have: T ≤ Tc and U |[0,T ) ≡ V .

- If Tc < ∞ then lim
t→Tc

∥U(t, ·)∥Lip = +∞.

We do not prove this Theorem as it is a straightforward extension of previously existing results
on Lipschitz solutions (see [8] Theorem 1.7).

Remark 2.6. For a function f : Rk → Rk we make use of the notation ∥f∥Lip for its Lipschitz
semi-norm:

∥f∥Lip = sup
x ̸=y

|f(x) − f(y)|
|x− y|

.

For a function of several variables f(x, p), we make the following misuse of notation for its Lipschitz
constant in x only:

∥Dxf∥∞ = sup
x ̸=y,p

|f(x, p) − f(y, p)|
|x− y|

,

as they are equal for C1 Lipschitz functions.

Note that the previous result holds even if Hypothesis 2.1 is not satisfied. The next Section is
devoted to generalizing the a priori estimate of Proposition 2.3 to functions which are only Lipschitz
solutions of the equation. Namely we want to show that since we have an a priori estimate on
∥DxU∥∞, the maximal time Tc given in Theorem 2.5 is equal to +∞. We end the present Section
by explaining how, using the equation, we can deduce a bound on DpU from a bound on DxU ,
thus making the estimation of DxU the crucial step of the argument.

Proposition 2.7. Assume (F,G,b,U0) are Lipschitz in all the variables. For any T > 0, there
exists C > 0 such that for any U Lipschitz solution of (2.1) on [0, T ):

∀t < T, sup
s∈[0,t]

∥DpU(s, ·)∥∞ ≤ C

(
1 + exp

(
t sup
s∈[0,t]

∥DxU(s, ·)∥∞

))
.
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2 THE CASE OF AN AUTONOMOUS NOISE PROCESS

Proof. Let us fix T > 0 and consider a Lipschitz solution U on [0, T ).
First, we can remark that, since b depends only on p, (ps)s≥0 satisfies an autonomous stochastic

differential equation independent of U . As b is Lipschitz, the classical results for the continuity of
SDE with respect to initial conditions are available.
let t < T , we define:

∀u ∈ [0, t] Xp0
u = x−

∫ u

0
F (Xp0

s , ps, U(t− s,Xp0
s , p

p0
s ))ds,

where
pp0

u = p0 −
∫ u

0
b(ps)ds+

√
2σWu

and
Mt = sup

s∈[0,t]
∥DxU(s, ·)∥∞,

which is finite as t < T .

E[|Xp0
u −Xq0

u |] ≤ ∥F∥Lip

∫ u

0
((1 +Mt)E[|Xp0

s −Xq0
s |] + (1 + ∥DpU(t− s, ·)∥∞)E[|pp0

s − pq0
s |]) ds.

From Gronwall’s Lemma applied to standard Lipschitz SDE we know there exists a constant Cb > 0
depending only on ∥b∥Lip and T such that

∀s ∈ [0, T ], E[|pp0
s − pq0

s |] ≤ Cb|p0 − q0|.

We can conclude by yet another Gronwall’s Lemma that

∀u ∈ [0, t], E[|Xp0
u −Xq0

u |] ≤ Cbe
(1+Mt)u|p0 − q0|(u+

∫ u

0
∥DpU(t− s, ·)∥∞ds).

Using the fact that U is a Lipschitz solution of the master equation on [0, t] gives

|U(t, x, p0) − U(t, x, q0)| ≤ E
[
∥G∥Lip

∫ t

0
((1 +Mt)|Xp0

s −Xq0
s | + (1 + ∥DpU(t− s)∥∞)|pp0

s − pq0
s |)ds

]
+ ∥U0∥LipE[|Xp0

t −Xq0
t | + |pp0

t − pq0
t |] .

Hence

|U(t, x, p0) − U(t, x, q0)|
|p0 − q0|

≤ C(1 + eMtt +
∫ t

0
∥DpU(t− s, ·)∥∞ds),

where C is a positive constant depending only on ∥(F,G, b, U0)∥Lip and T . Since

sup
p,q

|U(t, x, p) − U(t, x, q)|
|p− q|

= ∥DpU(t, ·)∥∞,

we conclude by Gronwall’s lemma that

sup
s∈[0,t]

∥DpU(s, ·)∥∞ ≤ C
(
1 + etMt

)
.

As this holds true for any t < T , the proof is complete.
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2 THE CASE OF AN AUTONOMOUS NOISE PROCESS

Remark 2.8. A similar estimate on ∥DpU∥∞ can still be obtained when b is assumed to a Lipschitz
function of (x, p). The proof is slightly more technical but follows from the exact same argument.
Moreover, under the assumption σ > 0, we may be able to get a better bound on the gradient of U
in p. Indeed, we could get estimates on DpU once DxU is bounded by freezing x and considering
the semi-linear parabolic system in p only:

∂tU + b(p) · ∇pU − σ∆pU = G(x, p, U) − F (x, p, U) · ∇xU.︸ ︷︷ ︸
source term Lipschitz in U , uniformly in x

However because our estimate on ∥DxU∥∞ is only valid when b depends on p only, we would rather
not rely on parabolic regularity. This allows us to consider the fully degenerate case σ = 0.

2.3 Existence of global solutions
In this section we give sufficient conditions for the existence of a Lipschitz solution of the master

equation (2.1) independently of the time horizon T . Namely, we show how we can make rigorous
the a priori estimate of Proposition 2.3 for Lipschitz solutions of (2.1). From Proposition 2.7,
we know that this would implies a bound on DpU . Hence, since there is always uniqueness of a
maximal Lipschitz solution, existence and uniqueness of a global Lipschitz solution shall follow.
The proof of Proposition 2.3 is based on a derivation of the system (2.1). Obviously this does not
generalise well to Lipschitz solutions, a first step to adapt the argument of Proposition 2.3 is to
state Hypothesis 2.1 directly at the level of the functions (U0, F,G) rather than on their gradient.
We start with a Lemma,

Lemma 2.9. Let f : Rd → Rd be a function of class C1, the following two proposition are
equivalent:

- ∃α, ∀x ξ ·Df(x) · ξ ≥ α|Df · ξ|2. (i)

- ∃α, ∀(x, y) ⟨f(x) − f(y), x− y⟩ ≥ α|f(x) − f(y)|2. (ii)

Remark 2.10. This elementary result is already well-known, we included a proof in Appendix for
the sake of completeness.

According to Lemma 2.9, Hypothesis 2.1 implies that there exists α > 0 such that for all x, y
in Ω, u, v in Rd and p in Rm

⟨U0(t, x, p) − U0(t, y, p), x− y⟩ ≥ α|U0(t, x, p) − U0(t, y, p)|2, (2.6)

⟨G(x, p, u) −G(y, p, v), x− y⟩+⟨F (x, p, u) − F (x, p, v), u− v⟩ ≥ α|x− y|2. (2.7)

The main idea of this Section is that, to overcome the lack of regularity of a Lipschitz solution, we
need to adapt the proof of Proposition 2.3 for another auxiliary function. Following the equivalence
of Lemma 2.9, we define the following:

Z(t, x, y, p) = ⟨U(t, x, p) − U(t, y, p), x− y⟩ − β(t)|U(t, x, p) − U(t, y, p)|2, (2.8)
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2 THE CASE OF AN AUTONOMOUS NOISE PROCESS

for a Lipschitz solution U of (2.1) and a smooth function of time β to be chosen later on. This
function shall play the role of Z in the proof of Proposition 2.3. If U was smooth we would expect
this new function Z defined in (2.8) to be a solution of

∂tZ + F x · ∇xZ + F y · ∇yZ + b(p) · ∇pZ − σ∆pZ

= ⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ (2.9)

+ 2β(t)σ|∇pU
x − ∇pU

y|2 − 2β⟨Gx −Gy, Ux − Uy⟩ − dβ

dt
|Ux − Uy|2,

where we have used the notation Ux = U(t, x, p),F x = F (x, p, Ux) and Gx = G(x, p, Ux). Recall
that in Proposition 2.3, we wanted to apply a comparison principle on Z. We keep the same
strategy here. We are going to show that Z is a super-solution of

∂tW + F x · ∇xW + F y · ∇yW + b(p) · ∇pW − σ∆pW (2.10)

≥ ⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ − 2β⟨Gx −Gy, Ux − Uy⟩ − dβ

dt
|Ux − Uy|2.

We now show that Z satisfies equation (2.10) in the viscosity sense. Let us remind the definition
of a viscosity solution. Let O be an open subset of Rk for some k ∈ N and B be a continuous
mapping from R+×O×R×Rm×Mk(R) → R. Consider the following non linear partial differential
equation

∂tu(t, x) +B(t, x, u(t, x),∇xu(t, x), D2
xu(t, x)) = 0 for (t, x) in (0, T ) × O (E)

Definition 2.11. Let u : (0, T ) × O → R be a continuous function.
(i) We say that u is a viscosity supersolution of (E) if for any φ ∈ C1,2((0, T ) × O) such that a
point of minimum (t∗, x∗) of u− φ is achieved in (0, T ) × O the following holds

∂tφ(t∗, x∗) +B(t∗, x∗, u(t∗, x∗),∇xφ(t∗, x∗), D2
xφ(t∗, x∗)) ≥ 0.

(ii) We say that u is a viscosity subsolution of (E) if for any φ ∈ C1,2((0, T ) × O) such that a
point of maximum (t∗, x∗) of u− φ is achieved in (0, T ) × O the following holds

∂tφ(t∗, x∗) +B(t∗, x∗, u(t∗, x∗),∇xφ(t∗, x∗), D2
xφ(t∗, x∗)) ≤ 0.

(iii) We say that u is a viscosity solution of (E) if u is both a viscosity supersolution and a viscosity
subsolution of (E).

Note that in all generality, the definition of a viscosity solution can be extended beyond the
continuous setting to function u that are only locally bounded. One of the key features of viscosity
solutions is that under some structural assumptions on the operator B they satisfy a comparison
principle. For more details on viscosity solutions we refer to [16] for a general introduction and to
[31] for an introduction to viscosity solutions in the context of optimal control.

Lemma 2.12. Assume that (F,G, b, U0) are Lipschitz. Let U be a Lipschitz solution of the master
equation (2.1) on [0, T ) for T > 0 and Z be defined as in (2.8).
Then Z is a viscosity supersolution of (2.10) on (0, T )
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2 THE CASE OF AN AUTONOMOUS NOISE PROCESS

Proof.
A relation satisfied by Z
To prove this lemma, we make extensive use of the representation formula for Lipschitz solutions.
For t < T U is given by

U(t, x, p) = E
[∫ t

0
G(Xs, ps, U(t− s,Xs, ps))ds+ U0(Xt, pt)

∣∣∣∣X0 = x, p0 = p
]
,

dXs = −F (Xs, ps, U(t− s,Xs, ps))dt,
dps = −b(ps)dt+

√
2σdWs.

To simplify computations we make use of the notation

Gx,p
s = G(Xs, ps, U(t− s,Xs, ps)),

for the process (Xt, pt)t≥0 starting in (x, p). Let us first remark that U satisfies a dynamic pro-
gramming principle

U(t, x, p0) = E
[
U(s,Xx

t−s, p
p0
t−s) +

∫ t−s

0
G(Xx

u , p
p0
u , U(t− u,Xx

u , p
p0
u ))du

]
.

This follows from the definition of a Lipschitz solution. Let us introduce

W (t, x, y, p) = ⟨U(t, x, p) − U(t, y, p), x− y⟩.

From the previous dynamic programming principle, the following holds

W (t, x, y, p0) =

E
[
W (s,Xx

t−sY
y

t−s, p
p0
t−s) +

∫ t−s

0
(⟨Gx,p0

u −Gy,p0
u , x− y⟩ + ⟨F x,p0

u − F y,p0
u , Ux,p0

s − Uy,p0
s ⟩) du

]
. (2.11)

Remark that
Mx,p0

t−s = U(s,Xx
t−s, p

p0
t−s) +

∫ t−s

0
G(Xx

u , p
p0
u , U(t− u,Xx

u , p
p0
u )du

is a martingale on [0, t]. This is a classical result for Feynman-Kac representation formulae. To
establish it, notice that for any w > s

U(s,Xx
t−s, p

p0
ts

) +
∫ t−s

t−w
G(Xx

u , p
p0
u , U(t− u,Xx

u , p
p0
u )du

= U(s, X̃Xx
t−w

s−w , p̃
p

p0
t−w

s−w ) +
∫ s−w

0
G(X̃Xx

t−w
u , p̃

p
p0
t−w

u , U(w − u, X̃
Xx

t−w
u , p̃

p
p0
t−w

u )du,

where the process (X̃, p̃) have been constructed with a Brownian motion independent of Ft−w =
σ ((Ws)s≤t−w). Taking the conditional expectation with respect to Ft−w and applying the dynamic
programming principle satisfied by U we then easily get that for any 0 ≤ s ≤ w ≤ t

E[Mx,p0
t−s −Mx,p0

t−w |Ft−w] = 0.

Let Ms = Mx,p0
s −My,p0

s ,

|U(t, x, p0) − U(t, y, p0)|2 = |M0|2

= E
[
|Ms|2 − |Ms −M0|2

]
≤ E

[
|Ms|2

]
.
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2 THE CASE OF AN AUTONOMOUS NOISE PROCESS

By definition of (Ms)s≥0

|U(t, x, p0) − U(t, y, p0)|2 ≤ E
[∣∣∣∣Ux,p0

s − Uy,p0
s +

∫ t−s

0
(Gx,p0

u −Gy,p0
u )du

∣∣∣∣2
]
. (2.12)

We are now ready to prove the statement.

Z(t, x, y, p) = W (t, x, y, p) − β(t)|U(t, x, p) − U(t, y, p)|2

= W (t, x, y, p)︸ ︷︷ ︸
I

−β(s) |U(t, x, p) − U(t, y, p)|2︸ ︷︷ ︸
II

−(β(t) − β(s))|U(t, x, p) − U(t, y, p)|2.

Applying (2.11) to I and (2.12) to II, and developing the square in inequality (2.12) implies that

Z(t, x, y, p0) ≥ E
[
Z(s,Xx

t−s, Y
y

t−s, p
p0
t−s) − β(s)∥

∫ t−s

0
(Gx,p0

u −Gy,p0
u )du∥2

]
+ E

[∫ t−s

0
(⟨Gx,p0

u −Gy,p0
u , x− y⟩ + ⟨F x,p0

u − F y,p0
u , Ux,p0

s − Uy,p0
s ⟩) du

]
(2.13)

− (β(t) − β(s))∥U(t, x, p0) − U(t, y, p0)∥2 − 2β(s)E
[∫ t−s

0
⟨Ux,p0

s − Uy,p0
s , Gx,p0

u −Gy,p0
u ⟩|

]
.

Moreover, remark that such an inequality would still holds if instead of a deterministic time s we
were to consider an almost surely bounded stopping time τ in [0, t].

Z is a viscosity supersolution
Let us now assume that for some (t, x, y, p0) ∈ (0, T ) × Ω2 × Rm there exists a smooth function φ
such that

Z(t, x, y, p0) − φ(t, x, y, p0) = min(Z − φ) = 0,
and define the stopping time

τh = inf{s > 0 (s, ps) /∈ [0, h] ×B(p0, 1)}.

Where B(p0, 1) = {q ∈ Rm ∥q−p0∥ ≤ 1}. Because Z(t−τh, X
x
τh
, Y y

τh
, pp0

τh
) ≥ φ(t−τh, X

x
τh
, Y y

τh
, pp0

τh
),

holds almost surely and it becomes an equality at (t, x, y, p0) it is easy to see that φ satisfies
inequality (2.13) with the stopping time for any h ≤ 1. We may then apply Ito’s lemma to φ and
divide by h. Since φ,Dφ,D2φ, F,G, b, U are all continuous function on [t − 1, t] × Ω × B(p0, 1)
which is compact, they are bounded on this set. By the dominated convergence theorem, we finally
arrive at

∂tφ+ F x · ∇xφ+ F y · ∇yφ+ b(p) · ∇pφ− σ∆pφ

≥ ⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ − 2β⟨Gx −Gy, Ux − Uy⟩ − dβ

dt
|Ux − Uy|2.

Because this holds at all points of minimum (t, x, y, p0) ∈ (0, T )×Ω2 ×Rm of Z−φ for any smooth
function φ, Z is indeed a viscosity supersolution of (2.10).

This slightly technical Lemma is the cornerstone that will allows us to show that monotonicity
estimates are still valid for Lipschitz solution. We can now state the main result of this Section:

Theorem 2.13. Assume that (U0, G, F, b) are Lipschitz in all variables, under Hypothesis 2.1 there
exists a unique global Lipschitz solution of (2.1).
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3 NOISE DEPENDING ON THE STATE OF THE GAME

Proof. Because we already got an estimate on ∥DpU∥∞ in terms of ∥DxU∥∞ we need only to show
that ∥DxU∥∞ does not blow up in finite time. All functions (U0, G, F, b) are Lipschitz, hence there
exists a time T > 0 and an associated Lipschitz solution U to (2.1) on [0, T ). Let Z be defined as
in (2.8), we know thanks to Lemma 2.12 that on any time interval [0, τ ], τ < T , Z is a viscosity
supersolution of (2.10). Now, using assumption (2.7) on the monotonicity of (G,F ), we get that
for any (t, x, y, p)

⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ − 2β⟨Gx −Gy, Ux − Uy⟩ − dβ

dt
|Ux − Uy|2

≥ (α− ∥DxG∥2
∞β)|x− y|2 − (β∥DuG∥∞ + dβ

dt
)|Ux − Uy|2.

Fixing β0 ≤ α and β(t) = β0e
−λt with λ ≥ ∥DuG∥∞, we finally get that Z is a viscosity superso-

lution of
∂tZ + F x · ∇xZ + F y · ∇yZ + b(p) · ∇pZ − σ∆pZ ≥ 0. (2.14)

Since β0 was choosen smaller than α, our assumption on U0 also ensure that

Zt=0 ≥ 0.

We may now conclude by a comparison principle that Z stay positive over the course of time for
any time interval [0, τ ] with τ < T . We can apply Theorem 2.5 of [19] on such time interval which
implies:

inf
[0,τ ]

Z ≥ 0.

It only remains to show that the non-negativity of Z implies an estimate on its Lipschitz bound
in x. Take t < T, (x, y, p) ∈ Ω2 × Rm, from the non-negativity of Z

|U(t, x, p) − U(t, y, p)∥x− y| ≥ β(t)|U(t, x, p) − U(t, y, p)|2.

We then deduce
1
β(t) ≥ |U(t, x, p) − U(t, y, p)|

|x− y|
.

Taking the supremum over (x, y, p), we finally get

∀t < T, ∥DxU(t, ·)∥∞ ≤ 1
β(t) .

Since we have an uniform bound on the Lipschitz norm of U in x, it is then easy to see that the
blow up time T of our Lipschitz solution U must satisfies T = +∞ to avoid any contradiction,
hence the existence of a global Lipschitz solution of the problem.

3 Noise depending on the state of the game
In this Section we investigate the more intricate case of the master equation{
∂tU + F (x, p, U) · ∇xU + b(x, p, U) · ∇pU − σ∆pU = G(x, p, U) for t ∈ (0, T ), x ∈ Ω, p ∈ Rm,

U(0, x, p) = U0(x, p) for (x, p) ∈ Ω × Rm.
(3.1)

The only difference with (2.1) is that now we allow b, the drift of the stochastic process p, to
depend both on x and the value U itself. We keep up with the assumption we made on Ω ⊂ Rd.
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3.1 Preliminary remarks
3.1.1 Modeling

In our opinion, the fact that b can depend on (x, U) is natural in a wide variety of applications.
Indeed, consider for instance the case in which p models the price of a stock. In such a situation, it
seems fair for its evolution to depend on the distribution of players x and their decisions (captured
by U itself in this finite states setting). In general, common noise models exogenous or environ-
mental factors. We believe realistic to assume that in certain contexts, the players have an effect
on their environment!

Let us insist that at the moment, there seems to have been remarkably few interest in the
systematic study of PDE arising from this kind of model. In fact to the extent of our knowledge the
only preexisting results were given on Forward backward stochastic differential equations (FBSDE)
rather than on the associated partial differential equation [30].

3.1.2 Necessity of new estimates

In this setting, the definition of what is a Lipschitz solution has to be slightly changed to
account for non linearity introduced by the dependency of b in U . Indeed we now define ψ̃ for
three vector fields (A,B1, B2):

ψ̃(T,A,B1, B2, U0) = V,

where ∀t ∈ [0, T ), (x, p) ∈ Ω × Rm V (t, x, p) = E
[∫ t

0
A(t− s,Xs, ps)ds+ U0(Xt, pt)

∣∣∣∣X0 = x, p0 = p
]
,

dXs = −B1(t− s,Xs, ps)dt,
dps = −B2(t− s,Xs, ps)dt+

√
2σdWs.

and we define a Lipschitz solution as a fixed point of this new functional.

Definition 3.1. Let T > 0, U : [0, T ) × Rd × Rm → Rd is said to be a Lipschitz solution of (3.1)
if :

- U is Lipschitz in (x, p) uniformly in t ∈ [0, α] for all α in [0, T )

- for all t < T :
U = ψ̃(t, G(·, U), F (·, U), b(·, U), U0)

Previous results of local existence for Lipschitz solutions still hold in this more involved case
(such as in [8], Theorem 2.4). We want to stress that global gradient estimates obtained in the
autonomous case do not hold in general in this new model. While we expect that we could still
get estimates on the gradient in p in function of the gradient in x using parabolic regularity, it is
not so clear that DxU does not blow up in finite time.

Difficulties arising from the dependency of b on U
Before giving an example of an explosion of DxU , we state a Lemma on solutions of the master

equation which are invertible in x. This is a natural extension of a result presented by P.L. Lions
during his lectures [23] to the master equation we are studying.
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Lemma 3.2. Let U be a regular solution of

{
∂tU + F (x, p, U) · ∇xU + b(x, p, U) · ∇pU − σ∆pU = G(x, p, U) (t, x, p) ∈ (0, T ) × Rd × Rm,

U(0, x, p) = U0(x, p).

Assume that for all (t, p) U is invertible in x and that V , its inverse in x, is smooth in all variables.
Then V is a solution of{

∂tV +G(V, p, y) · ∇yV + b(V, p, y) · ∇pV − σ∆pV = F (V, p, y) (t, y, p) ∈ (0, T ) × Rd × Rm,
V (0, y, p) = U−1

0 (y, p).

with the misuse of the notation U−1
0 (y, p) = (U0(·, p))−1 (y).

Proof. Let 1 ≤ i ≤ d and t < T , we know that:

V i(t, U(t, x, p), p) = xi.

As a consequence:

0 = d

dpk

V i(t, U(t, x, p), p),

0 = ∂pk
V i + ∂yj

V i∂pk
U j, (3.2)

where we used Einstein notation for summation. Similarly,

0 = d

dt
V i(t, U(t, x, p), p),

= ∂tV
i + ∂yj

V i∂tU
j.

Plugging the equation satisfied by U in this last equality leads to

0 = ∂tV
i + ∂yj

V i

(
Gj − F k∂xk

U j − bk∂pk
U j + σ

∑
k

∂2
pk
U j.

)
.

Defining y = U(t, x, p) and x = V (t, y, p) gives

∂yj
V i(t, U(t, x, p), p)Gj(x, p, U(t, x, p)) = G(V, p, y) · ∇yV

i.

Because ∂yj
V i∂xk

U j = δik for the Kronecker delta symbol,

F k∂yj
V i∂xk

U j = F i(x, p, U(t, x, p)) = F i(V (t, y, p), p, y).

For the last term involving σ,

σ
∑

k

∂2
pk
U j∂yj

V i = σ
∑

k

∂pk

(
∂pk

U j∂yj
V i
)

− ∂pk
U j∂2

pk,yj
V i − ∂pk

U j∂2
yj ,yl

V i∂pk
U l

= σ
∑

k

∂pk

(
∂pk

U j∂yj
V i
)

− ∂pk
U j∂yj

(
∂pk

V i + ∂yl
V i∂pk

U l
)
.

Making use of (3.2) we can write

σ
∑

k

∂2
pk
U j∂yj

V i = −σ
∑

k

∂2
pk
V i.

Finally, we get

∂tV
i +G(V, p, y) · ∇yV

i − F i + b(V, p, y) · ∇pV
i − σ∆pV

i = 0.
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Remark 3.3. While we decided to state this result on Rd, in the proof we only use the fact that
U is a one to one function. Taking an equation on the whole space is a choice of convenience as
otherwise the domain of y → V (t, y, p) depends on (t, p).

The previous Lemma yields an analogy between the dependence of b on x and on U . Before
giving an example of explosion in the case in which b depends on x, we present an example in
which we highlight this formal change of variable.

Example 3.4. Consider the equation

∂tU + F (U) · ∇xU + b(U) · ∇pU − σ∆pU = 0 (t, x, p) ∈ (0, T ) × Rd × Rm,
U(0, x, p) = U0(x, p) x ∈ Rd, p ∈ Rm.

For U0 invertible in x, we note V the inverse of U in x. Following Lemma 3.2 we expect V to be
a solution of:

∂tV + b(y) · ∇pU − σ∆pU = F (y) (t, y, p) ∈ (0, T ) × Rd × Rm

V (0, y, p) = U−1
0 (y, p) y ∈ Rd, p ∈ Rm,

when it is well defined. From which we can deduce the expression of V by integrating along the
characteristics

V (t, y, p) = E
[
tF (y) + V0(y, p− tb(y) +

√
2σWt)

]
.

It then follows that

DyV (t, y, p) = E
[
tDuF (y) +DyV0(y, p− tb(y) +

√
2σWt) − tDpV0(y, p− tb(y) +

√
2σWt)Dub

]
= E

[
(DxU0)−1 (Id + t(DxU0DuF (y) +DpU0Dub)) (y, p− tb(y) +

√
2σWt)

]
,

where the last line was obtained using the fact that U and V are inverse of each others,

Dp(U ◦ V ) = DpU(V ) +DxU(V )DpV = 0.

If there exists a point (t∗, y∗, p∗) such that DyV (t∗, y∗, p∗) is not invertible, then we expect that

lim
(t,y,p)→(t∗,y∗;p∗)

∥DxU(t, V (t, y, p), p)∥ → +∞.

In the case σ = 0, a sufficient condition to avoid such an explosion could be

∀(x, p) ∈ Rd × Rm DxU0(x, p)DuF (U0(x, p)) +DpU0(x, p)Dub(U0(x, p)) ≥ 0.

This clearly imposes structural conditions on b and U0.

Difficulties arising from the dependency of b on x It is quite natural that further as-
sumptions and restrictions be required when b depends on U . However, the dependence of b in x,
even if it does not add any additional non-linearity in the problem, can lead to the apparition of
singularities in finite time. We now give such an example.

Example 3.5. Let us a consider a toy model in dimension one with
F (x, p, U) = U,
G(x, p, U) = x,
b(x, p) = λx,

U0(x, p) = α0x+ β0p.
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Looking for a linear solution U(t, x, p) = α(t)x+ β(t)p of

∂tU + U∂xU + λx∂pU − σ∂2
pU = x in (0,∞) × R2,

we get 
dα
dt

(t) + α(t)2 + λβ(t) = 1,
dβ
dt

(t) + α(t)β(t) = 0,
α(0) = α0,
β(0) = β0.

We may easily solve for β assuming α is well behaved

β(t) = β0e
−
∫ t

0 α(s)ds.

Hence α is solution to {
dα
dt

(t) + α(t)2 + λβ0e
−
∫ t

0 α(s)ds = 1,
α(0) = α0.

Let us now take λβ0 ≥ 1. Assume that α0 < 0 at time 0, then
dα

dt
(0) ≤ −α2(0) < 0.

As a consequence α must be decreasing in a neighbourhood of zero and we deduce that on this set
dα

dt
(t) ≤ −α2(t) < 0.

Because this leads to α further decreasing, we deduce that the inequality must be true for all times
and hence that there exist T < +∞ such that lim

t→T
α(t) = −∞. This was to be expected as in this

very simple case the monotonicity condition on U0 reduces to α0 ≥ 0.
Let us now assume that α0 > 0 so that U0 is strongly monotone in x, it only remains to show

that for a well chosen pair (λ, β0) there exists a time t such that α(t) < 0, using the previous result
this will then be enough to ensure α blows up in finite time. Take a couple (λ, β0) satisfying

1 − λβ0e
−α0(α0+1) ≤ −1.

For this choice, α must be decreasing around 0 and by a similar argument as the one used earlier
we deduce that

∀t ∈ [0, α0 + 1], dα
dt

(t) ≤ −1.

Hence α becomes negative in finite time.
Since ∂xU(t, x, p) = α(t) this is indeed a blow up of the gradient of U in finite time. This

shows that despite the regularizing effects from the (strong in this case) monotonicity1 of both F
and G, the dependency of b in x might be enough to perturb the well-posedness of the equation,
even though it did not add further non linearity. Let us also remark the regularizing effect the
monotonicity of b in p would have on the equation. In this linear setting this translates as

b(x, p) = λx+ µp µ > 0.

Hence β would become:
β(t) = β0e

−µt−
∫ t

0 α(s)ds.

Adding the term in e−µt tends to make β(t) smaller in absolute value (though it might not be
enough to compete with the term in α).

1Indeed, it was shown in [7] that in the absence of b, such an equation regularizes the initial condition.
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3.2 A heuristic on the mean field game master equation
As we just saw, the estimates of Section 2 are in general not true anymore when b depends

on (x, U). However under additional assumptions, we may recover an estimate stemming from a
similar idea to the one that led to Proposition 2.3. As the proof is somewhat calculation intensive
(although very similar to the one in the case where b depends only on p), we present first an
heuristic that shows from where both the result, and the hypothesis which might not seems very
intuitive at first glance, come from.

Let us first take a look at first order Hamilton Jacobi Bellman (HJB) equations. Let φ be a
solution of: {

∂tφ+H(x,∇xφ) = 0 in (0,∞) × Rd,
φ|t=0 = φ0.

If we fix U = ∇xφ, then we know that U is solution of

∂tU + F (x, U) · ∇xU = G(x, U) in (0,∞) × Rd, (3.3)

for F (x, u) = DuH(x, u) and G(x, u) = −DxH(x, u). In particular this shows that the propagation
of monotonicity (and as such of regularity) on U is equivalent to the propagation of convexity on
φ. In general, we don’t have to consider a potential game (ie the gradient of a HJB equation) so
long as the equations keeps the same structure. Let us also mention that equation (2.1) falls into
this category of equation as we can easily see it by taking the gradient in x of the equation{

∂tφ+H(x, p,∇xφ) + b(p) · ∇pφ− σ∆pφ = 0,
φ|t=0 = φ0.

This explains why estimates previously obtained without the variable p still held true in this
setting: the fundamental structure of the equations was not changed. However it is easy to see
that such considerations do not hold anymore when b depends on more than just p. In this case,
we would see a term in ∇pφ come out in the equation satisfied by ∇xφ which cannot be expressed
in term of this last function alone. We remark, nonetheless, that we would obtain an equation
with the same structure if we were to look at the one satisfied by (∇xφ,∇pφ). With this insight,
we may try to "complete" equation (3.1) by another. Let V be a solution of ∂tV + F (x, p, U) · ∇xV + b(x, p, U) · ∇pV − σ∆pV = Q(x, p, U, V ) in (0,∞) × Rd × Rm

V |t=0 = V0(x, p),
(3.4)

where Q and V0 are Rm valued Lipschitz functions. Considering the equation satisfied by Ū =
(U, V ) we get

∂tŪ + F̄ (X, Ū) · ∇XŪ − σ∆pŪ = Ḡ(X, Ū),
with X = (x, p), F̄ (X, Ū) = (F, b)(x, p, U) and Ḡ(X, Ū) = (G,Q)(x, p, U, V ).
Following the proof of Proposition 2.3 we expect that under the assumptions

⟨Ū0(X) − Ū0(Y ), X − Y ⟩ ≥ α|Ū0(X) − Ū0(X)|2 (3.5)

⟨Ḡ(X, Ū(t,X)) − Ḡ(Y, Ū(t, Y )), X − Y ⟩+⟨F̄ (X, Ū(t,X)) − Ḡ(Y, Ū(t, Y )), Ū(t,X) − Ū(t, Y )⟩
≥ α|X − Y |2, (3.6)
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we will be able to recover global Lipschitz estimates from monotonicity on the couple (U, V ) and
hence on U . Let us now discuss a bit on the choice of the function V to "complete" U . So far
we have stayed rather ambiguous on whether (V0, Q) are fixed and V is to be considered as an
additional unknown or V is a chosen smooth function and (V0, Q) are defined through (3.4). We
claim that both approach are possible. However because condition (3.6) is also a condition on
V , it is hard to keep track of it without some a priori knowledge on V . This is why the second
approach is much more practical. Condition (3.5) implies that V0 must be monotonous in p, the
simplest choice of such a function V is to take:

V (t, x, p) = V0(x, p) = Ap,

with A ∈ Mm(R) a positive definite matrix. Defining Q through (3.4) we deduce that

Q(x, p, U) = Ab(x, p, U).

In light of this fact and the linearity of V , Conditions (3.5) and (3.6) reduce to

Hypothesis 3.6. There exist a matrix A ∈ Mm(R) and α > 0 such that for all x, y in Ω, p, q in
Rm and u, v in Rd:

⟨U0(x, p) − U0(y, q), x− y⟩+⟨p− q, A(p− q)⟩ ≥ α|U0(x, p) − U0(y, q)|2, (3.7)

⟨G(x, p, u) −G(y, q, v), x− y⟩ + ⟨F (x,p, u) − F (x, q, v), u− v⟩ + ⟨b(x, p, u) − b(y, q, v), (A+ AT )(p− q)⟩
≥ α(|x− y|2 + |p− q|2). (3.8)

Because both conditions can be expressed only in terms of A + AT , we may assume without
loss of generality in the rest of the paper that A is a symmetric matrix. The condition (3.8) is
then simply a monotonicity condition on (G,F,Ab). If there exists a matrix A such that both
conditions hold, we expect that we are able to get estimates on U . Let us insist on the fact that
both conditions on U0 and A are not trivial. For example (3.7) implies that the gradient of U in
p must vanish when the gradient in x is itself 0. Of course, if we have a strong non-degeneracy
condition on DxU0, say for instance, uniform coercivity in (x, p) then we may always find a suitable
A. Note that for potential games, this means U0 is the gradient of a strongly convex function in x
uniformly in p. We can also give the following example that do not require coercivity of DxU0.

Example 3.7. Let Ψ : Rd → Rd be such that

∃α > 0 ∀(x, y) ∈ R2d ⟨Ψ(x) − Ψ(y), x− y⟩ ≥ α|Ψ(x) − Ψ(y)|2.

and f : Rm → Rd be Lipschitz. Then there exists A ∈ Mm(R) such that

U0(x, p) = Ψ(x+ f(p))

satisfies the condition (3.7).

It does becomes much simpler though, if we assume that U0 is not a function of p, as the
condition on (U0, A) then reduces to the α−monotonicity of U0 in x, and because we can choose
any matrix A positive semi-definite, the joint monotony of (G,F, b) become a sufficient condition
to propagate estimates on U. While this was a fairly obvious observation, we still present it as
we believe that it is natural in some applications to have U0(x, p) ≡ U0(x) (remember that p
models noise). Nevertheless, we don’t believe this monotonicity condition on b to be unreasonable.
Consider the following example in dimension 1
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Example 3.8. Let
b(x, p) = (r0 + r(x)

1 + p
)p for (x, p) ∈ Ω × R+,

with r0 > 0 and inf
x

(r0 + r(x)) = α > 0 and assume (F,G) satisfy Hypothesis 2.1. Then if we
assume either that ∥DpF∥∞ and ∥DpG∥∞ or ∥r∥Lip are sufficiently small, there exist an A ∈ R+

such that the condition (3.8) is fulfilled.

This is an interesting example as it allows us to consider SDEs of the form

dpt = pt(rtdt+ σdWt),

which may be used to model market prices or other positive quantities of interest. In this example
r0 could model a flat rate for inflation while r(x) correspond to the dependence of the asset price on
the distribution of the players x and the term 1

1+p
accounts for inertia of the price. The condition

on r+r0 can then be understood as the fact that the market tends to drive up the price of the asset
which is arguably a strong assumption. In this particular case a value function can be defined for
p in R+ only without additional boundary condition as 0 is an absorbing point for the process (pt).
Of course since the Brownian term depends on p this model does not quite correspond to equation
(3.1). Let us state that for σ sufficiently small, this is of no concern as we delay the analysis of
this more convoluted case to section 3.5.4

3.3 Gradient estimate
Following the heuristic we just described, we state and prove the following gradient estimate.

As in the previous Section, we are not going to use directly this estimate as we shall work with
Lipschitz solutions. We still present it so that the link with the autonomous case is made more
transparent.

Proposition 3.9. Let U be a smooth solution of the master equation (3.1) on (0, T ), uniformly
Lipschitz continuous in (x, p). Assume that (G,F, b) is smooth, Lipschitz in all the variables and
satisfies (3.8). Further assume that U0 is such that:

∃A ∈ Mm(R), α > 0,
(
ξ1
ξ2

)T (
DxU0 DpU0

0 A

)(
ξ1
ξ2

)
≥ α|DxU0 · ξ1|2, (3.9)

Then U is monotone in x on [0, T ) and there exists constants Cx, Cp depending on G,F, b, U0 and
T only such that:

∀t < T ∥DxU(t, ·)∥∞ ≤ Cx, ∥DpU(t, ·)∥∞ ≤ Cp.

Proof. Set ξ = (ξ1, ξ2) ∈ Rd+m, W (t, x, p, ξ) = U(t, x, p) · ξ1 and

Z(t, x, p, ξ) = ξ1 · ∇x(U · ξ1) + ξ2 · ∇p(U · ξ1) − β(t)|∇xU · ξ1|2 + ξ2 · Aξ2

= ξ1 · ∇xW + ξ2 · ∇pW − β(t)|∇xW |2 + ξ2 · Aξ2

Remark that for β0 ≤ α we have Z|t=0 ≥ 0 by assumption on U0.
Let us now show that Z stays non-negative over time for a well chosen function β. Looking at the
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equation satisfied by Z we get

∂tZ − σ∆pZ + b · ∇pZ + F · ∇xZ

+ (−Dpbξ2 +Dxbξ1 −Dub∇xW + 2βDxb∇xW ) · ∇ξ2Z + (∇xWDuF + ∇pWDub− ξ1DuG) · ∇ξ1Z

= 2βσ|D2
xpW |2 − dβ

dt
|∇xW |2

+ (ξ1DxGξ1 − ξ1DuG∇xW − ∇xWDxFξ1 + ∇xWDuF∇xW )
+ (∇xWDpF − ξ1DpG) · ξ2 + 2ξ2 (ADpbξ2 + ADxbξ1 − ADub∇xW )
+ 2β (−2ξ2ADxb∇xW + ∇xWDxF∇xW − ξ1DxG∇xW )

Remark that

(ξ1DxGξ1 − ξ1DuG∇xW − ∇xWDxFξ1 + ∇xWDuF∇xW )
+ (∇xWDpF − ξ1DpG) · ξ2 + 2ξ2 (ADpbξ2 + ADxbξ1 − ADub∇xW )

=

 −ξ1
∇xW
−ξ2


T  DxG DuG DpG

DxF DuF DpF
2ADxb 2ADub 2ADpb


 −ξ1

∇xW
−ξ2

 ≥ α(|ξ1|2 + |ξ2|2)

by (3.8). Hence, we end up with:

∂tZ − σ∆pZ + b · ∇pZ + F · ∇xZ

+ (−Dpbξ2 +Dxbξ1 −Dub∇xW + 2βDxb∇xW ) · ∇ξ2Z + (∇xWDuF + ∇pWDub− ξ1DuG) · ∇ξ1Z

≥ (α− β(t))
(
|ξ1|2 + |ξ2|2)

)
+
(

4β∥2ADxb∥2
∞ + 4β∥DxG∥2

∞ + 2β∥DxF∥∞ − dβ

dt

)
|∇xW |2.

Let now β0 be chosen so that
β0 ≤ α

and β(t) = β0e
−λβt with

λβ ≥ 4∥2ADxb∥2
∞ + 4∥DxG∥2

∞ + 2∥DxF∥∞.

For such a β we have

∂tZ − σ∆pZ + b · ∇pZ + F · ∇xZ

+ (−Dpbξ2 +Dxbξ1 −Dub∇xW + 2βDxb∇xW ) · ∇ξ2Z + (∇xWDuF + ∇pWDub− ξ1DuG) · ∇ξ1Z ≥ 0.

The property Z ≥ 0 follows from the same argument we used in Proposition 2.3. It only remains
to show that this gives estimates on the gradient of the solution U . Remark first that by taking
ξ2 = 0, we get back

∀t ∈ [0, T ), ⟨ξ1, DxU, ξ1⟩ − β(t)∥⟨DxU, ξ1⟩∥2 ≥ 0.
As in Proposition 2.3, this implies:

∥DxU(t, ·)∥∞ ≤ 1
βt

= 1
β0
eλβt ≤ 1

β0
eλβT .

For the gradient of U in p, we know that

∀t ∈ [0, T ), ξ1, ξ2, ⟨ξ1, DxU, ξ1⟩ + ⟨ξ2, DpU, ξ1⟩ + ξ2 · Aξ2 ≥ 0.
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Let t < T be fixed, ξ1 = xrx
i and ξ2 = yrp

j where (ri) indicate basis elements. Hence, for all
x, y ∈ R,

x2
(
∂Ui

∂xi

)
+ xy

∂Ui

∂pj

+ Ajjy
2 ≥ 0.

Thus (
∂Ui

∂pj

)2

≤ 4Ajj

(
∂Ui

∂xi

)
≤ 4Ajj

β0
eλβT .

3.4 Existence of solutions
3.4.1 Main result

We are now going to proceed as we did in Section 2 to justify the estimate of Proposition 3.9
for Lipschitz solutions of the master equation (3.1). The heuristic presented earlier hints at the
idea of studying

Z(t, x, y, p, q) = ⟨U(t, x, p)−U(t, y, q), x−y⟩+⟨p−q, A, p−q⟩−β(t)|U(t, x, p)−U(t, y, q)|2. (3.10)

Due to the doubling of variable we did in (p, q), the equation satisfied for smooth U (and hence
smooth Z) is slightly different. Indeed, in this case Z would be solution of:

∂tZ + F x · ∇xZ + F y · ∇yZ + bx · ∇pZ + by · ∇qZ − σ∆pZ − σ∆qZ

= ⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ + ⟨2A(bx − by), p− q⟩ (3.11)

− 2β⟨Gx −Gy, Ux − Uy⟩ + 2σβ(|DpU
x|2 + |DqU

y|2) − 4σTrA− dβ

dt
|Ux − Uy|2,

where we used the notation Ux = U(t, x, p), Uy = U(t, y, q), F x = F (x, p, Ux) and so on. However
as is, equation (3.11) does not seem suited for the use of a comparison principle. Even under the
assumption that (3.8) holds for some A ∈ Mm(R), it seems hard to get rid of the term −4σTr(A)
which is always negative as A must be a positive semi-definite matrix. However, remark that

DpqZ = −2A+ 2βDqU
yDpU

x.

Hence, for B =
(
Im Im

Im Im

)
we obtain

σTr(BD2
(p,q)Z) = σ∆pZ + σ∆qZ − 4σTrA+ 4βσTr(DpU

xDqU
y)

where D2
(p,q)Z is the hessian matrix of Z in (p, q) only. It follows that the equation satisfied by Z

might be rewritten as:

∂tZ + F x · ∇xZ + F y · ∇yZ + bx · ∇pZ + by · ∇qZ − σTr(BD2
(p,q)Z)

= ⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ + ⟨2A(bx − by), p− q⟩ (3.12)

− 2β⟨Gx −Gy, Ux − Uy⟩ + 2σβ(|DpU
x −DqU

y|2) − dβ

dt
|Ux − Uy|2.

As B ≥ 0 it is now more clear that we can use a comparison principle for Equation (3.12). As in
Section 2 we may now state the following key Lemma.
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Lemma 3.10. Assume that (F,G, b, U0) is Lipschitz continuous. Let U be a Lipschitz solution of
the master equation (3.1) on [0, T ) for T > 0 and Z be defined as in (3.10). Then Z is a viscosity
supersolution of:

∂tZ + F x · ∇xZ + F y · ∇yZ + bx · ∇pZ + by · ∇qZ − σTr(BD2
(p,q)Z)

≥ ⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ + ⟨2A(bx − by), p− q⟩ (3.13)

− 2β⟨Gx −Gy, Ux − Uy⟩ − dβ

dt
|Ux − Uy|2,

on (0, T ) × Ω2 × R2m.

Proof. We first show that Z satisfies the following inequality

Z(t, x, y, p0, q0) ≥ E
[
Z(s,Xx

t−s, Y
y

t−s, p
p0
t−s, q

q0
t−s) − β(s)

∥∥∥∥∫ t−s

0
(Gx,p0

u −Gy,q0
u )du

∥∥∥∥2]

+ E
[∫ t−s

0
(⟨Gx,p0

u −Gy,q0
u , x− y⟩ + ⟨F x,p0

u − F y,q0
u , Ux,p0

s − Uy,q0
s ⟩) du

]
(3.14)

+ E
[∫ t−s

0
⟨p− q, 2A(bx,p0

u − by,q0
u )⟩du

]
− (β(t) − β(s))∥U(t, x, p0) − U(t, y, q0)∥2 − 2β(s)E

[∫ t−s

0
⟨Ux,p0

s − Uy,q0
s , Gx,p0

u −Gy,q0
u ⟩

]
,

with 

dXs = −F (Xs, ps, U(t− s,Xs, ps)ds,
dYs = −F (Ys, qs, U(t− s, Ys, qs)ds,

dps = −b(Xs, ps, U(t− s,Xs, ps)ds+
√

2σdWs,

dqs = −b(Ys, qs, U(t− s, Ys, qs)ds+
√

2σdWs,
Ux,p0

s = U(t− s,Xx
s , p

p0
s ),

Gx,p0
s = G(Xx

s , p
p0
s , U

x,p0
s ),

and the notation F x,p0
s and bx,p0

s being analogous to the ones for G. As usual in this kind of coupling
techniques, or in comparison questions in the theory of viscosity solutions, it is fundamental for
the two processes (ps)s≥0, (qs)s≥0 to be generated with the same Brownian motion. Indeed if the
computations were done for two independent Brownian motions, we would end up with Z being a
supersolution of (3.11) (i.e there will be a term in Tr(A)). The link between (3.11) and (3.14) is
obvious for smooth Z but it does not seems so easy to switch from one to the other in the viscosity
sense.

Let
W (t, x, y, p, q) = ⟨U(t, x, p) − U(t, y, q), x− y⟩.

It follows that

Z(t, x, y, p, q) = W (t, x, y, p, q)︸ ︷︷ ︸
I

+ ⟨p− q, A(p− q)⟩︸ ︷︷ ︸
II

−β(s) |U(t, x, p) − U(t, y, p)|2︸ ︷︷ ︸
III

− (β(t) − β(s))|U(t, x, p) − U(t, y, p)|2.
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For II, we can write

⟨p0 − q0, A, p0 − q0⟩ = E
[
⟨pp0

t−s − qq0
t−s, A, p

p0
t−s − qq0

t−s⟩ +
∫ t−s

0
⟨p− q, A+ AT , bx,p0

u − by,q0
u ⟩du

]
+ E

[
⟨
∫ t−s

0
(pp0

u − qq0
u )du,A,

∫ t−s

0
(pp0

u − qq0
u )du⟩

]
≥ E

[
⟨pp0

t−s − qq0
t−s, A, p

p0
t−s − qq0

t−s⟩ +
∫ t−s

0
⟨p− q, A+ AT , bx,p0

u − by,q0
u ⟩du

]
.

The terms I and III are treated as in Lemma 2.12. Hence, because we assumed that A is
symmetric, using the inequalities satisfied by those 3 terms, Z satisfies (3.14).

As in the autonomous case, considering a test function φ such that

(Z − φ)(t, x, y, p, q) = min(Z − φ) = 0,

we get that at (t, x, y, p, q), φ satisfies

∂tφ+ F x · ∇xφ+ F y · ∇yφ+ bx · ∇pφ+ by · ∇qφ− σTr(BD2
(p,q)φ)

≥ ⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ + ⟨2A(bx − by), p− q⟩

− 2β⟨Gx −Gy, Ux − Uy⟩ − dβ

dt
|Ux − Uy|2.

Observe that the term σTr(BD2
(p,q)φ) appears as a direct consequence of Ito’s lemma because we

used the same Brownian motion for p and q.
One can also check that for smooth U , the quadratic variation of the martingale term we

discarded in the inequality satisfied by III is exactly

⟨M⟩t = 2σ
∫ t

0
|DpU

x,p0
s −DqU

y,q0
s |2ds,

which obviously corresponds to the missing term in |DpU(t, x, p)−DqU(t, y, q)|2 in Equation (3.13)
compared to (3.12). This causes Z to only be a supersolution.

Armed with this Lemma, we may now state a global existence result for Lipschitz solutions
of the master equation (3.1). We recall that there is always uniqueness of a maximal Lipschitz
solution so it will imply a well-posedness result.

Theorem 3.11. Assume that (U0, G, F, b) is Lipschitz continuous in all the variables and further
assume that Hypothesis 3.6 holds for some α > 0 and A ∈ Mm(R). Then there exists a unique
global Lipschitz solution of the master equation (3.1).

Proof. Since (U0, G, F, b) is Lipschitz continuous, we have existence of a Lipschitz solution at least
on [0, Tc) for some Tc > 0. Let T < Tc, thanks to Lemma 3.10, we already know that

Z(t, x, y, p, q) = ⟨U(t, x, p) − U(t, y, q), x− y⟩ + ⟨p− q, A, p− q⟩ − β(t)|U(t, x, p) − U(t, y, q)|2

is a viscosity supersolution of Equation (3.13) on (0, T ). It only remains to choose a smooth
function β such that both Zt=0 ≥ 0 and

⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ + ⟨2A(bx − by), p− q⟩

−2β⟨Gx −Gy, Ux − Uy⟩ − dβ

dt
|Ux − Uy|2 ≥ 0
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holds. The fact that (F,G, b) satisfies (3.8) yields

⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ + ⟨2A(bx − by), p− q⟩ − 2β⟨Gx −Gy, Ux − Uy⟩ − dβ

dt
|Ux − Uy|2

≥ α
(
|x− y|2 + |p− q|2

)
− dβ

dt
|Ux − Uy|2 − 2β⟨Gx −Gy, Ux − Uy⟩

≥ (α− β)
(
|x− y|2 + |p− q|2

)
−
(
dβ

dt
+ β(2∥DuG∥∞ + ∥DxG∥2

∞ + ∥DpG∥2
∞)
)

|Ux − Uy|2.

We also know that taking β0 ≤ α implies that Zt=0 ≥ 0 as U0 satisfies (3.7). For β(t) = β0e
−λβt

with λβ ≥ 2∥DuG∥∞ + ∥DxG∥2
∞ + ∥DpG∥2

∞ and β0 ≤ α both inequalities are satisfied.
Finally we get that Z is a viscosity supersolution of

∂tZ + F x · ∇xZ + F y · ∇yZ + bx · ∇pZ + by · ∇qZ − σTr(BD2
(p,q)Z) ≥ 0,

on (0, T ) with Zt=0 ≥ 0. We may then conclude that Z stays non-negative on [0, T ) with Theorem
2.5 of [19].

Evaluating Z for p = q we recover an estimate on the Lipschitz norm of U in x on [0, T ) as in
the autonomous case. For ∥DpU∥∞ we know that

⟨U(t, x, p) − U(t, y, q), x− y⟩ + ⟨p− q, A, p− q⟩ ≥ 0.

Taking x = y + λei and using the fact that U is Lipschitz in x we get

λ2∥DxU∥∞ + λ(U i(t, x, p) − U i(t, x, q)) + ⟨p− q, A, p− q⟩ ≥ 0,

which implies that

∀(t, x, p, q) ∈ [0, T ) × Ω × R2m, (U i(t, x, p) − U i(t, x, q))2 − 4∥DxU∥∞⟨p− q, A, p− q⟩ ≤ 0.

Denoting by λa > 0 be the biggest eigenvalue of A, we obtain

∀t < T, ∥DpU(t, ·)∥∞ ≤ 2
√

∥DxU(t, ·)∥∞λa.

Suppose now that the maximum time of existence satisfies Tc < +∞. By the local existence
Theorem 2.4 of [8] we must have

lim
t→Tc

∥D(x,p)U(t, ·)∥∞ = +∞.

However we have an uniform bound in time on the Lipschitz norm of U in (x, p) for t < Tc. As a
consequence this is absurd, hence Tc = +∞ and the result is proved.

Remark 3.12. Take note that when Dxb,Dub = 0 we recover the hypothesis for the autonomous
case. Let Z be defined as in Section 2 by

Z(t, x, y, p) = ⟨U(t, x, p) − U(t, y, p), x− y⟩ − β(t)|U(t, x, p) − U(t, y, p)|2.

Define
M = min

[0,T ]×Ω2×R2m
Z,
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and consider

Zε(t, x, y, p, q) = ⟨U(t, x, p)−U(t, y, q), x−y⟩−β(t)|U(t, x, p)−U(t, y, q)|2+ 1
2ε |p−q|2+α|p|2+α|q|2.

Looking at point of minimum of Zε we can show that as ε tends to 0 there exists a subsequence
(tεn , xεn , yεn , pεn , qεn)n≥0 such that

(tεn , xεn , yεn , pεn , qεn) → (t∗, x∗, y∗, p∗, q∗) ∈ [0, T ] × Ω2 × R2m

lim
n→+∞

Zεn(tεn , xεn , yεn , pεn , qεn) = M
1

εn
|pεn − qεn|2 → 0
|pεn − qεn| → 0

Because 1
ε
⟨b(p) − b(q), p− q⟩ ≤ C

ε
|p− q|2, we may conclude by taking first εn → 0 and then α → 0

that we only need conditions (3.7) and (3.8) to hold for p = q to deduce that M ≥ 0. This way,
we indeed recover the hypothesis we had in the autonomous case.

3.5 Extensions
Now that we have established the main setting, let us discuss on some extensions

3.5.1 On the strong monotonicity of (G,F, b)

As we stated it at the beginning the strong monotonicity assumptions on (G,F, b), condition
(3.8) can be weakened quite a bit. Following the proof of Theorem 3.11, the term we control
with strong monotonicity depends on G only. This means that strong monotonicity is only needed
whenever G is not degenerate. In particular if G does not depend on p then strong monotonicity
in this variable is not needed. We may summarize this observation in the following corollary:

Corollary 3.13. Suppose there exist a matrix A ∈ Mm(R) and α > 0 such that for all x, y in Ω,
p, q in Rm and u, v in Rd there is t = t(x, y, p, q, u, v) ∈ [0, 1] such that

⟨U0(x, p) − U0(y, q), x− y⟩+⟨p− q, A(p− q)⟩ ≥ α|U0(x, p) − U0(y, q)|2,

⟨G(x, p, u) −G(y, q, v), x− y⟩ + ⟨F (x, p, u) − F (x, q, v), u− v⟩ + ⟨b(x, p, u) − b(y, q, v), (A+ AT )(p− q)⟩
≥ α|G(x, p, tu+ (1 − t)v) −G(y, q, tu+ (1 − t)v)|2.

Then there exist a Lipschitz solution to (3.1) on any time interval.

Proof. The only difference lies in how we deal with the term

⟨G(x, p, u) −G(y, q, v), u− v⟩.

Observe that there is no difficulty in adapting the proof of Theorem 3.11 as for any t ∈ [0, 1],

⟨G(x, p, u)−G(y, q, v), u−v⟩ ≤ 1
2 |G(x, p, tu+(1−t)v)−G(y, q, tu+(1−t)v)|2+

(1
2 + ∥DuG∥∞

)
|u−v|2.
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Remark 3.14. The addition of this t ∈ [0, 1] in the monotonicity condition might seems cryptic
at first. Essentially it is a way of translating the fact that we do not need strong monotonicity
along the variable associated to U .

Similarly, the gradient estimate of Proposition 3.9 may be stated under weaker monotonicity
assumptions. Following the proof it is evident that we only really need (G,F, b) to satisfy

∀ν ∈ R2d+m νT

 DxG DuG DpG
DxF DuF DpF

2ADxb 2ADub 2ADpb

 ν ≥ α

∣∣∣∣∣∣∣
 DxG 0 0

0 0 0
0 0 Dxb

 ν
∣∣∣∣∣∣∣
2

,

for some α > 0 and a symmetric matrix A. Obviously, this condition is not equivalent to the one
we stated in Corollary 3.13. We believe the reason for that to be sligtly technical, indeed in general
condition (3.7)

⟨U0(t, x, p) − U0(t, y, q), x− y⟩ + ⟨p− q, A, p− q⟩ ≥ α|U0(t, x, p) − U0(t, y, q)|2

and (3.9)

∀(ξ1, ξ2)
(
ξ1
ξ2

)T (
DxU0 DpU0

0 A

)(
ξ1
ξ2

)
≥ α|DxU0 · ξ1|2,

are not equivalent even though we believe them both to be natural assumptions. They are however
both sufficient condition to recover existence and uniqueness of solution to the master equation
under the strong monotonicity condition (3.8). Indeed notice that that whenever (3.9) is fulfilled
for some (α,A), for any ε > 0 there exist an αε > 0 such that (3.7) holds for the couple (αε, εId+A).
The idea being that whenever strong monotonicity of (G,F,Ab) holds, the addition of this small
perturbation ε is non consequential and we may recover bounds on the gradient as in the proof of
Theorem 3.11 without much additional difficulty.

3.5.2 A uniqueness result

Let us first present a uniqueness property. It may seem surprising that we are now concerned
with uniqueness while we insisted that it always holds in the class of Lipschitz solutions. Even
though in this context uniqueness follows from the Lipschitz regularity of solutions we provide a
proof of uniqueness to indicate why developments similar to monotone solutions [4] are also imme-
diate for equation (3.1). Monotone solutions only require the continuity of the value function U
and yields uniqueness and stability properties under monotonicity assumptions on the coefficients.

Lemma 3.15. Assume that U0 and (G,F, b) satisfy:

∃A ∈ M(Rm), ∀(x, y, u, v, p, q) ∈ Ω2 × R2d × R2m,

⟨U0(x, p) − U0(y, q), x− y⟩ + ⟨p− q, A(p− q)⟩ ≥ 0,

⟨G(x, p, u) −G(y, q, v), x− y⟩ + ⟨F (x, p, u) − F (x, q, v), u− v⟩ + ⟨b(x, p, u) − b(y, q, v), A(p− q)⟩
≥ 0.

Then there exists at most one smooth solution of the master equation (3.1).
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Proof. Suppose there exists two smooth solutions U and V on [0, T ] for some T > 0 and take

Z(t, x, y, p, q) = ⟨U(t, x, p) − V (t, y, q), x− y⟩ + ⟨p− q, A, p− q⟩.

First, the assumption formulated on U0 ensure that Z0 ≥ 0. Since U and V are smooth, so is Z.
Using the equations satisfied by U and V , we get that Z is solution of

∂tZ + F x · ∇xZ + F y · ∇yZ + bx · ∇pZ + by · ∇qZ − σTr(BD2
(p,q)Z)

= ⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − V y⟩ + ⟨2A(bx − by), p− q⟩,

where we used the notationGx = G(x, p, U(t, x, p)), Gy = G(y, q, V (t, y, q)), similarly for F x, F y, bx, by

and B =
(
Im Im

Im Im

)
.

Finally, the monotonicity condition on (G,F,Ab) implies (recall that Z is smooth) that Z satisfies{
∂tZ + F x · ∇xZ + F y∇yZ + bx∇pZ + by∇qZ − σTr(BD2

(p,q)Z) ≥ 0 ∀t ∈ (0, T ),
Zt=0 ≥ 0.

By a comparison principle with 0 we deduce that Z ≥ 0. Fixing p = q ∈ Rm yields that for all
t ≥ 0, x, y ∈ Ω

⟨U(t, x, p) − V (t, y, p), x− y⟩ ≥ 0.

Take x ∈
◦
Ω and set y = x+ εξ with ∥ξ∥ = 1 such that for ε sufficiently small y ∈ Ω. Dividing by

ε and taking the limit as ε tends to 0 in the previous inequality gives

∀∥ξ∥ ≤ 1 ⟨U(t, x, p) − V (t, x, p), ξ⟩ ≥ 0,

which implies U(t, x, p) = V (t, x, p). By continuity the equality holds for any x ∈ Ω.

3.5.3 Recovering monotonicity estimates under different assumptions

It was first observed in [23] that we may trade the α−monotonicity of U0 against stronger
assumptions on the coefficients of the equation. Following this idea we state the following Theorem.

Theorem 3.16. Suppose (U0, G, F, b) is Lipschitz continuous. Further assume that

∀(x, y, p, q,u, v) ∈ Ω2 × R2m × R2d,

⟨U0(x, p) − U0(y, q), x− y⟩ + ⟨p− q, A(p− q)⟩ ≥ 0, (3.15)

⟨G(x, p, u) −G(y, q, v), x− y⟩ + ⟨F (x,p, u) − F (x, q, v), u− v⟩ + ⟨b(x, p, u) − b(y, q, v), 2A(p− q)⟩
≥ α|u− v|2. (3.16)

Then there exists a global Lipschitz solution.

Proof. We only provide a sketch of the proof as we believe the extension to be natural. Define

Z(t, x, y, p, q) = ⟨U(t, x, p) − U(t, y, q),x− y⟩ + ⟨p− q, A, p− q⟩ − β(t)|U(t, x, p) − U(t, y, q)|2

+ γ(t)(|x− y|2 + |p− q|2).
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By a proof similar to the one of Lemma 3.10, Z is a viscosity supersolution of

∂tZ + F x · ∇xZ + F y · ∇yZ + bx · ∇pZ + by · ∇qZ − σTr(BD2
(p,q)Z)

≥ ⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ + ⟨2A(bx − by), p− q⟩

− 2β⟨Gx −Gy, Ux − Uy⟩ − dβ

dt
|Ux − Uy|2

+ 2γ(t)(⟨F x − F y, x− y⟩ + ⟨(bx − by), p− q⟩) + dγ

dt
(|x− y|2 + |p− q|2).

For max(∥DxU0∥2
∞, ∥DpU0∥2

∞)β0 ≤ γ0, (3.15) implies that Zt=0 ≥ 0. Using (3.16) we know that if
we can find a couple (β, γ) such that{

dγ
dt

≥ 2γ(∥F∥Lip + ∥b∥Lip) + β∥G∥Lip,

α ≥ dβ
dt

+ 2β∥G∥Lip + γ(∥F∥Lip + ∥b∥Lip),

on (0, T ) for the Lipschitz semi-norm ∥F∥Lip = ∥DxF∥∞ + ∥DpF∥∞ + ∥DuF∥∞, then Z will be a
viscosity supersolution of

∂tZ + F x · ∇xZ + F y · ∇yZ + bx · ∇pZ + by · ∇qZ − σTr(BD2
(p,q)Z) ≥ 0

on (0, T )×Ω2 ×R2m. To find such a couple, it suffices to take β(t) = 1
max(∥DxU0∥2

∞,∥DpU0∥2
∞)γ(t) with

γ(t) = γ0e
λ(t−T ),

for λ sufficiently big and γ0 sufficiently small chosen independently of T . We may then recover
Z ≥ 0 on [0, T ) by a comparison principle, which of course implies an estimate on the Lipschitz
norm of U in (x, p).

3.5.4 The case of a non-constant volatility

Let us also comment on monotonocity estimates for the more general equation

∂tU + F (x, p, U) · ∇xU + b(x, p, U) · ∇pU − Tr(Γ(x, p, U)D2
pU) = G(x, p, U) in (0, T ) × Ω × Rm,

U(0, x, p) = U0(x, p) in Ω × Rm,

(3.17)

for Γ(x, p, U) = Σ(x, p, U)ΣT (x, p, U) with Σ : Ω × Rm × Rd → Mm(R). Let us first remark that
when Σ is Lipschitz in all variables, we may still define a Lipschitz solution of equation (3.17). Let
us now state a global existence result for Lipschitz solution of this equation

Proposition 3.17. Suppose U0, F,G, b,Σ are Lipschitz continuous in all variables. If they fur-
thermore satisfy the following

∀(x, y, p, q, u, v) ∈ Ω2 × R2m × R2d

⟨U0(x, p) − U0(y, q), x− y⟩ + ⟨p− q, A(p− q)⟩ ≥ α|U0(x, p) − U0(y, q)|2,
⟨G(x, p, u) −G(y, q, v), x− y⟩ + ⟨F (x, p, u) − F (x, q, v), u− v⟩ + ⟨b(x, p, u) − b(y, q, v), 2A(p− q)⟩,
≥ α(|x− y|2 + |p− q|2) + Tr

(
(Σ(x, p, u) − Σ(y, q, v))T 2A (Σ(x, p, u) − Σ(y, q, v))

)
, (3.18)

for a matrix A ∈ Mm(R), then there exists a global Lipschitz solution of equation (3.17) on any
time interval.
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Proof. We only sketch the proof as it follows from the one of Theorem 3.11. Defining Z as in this
Theorem, for a smooth U , it is a solution of

∂tZ + F x · ∇xZ + F y · ∇yZ + bx · ∇pZ + by · ∇qZ − Tr(ΓxD2
pZ) − Tr(ΓyD2

qZ)
= ⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ + ⟨2A(bx − by), p− q⟩

− 2β⟨Gx −Gy, Ux − Uy⟩ − dβ

dt
|Ux − Uy|2

+ 2β
(
|ΣxDpU

x|2 + |ΣyDqU
y|2
)

− 2Tr((Γx + Γy)A),

with the notation |M |2 = Tr(MTM) =
∑
i,j

M2
ij for a square matrix and the same notation Ux, F x

and so on we used in earlier proofs. Remark that

Dp(DqZ) = −2A+ 2β(DpU
x)TDqU

y.

We are also going to need the formula

(Γx + Γy)A = (Σx − Σy)(Σx − Σy)TA+
(
Σx(Σy)T + Σy(Σx)T

)
A.

Thanks to those two equations, we may rewrite the PDE satisfied by Z as

∂tZ + F x · ∇xZ + F y · ∇yZ + bx · ∇pZ + by · ∇qZ − Tr(ΛD2
(p,q)Z)

= ⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ + ⟨2A(bx − by), p− q⟩

− 2β⟨Gx −Gy, Ux − Uy⟩ − dβ

dt
|Ux − Uy|2

+ 2β|ΣxDpU
x − ΣyDqU

y|2 − 2Tr
(
(Σx − Σy)TA(Σx − Σy))

)
,

for Λ =
(

Γx Σx(Σy)T

Σy(Σx)T Γy

)
≥ 0.

Adapting Lemma 3.13, we may prove that when U is not smooth, Z is still a viscosity super-
solution of

∂tZ + F x · ∇xZ + F y · ∇yZ + bx · ∇pZ + by · ∇qZ − Tr(ΛD2
qZ)

≥ ⟨Gx −Gy, x− y⟩ + ⟨F x − F y, Ux − Uy⟩ + ⟨2A(bx − by), p− q⟩

− 2β⟨Gx −Gy, Ux − Uy⟩ − dβ

dt
|Ux − Uy|2 − 2Tr

(
(Σx − Σy)TA(Σx − Σy))

)
.

It then only remains to use the assumption (3.18) and to conclude for a well chosen β.

Remark 3.18. This shows that when Σ depends on (x, p) only, there always exists a global
Lipschitz solution under Hypothesis 3.6 for ∥Σ∥Lip sufficiently small.

3.5.5 Stationary Master equation

We could add a discount term λU in equation (3.1) and the analysis would stay unchanged.
In fact such term is regularizing for the equation as soon as λ > 0. However the presence of such
factor seems to be a necessary condition to be able to talk about steady states of equation (3.1)
and the associated hypoelliptic PDE

λU + F (x, p, U) · ∇xU + b(x, p, U) · ∇pU − σ∆pU = G(x, p, U) for x ∈ Ω, p ∈ Rm. (3.19)
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Without the additional variable p, Equation (3.19) was studied in [4]. Let us also briefly mention
that this equation has intrinsic significance independently of its interpretation as the large time
limit of the solution of its parabolic counterpart. Indeed, it has been observed that the mean field
limit of general economic equilibrium may fall into this category of equation [6, 10, 1]. Just as we
did in the proof of Lemma 3.15, it is possible to obtain uniqueness of solutions to this equation by
using the auxiliary function

Z(x, p) = ⟨U(x, p) − U(y, q), x− y⟩ + ⟨A(p− q), p− q⟩.

We do not details the proof all over again as it follows naturally from previously introduced
arguments. However, contrary to the parabolic case, there seems to be no other way than looking
at the equation satisfied by the gradient of U to get Lipschitz estimates. We believe this may be
done without much difficulties by taking inspiration from [4] and Proposition 3.9 so we do not
prove it here. Let us however state this result for the associated parabolic PDE and explain how
it relates to long time convergence.

Lemma 3.19. Under hypothesis 3.6 there exist a Lipschitz solution U of the following equation{
∂tU + λU + F (x, p, U) · ∇xU + b(x, p, U) · ∇pU − σ∆pU = G(x, p, U) for t ∈ (0, T ), x ∈ Ω, p ∈ Rm,

U(0, x, p) = U0(x, p) for (x, p) ∈ Ω × Rm,
(3.20)

on any time interval. Moreover, if we assume that λ ≥ 2∥DuG∥∞, that U0 is bounded and that
G has linear growth in U then there exist a constant C which depends on the data of the problem
such that

∀t < +∞ ∥U(t, ·)∥∞ + ∥(DxU,DpU)(t, ·)∥∞ ≤ C.

Proof. The Lipschitz estimate follows quite easily from the proof of Theorem 3.11. It suffices to
notice that because λ ≥ 2∥DuG∥∞ we may take a constant β which gives exactly this uniform in
time Lipschitz estimate. The bound on ∥U∥∞ is obtained by mean of Gronwall Lemma whenever
U0 is bounded and G has linear growth in U .

Remark 3.20. Strong monotonicity conditions on (F,G, b) in (x, p) only as in Hypothesis 3.6 do
not in general help for long time convergence: the condition λ ≥ 2∥DuG∥∞ appears to be necessary
to control the Lipschitz norm of U uniformly in time if no strong monotonicity of the system is
imposed in U . Consider the following example in dimension 1

λ > 0,
F (x, U) = −γx,

G(x, U) = αx+ γU.

Obviously for this choice (
DxG DuG
DxF DuF

)
≥ α

(
1 0
0 0

)
,

in the order of positive semi-definite matrix. However, the solution of the associated PDE on R

∂tU + λU − γx · ∇xU = αx+ γU,

is given by
U(t, x) = e(γ−λ)tU0(xeγt) + α

λ

(
e(2γ−λ)t − e(γ−λ)t

)
x.
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It is evident in this particular example that there is no hope to recover uniform in time Lispchitz
estimate unless the condition

λ ≥ 2γ,
is fulfilled. Under stronger assumptions on the monotonicity of (G,F, b) in U the conclusion of
Lemma 3.19 may hold even for λ = 0 (though we expect that λ > 0 might be necessary to recover
uniqueness of the limit). We do not mean to be exhaustive here and leave such developments to
the interested reader.

We believe this Lemma to be almost sufficient just by itself to conclude to the converge of a
solution U of (3.20) to a solution of (3.19) as time tends to infinity. Indeed it gives compactness
of the sequence (Vn)n∈N defined by

Vn(t, x, p) = U(t+ n, x, p) for (t, x, p) ∈ [0, 1] × Ω × Rm.

Along a subsequence, (Vn) converges locally uniformly to a Lipschitz bounded function V which
does not depend on time. Now, Lipschitz solution are not adapted, at least in the form we
introduced them in this paper, to equation (3.19). However we believe viscosity like information
to be sufficient to characterise the limit function V as a weak solution of equation (3.19) by
adapting monotone solutions [4] to equation (3.20) with the help of Lemma 3.15. The property
of stability enjoyed by those solution would guarantee that the limiting function V is a monotone
solution of (3.19) while uniqueness would ensure the sequence (Vn), and hence U , converges indeed
to V .

3.5.6 Other notions of monotonicity

It is an observation of P.-L. Lions presented in [4] that instead of monotonicity of U0 in x we
may ask for monotonicity along a function ϕ : Rd → Rd:

⟨U0(x, p) − U0(y, p), ϕ(x) − ϕ(y)⟩ ≥ 0.

In which case, conditions (3.7) and (3.8) may become for instance

∀(x, y, p, q, u, v) ∈ Ω2 × R2m × R2d,

⟨U0(x, p) − U0(y, q), ϕ(x) − ϕ(y)⟩ + ⟨p− q, A(p− q)⟩ ≥ α|U0(x, p) − U0(y, q)|2,

⟨G(x, p, u) −G(y, q, v), ϕ(x) − ϕ(y)⟩ + ⟨F (x, p, u)Dϕ(x) − F (y, q, v)Dϕ(y), u− v⟩
+⟨2A(b(x, p, u) − b(y, q, b)), p− q⟩

≥ α (|x− y|2 + |p− q|2) .

We make this remark as it leads to estimates for a wider class of functions (G,F, b, U0).

3.5.7 Return on the heuristic we presented and link with FBSDE

We previously mentioned without detailing much that we could use a wider class of function
V satisfying ∂tV + F (x, p, U) · ∇xV + b(x, p, U) · ∇pV − σ∆pV = Q(x, p, U, V ) in (0, T ) × Rd × Rm,

V (0, x, p) = V0(x, p) ⊂ Rm in Rd × Rm,
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to ’complete’ the master equation, instead of a linear function V (t, x, p) = Ap, so long as conditions
(3.5) and (3.6) hold for this choice of V . If Q is Lipschitz continuous, we can construct a Lispchitz
solution V to this equation which is well defined so long as U is Lipschitz continuous. Using
this fact the analysis we provided in the special case of a linear function can be extended to a
wider class without much difficulty. In particular we stressed out that V could be taken as an
additional unknown instead of an explicit choice. We are now going to give one such example,
which is based entirely on the notion of G-monotonicity [30], and give another interpretation of
those wellposedness conditions

Example 3.21. Let N ∈ Md(R) and M ∈ Md×m(R). Looking at the equation satisfied by
(Ũ , V ) for Ũ = NU and V = MU and using the heuristic we developed, we expect that under the
following two conditions:

∀(x, y, p, q, u, v) ∈ Ω2 × R2m × R2d,

⟨U0(X) − U0(Y ),Γ(X − Y )⟩ ≥ 0 X =
(
x
p

)
Y =

(
y
q

)
Γ = (NT ,MT ),

⟨Γ(F̃ (X, u) − F̃ (Y, v)), u− v⟩ + ⟨ΓT (G(X, u) −G(Y, v)), X − Y ⟩ ≥ α|u− v|2 F̃ =
(
F
b

)
.

we can show existence of a Lipschitz solution on any time interval. In fact, even though there seem
to be few results in the PDE literature on the subject, this set of conditions is well known in the
field of forward backward stochastic differential equations as G-monotonicity [30].

We are not presenting this example to show that letting V = Ap was a poor choice. Rather we
want to stress the following: There is no one general best choice of a function V.
Indeed we believe the conditions for G-monotonicity to hold are equally as strong as the one we
previously required. However, depending on the nature of the coefficients, one or the other notion
of monotonicity might hold. When (F, b) depends on U only as in Example 3.4 G-monotonicity
seems better suited to the study of equation (3.1) as there is no chance of the necessary assumptions
for Theorem 3.11 to hold. However when G does not depend on p but the other terms do, G-
monotonicity will never be satisfied. Point being that the way to approach equation (3.1) seems
to depends heavily on the nature of the different coefficients. Some monotonicity assumptions on
U0 and (F,G, b) does however seems unavoidable to propagate Lipschitz regularity.

Remark 3.22. We do not want to delve too much in the link between forward backward stochastic
differential equations and semi-linear systems of PDE as this is beyond the scope of this paper
(for more on the subject, we recommend [29] ). Let us just state that the existence of a Lipschitz
solution of (3.1) gives an existence result for the following FBSDE:

Xt = x0 −
∫ t

0
F (Xs, ps, Vs)ds,

pt = p0 −
∫ t

0
b(Xs, ps, Vs)ds+

√
2σWt,

Vt = U0(XT , pT ) +
∫ T

t
G(Xs, ps, Vs)ds−

∫ T

t
ZsdWs ∀t ∈ [0, T ],

(3.21)
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for (Wt)t≥0 a Brownian motion on Rm and for any initial condition (x0, p0).
Let 

Yt = x0 −
∫ t

0
F (Ys, qs, U(T − s, Ys, qs))ds,

qt = p0 −
∫ t

0
b(Ys, qs, U(T − s, Ys, qs))ds+

√
2σWt,

for a Lipschitz solution U. Denoting Ut = U(T − t, Yt, qt), we know that (Mt)t∈[0,T ] defined by

Mt = Ut +
∫ t

0
G(Ys, qs, Us)ds

is a F−martingale for the natural filtration F associated to the Brownian motion (Wt)t≥0. Since
(F,G, U, b) are all Lipschitz continuous, M is also a square integrable martingale. By the martingale
representation theorem, there exists a predictable F−adapted stochastic process (Cs)s∈[0,T ] such
that

E
[∫ T

0
(Cs)2ds

]
< +∞,

∀t ≤ T Mt = M0 +
∫ t

0
CsdWs.

As a consequence:
MT −

∫ T

t
CsdWs −

∫ t

0
G(Ys, qs, Us)ds = Ut.

Which ends to show that (Yt, qt, Ut, Ct)t∈[0,T ] is a solution of the previous FBSDE as by definition
of M :

MT = U0(YT , qT ) +
∫ T

0
G(Ys, qs, Us)ds.

Of course this is perfectly natural if we remember what is the master equation to the associated
mean field game (which in this case take the form of the FBSDE (3.21)).
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Appendix A A proof of Lemma 2.9
Lemma 2.9. Let f : Rd → Rd be a function of class C1, the following two proposition are
equivalent:

- ∃α, ∀x ξ ·Df(x) · ξ ≥ α|Df · ξ|2. (i)

- ∃α, ∀(x, y) ⟨f(x) − f(y), x− y⟩ ≥ α|f(x) − f(y)|2. (ii)

Proof. (ii) =⇒ (i) is trivial, as we only need to divide by t2 and take the limit as t → 0 for
x = y + tξ.

For the the other way, let us first assume that f is invertible. Its inverse g satisfies (by taking
ξ = Dg · ν)

∀ν ν ·Dg · ν ≥ α|ν|2.

Let
w(t) = ⟨g(th+ (1 − t)z) − g(z), h− z⟩ − αt|h− z|2,

=⇒ w′(t) = ⟨h− z,Dg(th+ (1 − t)z), h− z⟩ − α|h− z|2 ≥ 0,

by assumption. Because w(0) = 0 we can deduce that

w(1) = ⟨g(h) − g(z), h− z⟩ − α|h− z|2 ≥ 0.

By taking h = f(x) and z = f(y) we conclude that for invertible f we have

⟨f(x) − f(y), x− y⟩ ≥ α|f(x) − f(y)|2.
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For non invertible f , because (i) implies that f is monotonous, we know that for any ε f ε : x →
f(x) + εx is invertible. Moreover:

ξ ·Df ε · ξ = ξ ·Df · ξ + ε|ξ|2

and
|Df ε · ξ|2 = |Dxf · ξ|2 + ε2|ξ2| + 2εξ ·Df · ξ.

As a consequence, for ε < min(1
2 ,

1
2α

) f ε satisfies property (i) for αε = α − 2α2ε, which means by
what we just showed for invertible f that

⟨f ε(x) − f ε(y), x− y⟩ ≥ (α− 2α2ε)|f ε(x) − f ε(y)|2.

We can then conclude by taking the limit as ε → 0.
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