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Preaface

With this monograph, as well as with the LTC conferences organised since 1995 at AMU in Poznan,
Poland, we continue our activity of fostering sound development of language technologies aiming at
facing new challenges in the world marked by the COVID 19 pandemic, wars in Europe, mass migra-
tions and natural disasters at the scale not seen since many years.

The hot issues of the discipline we are engaged in remain approximately the same as before: develop-
ing of language and communication technologies to ease contacts and mutual understanding between
people, preventing linguistic exclusion, but also preserving language and cultural heritage.

However, the reaction to the invitation to submit papers shows that the priorities of the authors who
decided to share their achievements with readers have evolved during the last four years. In particular,
we can observe a strong activation of the scientific community vitally interested in languages belong-
ing to the group of languages insufficiently equipped with language engineering tools and resources
(the so called Less-Resourced Languages). We observe a particular presence of Central Asia, but also
South-Africa, Balkans and Turkey. We also notice a growing interest in interdisciplinary research at
the intersection of computer science and humanities, in particular in works focused on expressing
emotions and opinions (Japan).

Among emerging phenomena of more general nature, we notice the new trend of business deglobali-
sation which seems to be a natural reaction to the so far dominating ideology of Global Village. This
new trend, reflected in papers on HLTs for business management communication, might will have in
the end a significant impact on the evolution of Human Language Technologies.

k %k ok

In this volume we present contributions by 186 authors from more than 24 countries from Africa,
Asia, Australia, Europe and North America. The contributions to this book cover large area of lan-
guage technologies and related fields. We present this classification in the alphabetical order below:

Computational Semantics

Emotion, Decisions, Opinion (EDO)
HLTs for Business Management Communication
HLTs for Humanities

Human Language Technologies
Language Modeling

Language Resources
Less-Resourced Languages (LRL)
Machine Translation

Non-verbal Communication

Speech Processing

Text Processing

We wish you a pleasant reading!

Poznan, April 2023

Zygmunt Vetulani and Patrick Paroubek
Editors
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Turkic language stemmer python package for Natural Language Processing
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Abstract

There has been a massive growth in the volume of data produced around the world in last few decades. Preprocessing text data sets for
use in Natural Language Processing chores is normally a time-consuming and expensive effort. Text data, normally obtained from
sources such as, but not limited to, web, documents or PDF files, is typically unstructured and prone to artifacts and other types of noise.
One of the first methods to process the unstructured text is stemming process. The stemming usually applied in information retrieval,
nlp and machine learning. The main goal of information retrieval is to systematically analyze data and to extract some related data or
documents that user needed or required information. In this paper, we represent development of python stemmer package named
TLstemmer. The goal of the TLstemmer package is to find stem of the any Turkic family language texts. The TLstemmer package is
installable through pip function. The download address is ‘pip install TLstemmer’.

Keywords: stemming, information retrieval, natural language processing, machine learning, less-resourced-languages, stemming

methods

1. Introduction

One of the first parts of the natural language processing
pipeline is a stemming (Sharma, 2013). Using stemming,
many contemporary search engines related words with
prefixes and suffixes to their word stem, to make the search
broader that means that it can ensure that the greatest
number of relevant matches is included in search results.
Stemming has also applications in machine translation,
document summarization (Orasan, Pekar, and Hasler L.,
2004), and text classification (Gaustad and Bouma, 2002).
Popular approach to find stemming is lemmatization. In
lemmatization, the developer has to have a good knowledge
of the language and its grammar. Lemmatization also
requires a dictionary look up, therefore, lemmatization is
more complex than basic stemming. Hence, in
lemmatization more accurate results are expected
(Loponen, and Jarvelin, 2010). For example, a word ‘better'
has a lemma ‘good'. This kind of words cannot fix in basic
stemming unless the algorithm has a look-up table.

2. Motivation and significance

There are more than 200 languages in the world. Every
natural language has its unique characteristics and rules. For
the developer, the main problem is that it is very difficult to
apply same stemming algorithm on every natural language
(Alvares, 2005). Each language has its affixes and as well
as individual exceptions, which means it needs handling
differently from one to another language. That means
normally need have to develop a new stemming algorithm
for most of the languages.

When we look at deeper on the process of developing a
stemming algorithm, it is clear that each language has a
different kind of difficulties for developing a stemmer.
However, Turkic family languages have morphological
similarity to each other. There is many research has been

done for Turkic family language stemmers. However, all
these stemmers developed for specific language to use. It is
difficult to apply to other Turkic family language. Purpose
of this paper is to propose universal stemming package for
Turkic family languages. This package is called
TLstemmer, it can be install using pip on any python
application. (Detailed explanation given in software
architecture section.) Main goal of the TLstemmer package
is to give researcher readymade functionality for finding the
stem of the text. Using this package young researcher
especially linguists, can create their own stemmer within
few minutes. This package gives researcher a programming
advantage.

3. Literature review

3.1 Stemming taxonomy

Stemming taxonomy displays the general view of stemming
algorithms. Stemming taxonomy is a collection of
conflation methods. Conflation methods have two
approaches manual approach and automatic approach. In
this paper, we discuss the automatic approach that is
stemmers. Stemming means, to reduce the word into its root
form (Frakes, and Fox, 2003). Automatic (stemmer)
approach has four methods to achieve stemming algorithm,
namely affix removal algorithm, successor variety, table
lookup and N-gram approaches. Next section will give a
brief description of all four automatic methods.

3.1.1 Affix Removal Algorithm

Affixes are usually referred to either prefixes or suffixes.
Affix stripping algorithms are based on set rules that are
prepared for the algorithm. Normally each rule or affix is
defined and stored in the algorithm. Affix removing
algorithm finds stem by checking whether an input word has
defined any affixes or not. If the defined affixes are

Contents
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identified, then algorithm will strip the affix from the input
word. The remaining part of input word is assumed to be
root or stem (Stein and Potthas, 2007).

These are some examples of the affixes:

if the word starts with 'in', remove the 'in’'

if the word starts with 'mis', remove the 'mis'

if the word ends with 'ed', remove the 'ed'

if the word ends with 'ing', remove the 'ing'

if the word ends with 'ly', remove the 'ly'

This method’s advantage is algorithm is simple. However,
it has a disadvantage too where it has poor performance
when handling with exceptional relations, such as 'went' and

' '

20'.

Input Removed  |Output Final
suffix Output

Stemming Ing Stemm Stem

Stemmer Er Stemm Stem

Table 1. Suffix removal example.

Table 1 shows the example of suffix removal stemmer. In
the first word, “stemming”, it has ‘ing’ suffix, therefore
stemmer will remove ‘ing’ and the remaining part of the
word ‘stemm’. Usually, affix removal stemmers apply a
transformation rule to this type of condition. In this case,
double ‘mm' on ‘stemm' will be transformed to single ‘m',
the final output will be ‘stem’'.

3.1.2 Successor Variety Method

Successor variety method is that based on research in
structural linguistics. This kind of stemmer determines
input word and morpheme boundaries based on the
distribution of phonemes in a collection of words. Successor
variety method uses letters in place of phonemes (Hafer, and
Weiss, 1974). Abhijit (2014) describes successor variety
method as “Let a be a word of length n; ai, is a length i
prefix of a. Let D be the corpus of words. D ai is defined as
the subset of D containing those terms whose first i letters
match ai exactly. The successor variety of ai, denoted S ai,
is then defined as the number of distinct letters that occupy
the 1 + 1st position of words in D ai. A test word of length
n has n successor varieties S ai, So2, . . ., S oan”. In other
words, the successor variety of a string is the number of
different characters that follows the words in some body of
text.

Table 2 displays an example of the word "stemming using
successor variety approach. In this example, the body of the
text consists of words "Statistic, steam, star, sole, stemmer,
stemming, and stem”.
Body of text: Statistic,
stemming, stem

Test word: STEMMING.

steam, star, sole, stemmer,

Prefix Successor Variety |Letters
S 2 T,0

ST 3 A E, O
STE 2 A,M
STEM 1 M
STEMM 2 E,I
STEMMI 1 N
STEMMIN |1 G
STEMMING |1 BLANK

Table 2. Shows that letter variety counts for word

STEMMING.
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3.1.3 Table Look up Approach

Table lookup method uses a stem of the database. It stores
set of stem words into a database. Table lookup approach
find the stem by comparing input word with database stems.
It applies several constraints, such as the short prefix "be",
would not be measured as the stem of the word "behind"
(Adamson, G. W., and Boreham, 1974).

For example:

Input Removed suffix |Final Output
Stemming ming stem
Stemmer mer stem

Table 3. Table lookup stemmer example.

Table 3 displays an example of how Table lookup stemmers
would operate. Normally table lookup stemmers reduce the
entered word into its root form by comparing the word with
stored stems. In the example, inputs are ‘stemming’, and
‘stemmer’, and the table lookup stemmer removed ‘ming’
from ‘stemming’ and ‘mer’ from ‘stemmer’ by comparing
them with the word ‘stem’ that has been stored to database.

3.1.4 N-Gram Approach

Adamson and Boreham (1974) have designed n-gram
method. An n-gram is a method of conflating terms known
the shared digram method. The digram consists of a couple
of consecutive letters. The n-gram method -calculates
between pairs of terms based on shared unique digrams.
For example, the words ‘statistics’ and ‘statistical’, they can
be broken into digrams as follows.

Input Diagram
Stemming|st ta at ti is st ti ic cs
Stemmer |st ta at ti is st ti ic ca al

Table 4. Table lookup stemmer example.

Unique digram
st ta at is ti ic ¢S
st ta at ti is ic ca al

In the above example, ‘statistics' contains nine digrams,
seven of them are unique digrams, the second word
“statistical” contains ten digrams, and eight of them are
unique digrams These two words share six unique digrams:
at, ic, is, st, ta, ti.

After the number of unique digrams is found then a
similarity measure based on the unique digrams is
calculated using dice coefficient. Dice coefficient is defined
as: S=2xC/((A+B)).

C — Common unique digrams

A — Number of unique digrams in the first word

B — Number of unique digrams in the second word.

For the example above, Dice's coefficient would equal
2x6)/(7+8)=.80.

From the dice coefficient calculation, it can be concluded
that the stem for these two of words lies in the first eight
digrams, which are st ta at ti is st ti ic. We can conclude that
stem of the ’statistical’ is ‘statistic’.

There are a few existing stemmers which already developed
using all above-mentioned methods. Some available
stemmers are Lovins stemmer, Porters stemmer, Dawson
stemmer, Paice/Husk stemmer. Each of these stemmers will
be discussed in the next following section.



4. Turkic family language morphology

The Turkic languages family consists of 35 languages
(Jalil, 2017), spoken by the Turkic peoples of Eurasia from
Eastern Europe and Southern Europe to Central Asia, East
Asia, North Asia (Siberia), and Western Asia. Turkic
languages are spoken by around 170 million people
(Johanson, 2015).

From a sociolinguistic perspective, the Turkic languages
official status in sovereign states, such as Turkish, Azeri,
and Uzbek, Kazakh.

4.1. Morphology of Turkic family languages

In linguistics, morphology described as a study of the
forms of words. Morphology will help to analyze the words
into their elements (morphemes). In English for example,
“programming”, which is composed of “program-", and “-
ming”.

4.2. Turkic family words composition
Turkic words compose by adding prefixes and suffixes to
the root word (Abdurakhmonova, 2022; Mengliev, 2021).
The formula of the Turkic words are prefixes + root +
suffixes. However, prefix attached words are not many.
TLstemmer package’s main focus in on suffixes. Table 5
displays four Turkic language word composition.

Uzbek Turkish  |Kazakh Tatar

Bino+lar Binatlar |Fumapar+rap |buna+map

Maktab+ning|Okul+un |Mekten+rtiH |MokTomn+H

Biz+ga Biz+e Biz+re 163};31"4—9

Ular+ga Onlar+a  |Omap+ra Amap+tra

Dars+tlar+ga |Derstler+e|Cabak+rtap+ra|/lopectio
ptro

Table 5. Uzbek, Turkish, Tatar and Kazakh language
composition.

5. Software description

5.1. Software architecture

TLstemmer is written in Python 3 and provides algorithm
and function to accomplish common stemming process for
Turkic family language text data sets. It follows a
procedural programming style, and the provided function as
shown in Fig. 1. A Function is defined at a high level,
enabling users to take advantage of parameters for a given
Turkic family language text data set. The code is developed
from scratch specifically for Turkic family language texts
to use. TLstemmer package can be applied to deep learning
and text operations like nltk. It consists of a function that
has two parameters, which is to identify stem of the given
input text. As detailed in Fig 2. A function is designed in a
consistent way, offering parameters to select the desired
column of the data frame.

4.2. Software functionalities
The stemming module describes the function as follows:
TLstemmer(param1, param2) this function is used to find
stem of the input text. The function has two parameters:
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1) First parameter should be input text. (one of the
Turkic language text). Input text data type should be a
dictionary.

Example: inputText = [{‘inputT’: ‘vatanim’}, {‘inputT’:
‘bolalar’}, {‘inputT’: ‘maktabim’}]

2) Second parameter is lexicon of root words. This
lexicon should be in dictionary data type. Example: root =
[{stem’:  ‘bola’}, {‘stem’: ‘maktab’}, {‘stem’:
‘lingvistika’ } ]

TLstemmer(paraml, param2) function takes the
parameters then proceeds to stemming process. First
parameter is input text as mentioned, algorithm will loop
through this each input text, letter by letter then compare it
with second parameter that is lexicon root words. If input
word match with lexicon root word function, it returns it as
a stem of the input text. Algorithm takes longest matching
stem as an output.

Input text

root Iexicu]

compare
input text with

lexicon root
word
No

Yes

‘ remove suffix
h A
display output as Display input text
a stem as invalid

A4

End — -

_/

Fig. 1: Flowchart of TLstemmer package algorithm

6. Illustration

6.1. Illustration of installation and testing

In order to install TLstemmer package, go to pypi.org,
then type ‘TLstemmer’ in search input. You will get the
TLstemmer package.

o

TLstemmer 1.1

pip install TLstemmer==1.1 &

Fig. 2: TLstemmer pypi.org address

Copy the ‘pip install TLstemmer’ line, open any python
language IDE, and put the following code to terminal. In
this example, we use Jupyter IDE

Contents



Contents

pip install TLstemmer==1.1

Collecting TLstemmer==1.1

Downloading TLstemmer-1.1-py3-none-any.whl (1.9 kB)
Installing collected packages: TLstemmer
Successfully installed TLstemmer-1.1
Note: you may need to restart the kernel to use updat

Fig. 3: installation of TLstemmer package through pip

Now our environment is ready to use. Next section we will
create data set to test.

6.2. Collecting Data set

For data collection, we have created few words with root
words and their combination with suffixes. There are four
language we will test, Uzbek, Turkish, Tatar and Kazakh
languages. Table 6 displays the data set

Uzbek Turkish  |Tatar Kazakh
Men(root ben(root |min(root men(root
word) word) word) word)
meni beni mine Meni
menda bende minda Mende
mendan benden minnin Menen
mening benim minem Meniii
sen(root sen(root  |[sin(root word) |Sen(root
word) word) word)
Seni Seni Sine Seni
Senda Sende Sinda Sende
sendan senden Sinndn Senen
Sening Senin Sinefl Senif
Siz(root siz(root Sez(root Siz(root word)
word) word) word)

Sizga Size Sezgi Sizge
Sizni Size Sezne Sizdi
Sizda Sizde Sezda Sizde
sizdan Sizden sezddn Sizden
sizning Sizin seznefl Sizdif
Biz(root biz(root  |Bez(root Biz(root word)
word) word) word)

Bizga Bize Bezgi Bizge
Bizni Bizi Bezne Bizdi
Bizda Bizde Bezdi Bizde
Bizdan Bizden bezdidn Bizden
bizning Bizim bezneil Bizdin
Uzbek Turkish  |Tatar Kazakh

Table 6. Collection 4 language root words and their
combination with suffixes.

6.3. Testing
To start testing the TLstemmer package, first import
TLstemmer in Jupyter Notebook as shown in Fig 4.

In [4]:

import TLstemmer as stem

Fig. 4: importing TLstemmer package into python
application

Next, define inputText for each language and define lexicon
root word for each language. To find the stem of the input
texts, call the variable defined in fig 1, that is ‘stem’ then
call the TLstemmer function. In addition, put parameters in
function. First parameter is input text then second parameter
is root lexicon.
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putUzbek = [{'inputT':'menga'}, {'inputT':'senga'}
{'inputT':'bizga’}, {'inputT':'ularga’|

otUzbek = [{'stem’:'men'},{ 'stem':"'sen'},{ 'stem':";
{'stem':'biz'},{ 'stem':'ular'}]

am.TLstemmer (inputUzbek, rootUzbek)

Input Word->menga; Root word->men; suffix->ga',
Input Word->senga; Root word->sen; suffix->ga',
Input Word->sizning; Root word-»>siz; suffix->ning’
Input Word->bizga; Root word->biz; suffix->ga',
Input Word->ularga; Root word-»>ular; suffix->ga']

Fig. 5: Defining input text and lexicon of root words, result
of the stem for Uzbek language

btTurk = [{'stem':'ben'},{ 'stem':'sen'},{ "stem':"'s
{'stem"':'biz'},{ 'stem':'onlar'}]

outTurk = [{"inputT':"beni'}, { 'inputT':'sende'},
{"inputT':'bizden'}, {'inputT':'onlara’

>m. TLstemmer(inputTurk, rootTurk)

Input Word->beni; Root word->ben; suffix-»>i’',
Input Word->sende; Root word->sen; suffix->de',
Input Word-»sizin; Root word-»>siz; suffix-»>in’,
Input Word->bizden; Root word->biz; suffix->den’,
Input Word->onlara; Root word-»onlar; suffix->a']

Fig. 6: Defining input text and lexicon of root words, result
of the stem for Turkish language

otTatar = [{'stem':'min"},{"stem':"'sin"},{ 'stem":"’
{'stem':'bez'},{ 'stem':"alar"}]

putTatar = [{'inputT':'mindad"'}, {'inputT':'sine'},
{"inputT':'beznen'}, {'inputT':'alarda

em.TLstemmer(inputTatar, rootTatar)

Input Word->mindd; Root word->min; suffix->da’,
Input Word->sine; Root word->sin; suffix->e',
Input Word->sezdan; Root word-»sez; suffix->dan',
Input Word->beznefi; Root word->bez; suffix->neh’,
Input Word->alarda; Root word-»alar; suffix->da']

Fig. 7: Defining input text and lexicon of root words, result
of the stem for Tatar language

otKazakh = [{'stem':"men"},{ 'stem':"sen'},{ 'stem":
{'stem':'biz"},{"'stem’:"olar"'}]

putKazakh = [{'"inputT':'menen'}, {'inputT':'sende’
{"inputT':"'bizdi'}, {'inputT':'olarga

em.TLstemmer (inputKazakh, rootKazakh)

Input Word->menen; Root word->men; suffix->en’,
Input Word->sende; Root word->sen; suffix->de’,
Input Word-»>sizge; Root word-»siz; suffix->ge’,
Input Word->bizdi; Root word->biz; suffix->di-’,
Input Word->olarga; Root word->olar; suffix->ga']

Fig. 8: Defining input text and lexicon of root words, result
of the stem for Kazakh language



7. Impact

The main impact of the created software package on the
community is its simplicity and multilingual functionality.
The TLstemmer package can be used many Turkic family
languages. The package provides the one of the first Python
implementation of the stemming algorithm for and allows
to use different Turkic languages. Algorithm in the package
is designed to have simple calls with flexible parameters,
allowing users with minimal Python experience to use it.

8. Conclusion

In this paper, we have discussed TLstemmer package for
python language. The TLstemmer package is designed to
find the stem of the input text. The TLstemmer package can
be applied most of the Turkic family languages. All Turkic
family languages have similar morphological form.
Therefore, we took advantage of this to create universal
stemmer for Turkic family languages. However, depending
on the language the package may require to add some
changes. Main disadvantage of the TLstemmer package is
it finds stem only using lexicon of root words. Hence, if
input text outside lexicon it may reject valid word as an
invalid word. In the future research, this disadvantage will
be solved.
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Abstract

Hegemonic masculinity is a set of practices based on orthodox values considered masculine since ancient times: power, dominance,
activity, physical strength and readiness to use it and taking risks, agency, rationalism, control and emotional restraint. The paper analyses
the manner of speech of the male characters in Polish novels. The focus is placed on the sentiment expressed by the author’s commentary
to the utterances spoken by the male characters in the dialogues. The analysis centers around verbs appearing in the dialogue stage
directions and the structures of a verb with an adverb. For this purpose, the utterances of the male protagonists of the novel extracted
from the dialogues of Polish novels collected in the corpus (Kubis, 2021) were used. To identify the problem of the occurrence of
linguistic manifestations of the manner of speech of the characters in the novel, a quantitative analysis of the selected verbs and the
structures formed with adverbs was performed. The analysis showed that among the types of constructs of male characters in the dialog
of Polish novels, models of hegemonic and cooperating masculinity dominate.

Keywords: dialog corpus, sentiment, masculinity studies, Polish novels

1. Introduction

In gender studies, hegemonic masculinity is a set of
practices which puts men in a dominant position in a social
hierarchy. The aim of the current study is to analyze male
characters’ utterances in Polish novels, particularly the
sentiment expressed by the author’s commentary to the
utterances spoken by the male characters. The focus is on
structures with a verb in a central position in dialogue stage
directions .

For this purpose, ca 516,000 male utterances were
automatically indicated in a corpus of Polish novels (Kubis,
2021) and the author’s commentaries were extracted. To
identify the problem of the occurrence of linguistic
manifestations of the manner of speech of the characters in
the novel, a quantitative analysis of the selected verbs and
the structures formed with adverbs was performed.

2. Masculinity studies

All gender perspectives of reading literature, including
literary masculinity studies, stem from sociological
concepts (Hobbs, 2013). The beginnings of this course of
research on gender can be found in the 1970s. The social
rebellion against the existing order, which was started by
women’s movements, caused gender issues from the streets
of New York, London and Paris to reach the academies.
While the importance of feminist research has never been
questioned, scientists undertaking masculinity research
have faced (and still face) the need to prove the necessity
for such research. Their pioneer, Raewyn Connell, argues
that femininity studies and masculinity studies (and later
also queer studies) can only be fully understood and
developed in relation to each other (Connell, 2005)The
document size is 5 pages formatted as described above. The
only accepted document type is PDF.

For centuries, patriarchal culture pushed women to the
off-stream, while placing men in the mainstream, known as
the male-stream (Brod, 1987). The historical and social
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invisibility of women caused their discursive absence for a
long time, but did not the omni-visibility of men do the
same? Michael Kimmel, the second leading scholar of
critical studies on men and masculinities, in one of his most
important publications, pointed out that it is a mistake to
treat the ways of acting, the style of speaking, making
decisions, choosing topics for research, or even conducting
literary narratives by male protagonists as if their gender -
their masculinity - had no influence on them (Kimmel,
1996). Sally Robinson added that even if men benefit from
their omni-visibility, without a theoretical foundation and
conceptual framework that would be able to describe their
gender specificity, they will never be understood
(Robinson, 2000).

This theoretical foundation, which is the starting point for
the research proposed and described in this article, was
created by the aforementioned Raewyn Connell, the
Australian sociologist who was the first to postulate the
need to develop masculinity studies. In her seminal work
Masculinities, published in 1993, she presented a theory of
hegemonic masculinity (Connell, 2005). Hegemonic
masculinity is a set of practices based on orthodox values
considered masculine since ancient times: power,
dominance, activity, physical strength and readiness to use
it and taking risks, agency, rationalism, control and
emotional restraint. Functioning based on them guarantees
striving towards the full fulfillment of the project of ideal
masculinity (Karlsson, 2010). Many fail, but because they
persevere and continue to benefit from the patriarchy, they
are placed within subordinate masculinities. Each deflection
from the fulfillment of the project of ideal masculinity
places individuals in sets of marginalized or opposing
masculinities. The aforementioned project of ideal
masculinity can also be an idea with which women and
people identifying their gender in the area of intersection
identify themselves. The same applies to the category of
hegemony. Although it was initially believed that this
category could not refer to femininity, let alone other forms



of gender expression (Connell, 2005), today hegemonic
femininity is an important reference when describing the
cultural space of domination. Hegemonic femininity, as
opposed to hegemonic masculinity, should be referred to in
the plural form (hegemonic femininities), due to the
multitude of possibilities of implementing this category
depending on the space in relation to which it will be
described.(Hamilton et al., 2019).

These terms are also used in literary studies. In the case of
Polish literature at the turn of the 19th and 20th centuries,
the corpus of which is the material of our study, the
dominant model of masculinity adopted by the authors as a
material for building male-personal literary characters is
hegemonic masculinity. This is evidenced by the linguistic
expressions used in the dialogues of the novel.

3. Corpus of Polish novels

For the purpose of this study we excerpted over 650,000
dialogues from 2434 Polish novels. The data collected for
the task covers the period from the early nineteenth century
to the mid-twentieth century and were extracted from three
distinct sources:

1. Wolne Lektury (Modern Poland Foundation,
2023), a digital library oriented towards school
readings that contains carefully edited and
contemporized literary works in Polish.

2. The Polish edition of the Wikisource project
(Wikimedia Foundation, 2023) which contains
transcriptions of printed books whose copyright
has expired.

3. The Polona digital library maintained by the
National Library of Poland (2023) that provides
digitized and OCR-ed copies of printed texts that
have fallen in public domain.

Following (Kubis, 2021) and (Karlinska et al., 2022) we
combined multi-volume editions of books from Polona into
aggregated text files that contain the whole texts of novels.
The literary works fetched from Wikisource and Polona
were contemporized with the use of a diachronic normalizer
(Jassem et al., 2017). From the collected dataset we selected
exactly one edition of every novel for our study, giving
preference to the most recent editions and favoring
scrupulously revised texts from Wolne Lektury over
human-made transcriptions available in Wikisource and
OCR-ed volumes gathered in Polona.

The boundaries of paragraphs, sentences and tokens were
identified in the collected texts and the results were stored
in a common, tab-separated format modeled after CONLL-
U Plus representation (CoNLL-U Plus Format, 2022).

3. 1. Automatic extraction of male turns
In order to identify dialogue turns we used shallow speech
act parser described in (Kubis, 2021). The gender of the
speakers was determined on the basis of morphological
information provided by a part-of-speech (POS) model
trained with the use of the manually annotated 1-million
word subcorpus of the NKJP corpus (Przepiorkowski et al.,
2012). As a result we obtained the corpus of over 516,000
utterances attributed to male speakers that we used for
investigating surface indicators of hegemonic masculinity
in Polish novels.

An exemplar of automatically extracted male turn from
the corpus, together with its POS-tags is presented below in
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the format (the commentary is underlined - only the
commentaries were used for the analysis:

masc (male identifier) \tab author’s
commentary with POS-tagging \tab the whole
male turn with the author’s commentary

masc odrzekl/verb niedbale/adv — Ja
? Stamtad e — odrzekl niedbale ,
wskazujac tamten plugawy grzech tak sie
zem$cit straszliwie.

English translation: 1?7 From there .. — he replied

carelessly, pointing to that filthy sin that took such terrible
revenge.

4. Analysis of commentaries to male turns

The material of ca 516,000 male utterances was used to
create frequency lists to identify the most common
structures in the author’s commentaries. The analysis
showed that the verb played the central role in the most
frequent commentaries in the novels of the male turns.
Therefore, for the semantic analysis of the sentiment, the
verb and the structures of the verb with an adverb were used.

4.1. General POS structures

The selected material for analysis was filtered and only POS
tags were extracted and ordered according to the frequency
of occurrence. Table 1 shows the most frequent structures
of the author’s commentaries to the male turns in Polish
novels. The results show that the most frequent
commentaries contain the verbs and the most common are
stand-alone verbs. The next category are verbs followed by
an adverb. The third category are stand-alone reflexive
verbs.

Structures of  |Frequency Polish Translation
commentaries example
Verb 335984 Syknat he hissed
verb adverb 54691 rzekt migkko he said
softly
reflexive verb (43284 odezwal si¢  he spoke up
verb preposition|13803 splunat z he spat in
noun gniewem anger
adverb verb 8867 ostro napadt he attacked
sharply
reflexive_verb 6390 usmiechnat  he smiled
adverb si¢ dismissively
lekcewazaco
verb noun 6345 wzruszyt he threw up
ramionami _ his arms

Table 1: The most frequent POS-structures of author’s
commentaries of male turns with Polish examples from
the corpus - the examples are random and only illustrate
the structure of the commentary.

4.2 Semantic analysis of frequency lists
The obtained frequency results show the language exhibits
of sentiment, for which verbs and verbs found in the
structure with an adverb or with a preposition and a noun
were used in this study.

Classification of the sentiment of the analyzed verbs and
verbs with an adverb (or less frequent structures of verbs
with a preposition and a noun) was based on the semantic
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layer of verbs, whose sentiment was modified by an adverb
co -occurring in the structure. These constructions used by
the authors of the novel helped to determine the emotional
state of the protagonist, its feelings and attitudes towards the
interlocutor.

The exemplar results presented in Table 2 show the most
common verbs used by the authors of the novel together
with the sentiment marker from three categories: positive
(P), negative (Neg) and neutral (Neu). At this stage of the
study the sentiment markers were added manually based on
the semantics of the analyzed words, but in the future the
sentiment markers will be taken automatically from the
plWordNet-emo sentiment lexicon for Polish (Zasko-
Zielinska et al., 2015) as proposed in (Skorzewski, 2019).

Verb English translation Frequency
rzekt he said 55747
zawotal he called 25583
odpart he replied 20051
zapytat he asked 17096
mowit he spoke 17088
odpowiedziat  |he replied 13352
odezwat si¢ he spoke up 12917
spytat he asked 12270
dodat he added 9960
odrzekt he replied 9638
szepnat he whispered 9707
przerwat he interrupted 7954
krzyknat he shouted 7589
mruknat he murmured 6871

Table 2: Frequency list of verbs above 5000
occurrences. They are all evaluated as neutral.

Adverb Translation Sentiment Frequency
following

“rzekl” / said/

cicho quietly Neu 561
z u$miechem |with a smile P 490
spokojnie calmly P 475
powaznie seriously  Neu 451
krotko briefly Neu 311
wesoto cheerfully P 267
polgtosem in a shivery Neu 221
nagle suddenly  Neu 218
fagodnie gently P 214
surowo harshly Neg 211
stanowczo firmly Neg 207
powoli slowly Neu 206

Table 3: Frequency list of the verb “rzekt” (En. “he
said”) in a structure with an adverb above 200
occurrences.

The verbal phrase which appears most often is ‘he said’
(rzekt, Table 3), which emphasizes the tendency of the
characters to express masculine assertive statements (which
may indicate authority and self-confidence).
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Adverb Translation Sentiment Frequency
following
“zawolal”
nagle Suddenly Neu 356
wesoto cheerfully P 345
Zywo vividly P 176
z zapatem eagerly P 152
glosno out loud Neu 140
gwattownie  |violently Neg 125
z oburzeniem |out of Neg 103
indignation
gniewnie angrily Neg 103
rado$nie happily P 102
groznie threatening Neg 92
niecierpliwie |impatiently Neg 91

Table 4: Frequency list of the verb “zawolal” (En. “he
called”) in structure with an adverb or a preposition and

a noun above 90 occurrences.

Adverb Translation ~ Sentiment Frequency
following

“odpart”

z us$miechem |with a smile P 214
krotko briefly Neu 207
wesoto cheerfully P 185
ZYyWO vividly P 173
powaznie seriously Neg 173
obojetnie indifferently Neg 135
sucho dry Neu 124
Zimno cold Neg 112
stanowczo firmly Neg 110
cicho quietly Neu 103

Table 5: Frequency list of the verb “odpart” (En. “he
replied”) in structure above 100 occurrences.

The use of the verb ‘he replied’ (odpart, Table 5) may in
turn indicate a willingness to confront, which is usually
associated with the ability to take risks (Karlsson, 2014). It
is worth noting that most of the adverbs have a negative
connotation. These relate to emotional restraint and self-
control. Even those adverbs that have a positive connotation
show the transience of emotions and do not indicate a longer
state of emotional excitement.

Adverb Translation Sentiment Frequency
following

“przerwat”

niecierpliwie [impatiently Neg 169
ZywWo sividly P 158
nagle suddenly Neu 103
gwattownie [rapidly Neg 103
Znow again Neu 55
ZNowu again Neu 46
porywczo gruesomely Neg 46
wesoto cheerfully P 36
szybko quickly Neu 31

Table 6: Frequency list of the verb “przerwat” (En.
“he interrupted’’) in structure above 30 occurrences.



Adverb Translation  Sentiment Frequency
following

“krzykngt”

nagle suddenly Neu 139
groznie threatening ~ Neg 62
gniewnie angrily Neg 36
Znowu again Neu 32
rado$nie happily P 31
gwaltownie |violently Neg 28
ostro sharply Neg 27
gtosno loudly Neu 24
wesoto cherfully P 23
ze ztoscig angrily Neg 22
niecierpliwe |impatiently  Neg 22

Table 7: Frequency list of the verb “krzykngt” (En.
“he shouted”) in structure above 20 occurrences.

On the other hand, the verbs presented in Tables 4, 6 and
7 may refer to activities: ‘he called’ (zawolaf), ‘he
interrupted’ (przerwaf), ‘he shouted’ (krzykngl), and the
accompanying adverbs repeatedly emphasize the aspect of
movement (violence, speed, frequency, intensity).

Adverb Translation Sentiment Frequency
following

“mrukngt”

niechetnie reluctantly Neg 116
ponuro gloomily Neg 57
potglosem in a low voice Neu 40
gniewnie angrily Neg 39
posepnie gloomily Neg 28
pogardliwie  |contemptuously Neg 22
niewyraznie |vaguely Neu 20

Table 8: Frequency list of the verb “mrukngt” (En.
“he murmured”) in structure above 20 occurrences.

The verb ‘he murmured’ (mrukngt, Table 8) appearing
less frequently may indicate emphasis on the situation of
subordination (reluctance to the recipient of the uttered
sentences). Almost all adverbs appearing in presence of the
verbs indicate a state of emotional discouragement and a
sense of superiority over the interlocutor, which means that
the male character does not have to treat the addressee with
respect, seriousness, etc. However, constructions of this
type are extremely rare, which suggests that the preferred
way of constructing male utterances is to mark them with
readiness to confront the interlocutor, regardless of the
context resulting from the plot and the arrangement of the
literary space (Hobbs, 2013).

5. Conclusions and future work

The analysis of the extracted data allows to conclude that
among the types of constructs of male characters in the
dialog of Polish novels, models of hegemonic and
cooperating masculinity dominate. The majority of adverbs
co-occurring in the structure of the utterances were negative
or neutral. They can be assigned to specific features which,
according to the theory proposed by Connell (2005),
indicate the presence of hegemonic masculinity:

- power and dominance — ‘he said harshly, firmly’ (rzekt
stanowczo, surowo), ‘he called threatening’ (zawotal
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groznie), ‘he replied seriously’ (odpart powaznie), ‘he
interrupted  sharply’ (przerwal ostro), ‘he shouted
threatening, sharply, loudly, contemptuously’ (krzyknat
groznie, ostro, glo$no, pogardliwie);

- activity — ‘he called suddenly, out loud’ (rzekl nagle,
gloéno), ‘he interrupted again, rapidly, quickly’ (przerwat
znowu, szybko), ‘he shouted loudly, impatiently’ (krzyknat
glosno, niecierpliwie);

- physical strength and readiness to use it, tendency to
violence (violent behaviours) — ‘he called violently, angrily,
threatening’ (zawotal gwattownie, gniewnie, groznie), ‘he

interrupted gruesomely, rapidly, sharply’ (przerwat
porywczo,  gwaltownie, ostro), ‘he  murmured
contemptuously’ (mruknat pogardliwie);

- control and emotional restraint — ‘he said briefly’

(powiedzial krotko), ‘he replied dry, cold, firmly’ (odpart
sucho, zimno, stanowczo), ‘he murmured reluctantly,
gloomily, vaguely’ (mruknat nieche¢tnie, posgpnie,
niewyraznie).

It should be noted that the given phrases do not necessarily
indicate negative sentiment. It can be assumed that such a
shape of male dialogues in novels, in which the male
protagonist of hegemonic masculinity is clearly visible, is
characteristic of the period from which the studied novels
come from. At the 19th and the beginning of the 20th
centuries, the male protagonist of hegemonic masculinity
was synonymous with the male protagonist of ideal
masculinity.

Other male protagonists of masculinity appeared in the
literature of that time, but most of them were built on the
basis of defective male heroes, losers or cursed men.

Thus, if a literary protagonist was to represent a man (a
male character) who had successfully undergone the
initiation process to become a real man (Karlsson, 2014), he
had to be built on the male protagonist of hegemonic
masculinity, which was emphasized by his statements.

In the future we plan to check how many male
protagonists of cooperating masculinity can be
distinguished among the hegemonic models. However, one
should then take into account a wider linguistic spectrum of
novel dialogues, extended, for example, by nouns
accompanying verbs, but also adjectives defining the
sentiments of utterance.

Last but not least, a comparison study will be carried out
using modern unsupervised machine learning methods to
create clusters of collocations in male turns with those in
other turns and a stylometric study.
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Abstract

The transition from statistical machine translation trained with machine learning to neural machine translation (NMT) using deep
machine learning has proved successful for high-resourced languages. Researchers are exploring new avenues such as zero-shot NMT
models for less-resourced languages or the use of English as a pivot language to improve NMT performance. A comparative study
conducted in 2019 and 2021 on DeepL (DL) and Google Translate (GT) raw NMT output shows that the performance of GT deteriorated
significantly in 2021, mainly because it seemed to use English as a pivot language between two romance languages. In 2023, the same
sample of 167 instances of Portuguese multi-word units (MWU) expressing progression and proportion was translated into French by
DL and GT. The output in 2019, 2021 and 2023 NMT is analyzed in terms of potential error factors in the Portuguese sample and actual
error types in NMT output. The progress of DL from 2019 to 2023 is insignificant while GT exceeds its 2019 score after the 2021 decline.
Stronger error factors are unusual structures, combination of potential error factors, and longer MW Us. Phraseology, calque and nonsense

are the most frequent error types in this study on NMT progress, decline and remaining challenges.

Keywords: neural machine translation; pivot language; corpora; phraseology; error

1. Introduction

The rather soft transition from statistical machine
translation (SMT), trained with machine learning, to neural
machine translation (NMT), using ever-evolving deep
machine learning, has proved successful. Apart from using
the same data as SMT since the neural adventure began in
the mid-2010s, researchers are exploring new avenues such
as zero-shot NMT models for less-resourced languages
(Zhang et al., 2020) or the use of English as a pivot language
(Soler Uguet et al., 2022). After a remarkable improvement
over SMT, progress has slowed down and successive
attempts to improve the model may or may not be
successful. A study conducted in 2021 (Bacquelaine, 2022a;
idem 2022b) suggests that Google Translate (GT)
sometimes uses English (EN) as a pivot language' to
translate multi-word units (MWU) from Portuguese (PT)
into French (FR). Consequently, its score drops
dramatically compared to 2019 and other NMT systems
(DeepL, eTranslation).

MWU translation is a challenge both for human
translators and machines, mainly because ambiguity can
raise "problems" at phrase, syntactic and semantic level
(Koehn 2020). This study focuses on three PT MWUs. The
first (cada vez COMP?) expresses quantitative or qualitative
progression (PROG), the second (typically: NUM em cada
QP?) indicates proportion between a set and a subset (P3S),
and the third (typically: QP por cada QP) a proportion
between two sets (P2S), as shown in examples (1) to (4)
taken from the aligned corpus Europarl v7 (Tiedermann,
2012):

(1) Quantitative PROG
e ... cada vez mais mercados...

! Markus Foti (DGT), personal communication (2021): EN
is used as a pivot language in eTranslation.

2 Comparative adjective or adverb: mais, menos, melhor,
pior, menor, maior.

e ... more and more markets ...

(2) Qualitative PROG

e .. artes da pesca cada vez mais selectivas.
e .. increasingly selective fishing gear.

(3) P3S

e ... um em cada dois homens ...

e ... oneintwo men...

(4) P2S

e ... uma embarcagdo por cada 70 cidaddos.
e ... one boat for every 70 citizens.

If the EN universal quantifier every is possible to translate
P3S and P2S and the FR universal quantifier toujours to
translate PROG, each and chaque are not, according to a
human translation model obtained from several good
quality aligned corpora (Bacquelaine, 2020). Hence the first
criterium to assess NMT is literality or word-for-word
translation. Any translation of these three MWUs in FR with
chaque is considered as literal and therefore wrong. The
second criterium is acceptability. Any translation by one of
the model's solutions is acceptable. Typically, PROG
translates in FR as de COMP en COMP, P3S as QP sur
NUM, and P2S as QP pour QP.

In this narrow scope, this paper aims to examine the
evolution of the literality and acceptability performance of
DeepL (DL) and GT between 2019 and 2023, to determine
a possible link between error factors in the PT sample and
error types in NMT, and to identify, system by system, the
progress, decline and remaining challenges according to
error types detected in the output.

First, methodology, tools, corpora and analysis criteria are
described in section 2. Then, results are presented and
discussed in three subsections: the global evolution of DL
and GT performance between August 2019 and January
2023, the assessment of the causal link between potential

3 QP: quantifier phrase consisting of a cardinal numeral
adjective (NUM) and a noun (N), such as trés Portugueses
- three Portuguese.
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error factors in the PT MWU instances and actual error
types in the FR NMT output, and the evaluation of progress,
decline and remaining challenges in 2023.

2. Materials and Methods

We adopt first a diachronic approach. The period covered is
very short, but NMT has shown more progress in less than
ten years than any other (hybrid) model before. The global
evolution of GT and DL is evaluated in terms of acceptable
MWU translations in FR. Then, potential error factors in the
PT sample and actual errors in the NMT output by GT and
DL (2019-2023) are analyzed to determine whether there is
a causal link between them. Finally, the respective progress
and decline of GT and DL are observed year by year, and
remaining challenges in 2023 are identified.

DL and GT are two well-known NMT systems that can be
used in daily life, mostly to translate general language. GT
developed from statistical to neural MT and DL emerged as
NMT from Linguee (dictionary and search engine for
aligned bilingual segments).

For the first part of this study, a sample of 102 instances
of PROG, 41 of P3S, and 24 of P2S was selected from
CETEMPublico (CTP), a Portuguese journalistic corpus
from the end of the 20th century explored with AC/DC
(Santos and Bick, 2000). PROG is much more frequent in
general language than P3S and P2S, and some instances
were selected because of specific translation challenges. So,
the sample does not reflect general use, but we must
presume the PT instances are correct. It was translated into
FR by GT and DL in August 2019, September 2021, and
January 2023. The raw NMT output is analyzed in terms of
literality and acceptability.

For the second and third parts, PT instances that had been
well translated (non-literal and acceptable FR MWUs) by
GT and DL in 2019, 2021 and 2023 were excluded. The
remaining corpus consists of 110 PT instances and 660 raw
(mis)translations in FR by GT and DL in 2019, 2021, and
2023: 64 PT instances of PROG, 30 of P3S, and 16 of P2S.

Potential error factors in the PT sample result from the
selection of specific instances to challenge the machine.
Some challenges are common to PROG and proportion
MWUs. They are classified into eight categories: (1) cada
vez mais/menos as a sentence adverb of frequency
quantification (AQF, Leal 2012); (2) splitting (scission); (3)
inversion; (4) split inversion; (5) coordinated instance; (6)
ellipsis in coordinated instance; (7) non-compositional
sense (idiom in the broadest sense, including puns); (8)
atypical preposition (PREP) in PT, i.e. other than em for
P3S and por for P2S; (9) atypical structure of P3S (2 N
instead of one); (10) long QP. Two or three factors may
combine in a single instance.

Actual NMT errors detected in FR fall into eight types: (1)
calque from PT; (2) calque from EN; (3) omission; (4)
addition; (5) nonsense; (6) wrong meaning; (7) opposite
meaning; (8) phraseological inadequacy. Apart from typical
equivalents of PROG, P3S and P2S, other FR equivalents
are attested in the model and accepted as possible
translations of the PT MWUs. Omission and addition of part
of the PT segment in the NMT output in FR usually result
in semantic errors (5, 6 and 7) while phraseological errors
at lexical or syntactic level may lead to lack of fluency
(wrong collocation, wrong PREP, unusual inversion or
splitting, ...), agrammaticality (omission of internal
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argument, ...) or semantic issues (5, 6, 7). So, a combination
of errors is also possible.

To evaluate the causal link between potential error factors
and actual errors, the approach is global, and results are
presented in two steps: average number of errors per
potential error factor then number of actual errors by type.
So, the aim in the second subsection is not to examine the
evolution of systems, but to try to establish a causal link
between the error factors and the actual errors.

To conclude the analysis, the progress and decline of each
system are analyzed diachronically, comparing the number
of actual errors by type, to identify some remaining
challenges in 2023 GT and DL output.

3. Results and Discussion

The results are divided into three subsections. The global
performance of GT and DL from August 2019 to January
2023 is presented in 3.1.; the possible causal link between
potential error factors and actual errors is discussed in 3.2.;
the progress, decline and remaining challenges are
addressed in the last subsection.

3.1. DL and GT from 2019 to 2023

Figure 1 presents the evolution of the global performance of
Gt and DL in translating the 167 PT instances in French.

GT & DL 2019-2023

T ~— ~

100,00%
£0,00%
60,00%
40,00%
20,00%

0,00%
GT19 DL19 GT21 DL21 GT23 DL23

Non-literal NMT

Acceptable NMT

Fig. 1: Global evolution of GT and DL in terms of
literality and acceptability performance

In terms of literality, DL improves less than 2% from 2019
to 2021 and stagnates after that. From 2019 to 2023, GT
improves nearly 3%, after declining almost 10% from 2019
to 2021. As to acceptability, all scores are lower. The
decline of GT in 2021 is much more obvious. Surprisingly,
the 2019 scores (GT: 81,74% and DL: 88,62%) are slightly
higher than in 2023 (GT: 75,45% and DL: 85,03%). Here
are some examples illustrating these results:

(5) Literality

Cada vez com maior frequéncia ... (CTP)

De plus en plus souvent, ... (GT23, DL21-23)

?...de plus en plus ... (GT19, DL19)

* Chaque fois avec une plus grande fréquence ...
(GT21)

o More and more often / Increasingly /... (EN)

In (5), the PT MWU is split. GT23, DL21 and DL23
produce the best output. In 2019, both systems give an
acceptable output, i.e. attested in the human translation
model, but GT21 proposes an unacceptable calque from PT.
(6) Acceptability



uma em cada 5000 gravidezes.

une grossesse sur 5 000. (GT19, GT23, DL21-23)

*une femme sur 5 000 grossesses. (DL19)

*un dans tous les 5000 grossesses. (GT21)

one in every 5,000 pregnancies. (EN)
The PT instance in (6) does not present any significant
challenge, and none of the proposals contains chaque.
Nevertheless, DL19 added a second N (femme), which
results in an unacceptable agrammatical MWU, while GT21
produces a calque from EN (NUM in every QP).

The next example illustrates the consistent performance of
DL, the decline of GT in 2021, and the better output of GT
in 2019 than 2023.

(7) Evolution of acceptability scores

em cada dez segundos que passam

toutes les dix secondes (GT19, DL19-23)

2toutes les dix secondes qui passent (GT23)

*dans chaque seconde dix qui passent (GT21)

every ten seconds (EN)
In (7), GT21 produces a hybrid calque from PT and EN
that results in nonsense. Surprisingly, GT NMT is more
literal in 2023 than in 2019.

Literality is not a significant challenge any more for GT
and DL, but acceptability still is. It is therefore necessary to
go deeper into the analysis to identify some obstacles to the
production of quality translations of these MW Us.

3.2. Potential error factors in PT and actual errors
in FR

Potential error factors are distributed among the 110
instances of the corpus as shown in Table 2:

Potential error factor Nr
Split instance 22
Idiom in the broadest sense 21
No particular challenge 17
Combination of 2 to 3 factors 16
Atypical PREP (P3S and P28S) 8
AQF (PROG) 7
P3S with two N instead of one 6
Coordinated instance 4
Inversion (P3S and P2S) 3
Long QP 3
Split inversion (P3S and P2S) 2
Ellipsis in coordinated instances | 1

Table 1. Distribution of error factors among instances.

As to hybrid error factors, splitting combines with idiom
(4 instances), coordination (1), ellipsis (2); inversion
combines with atypical PREP (1); split inversion combines
with long QP (5) or with two N in P3S and long QP (1); and
two N in P3S combines with long QP (2).

Globally, 386 errors were identified in the output of
GT19-23 and DL19-23: 155 phraseology issues, 53 calques
from EN, 50 calques from PT, 45 nonsenses, 42 wrong
meanings, 27 omissions, 12 additions, and only 2 opposite
meanings in this corpus.

The average number of any error type per factor was
calculated as the number of actual errors divided by the
number of instances of each factor. The results are presented
in Figure 2:
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Fig. 2: Average number of errors per error factor instance

According to this chart, GT and DL's performance is
higher with more usual structures (no challenge, splitting,
AQF), as could be expected. The four strongest error factors
provoke mostly phraseological errors, such as agrammatical
use of two N in the French P3S output, but calques from PT
and EN, nonsense, wrong meanings and omissions are other
frequent errors in the case of factor combination (Hybrid).
Example (8) illustrates the causal link between combination
of three potential error factors and actual errors:

(8) Split inversion, 2N in P3S and long QP

e ... emcada mil habitantes ha respectivamente 592 ¢ 582
pessoas que compram pelo menos um jornal por dia.
(CTP)

e ?..avec respectivement 592 et 582 personnes achetant
au moins un journal par jour pour mille habitants.
(DL19)

e ?... avec respectivement 592 et 582 personnes pour
mille habitants achetant au moins un journal par jour.
(DL21-23)

o ?7..592 et 582 personnes achétent respectivement au
moins un journal par jour pour 1 000 habitants.
(GT23)

e *__ dans tous les mille habitants il y a respectivement
592 et 582 personnes qui achétent au moins un journal
par jour. (GT19)

o *_. hors de mille habitants, il y a respectivement 592

et 582 personnes qui achetent au moins un journal par
jour. (GT21)

... with 592 and 582 out of every thousand inhabitants
who respectively buy at least one newspaper a day.
(EN)

In PT, split inversion of P3S combines with two N
(habitantes, pessoas) and a long QP (592 e 582 pessoas que
compram pelo menos um jornal por dia) resulting in an
unusual structure (em cada QP [...] QP). The two nearly
synonymous N  (personnes and  habitants) are
systematically translated in FR. GT19 and GT21 give
calques from EN (in every QP and out of QP) that are not
attested in the human translation model.

The coordination and ellipsis scores are in the middle.
Example (9) illustrates a challenging ellipsis of the ordering
element cada vez in coordinated instances:

(9) Ellipsis in coordination

e cada vez mais conflitos e mais violentos", ... (CTP)
o des conflits toujours plus nombreux et plus violents", ...
(GT21)

?des conflits de plus en plus violents", ... (GT19)
?de plus en plus de conflits et de violence", ... (DL19-
23 and GT23)

e ever more numerous and more violent conflicts... (EN)
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In (9), the PT instance coordinates a N (conflitos) with an
ADJ (violentos), which is unusual in FR. Exceptionally,
GT21 gives the best output using a calque from EN attested
in the human translation model (foujours plus) and
coordinating two ADJ (nombreux and violents) Like cada
vez, toujours can operate on both coordinated elements
while de plus en plus should be repeated. GT19 keeps an N
and an ADJ. It expresses the qualitative progression
correctly (de plus en plus violents) but omits the quantitative
progression of N (conflits). The others select two N and
produce a wrong meaning.

Idioms are particularly challenging when they combine
with humour, as in example (10):

(10) Idiom and splitting

e Para os noruegueses, isto estd cada vez com menos
espinhas... (CTP)

e ?Pour les Norvégiens, cela devient de moins en moins
acnéique ... (GT19)

e ?Pour les Norvégiens, cela fait de moins en moins de
boutons... (GT23)

e ?Pour les Norvégiens, cela devient de moins en moins
osseux... (DL19)

e ?Pour les Norvégiens, il s'agit de devenir de moins en
moins boutonneux... (DL21-23)

o *Pour les Norvégiens, c'est devient moins et moins de
boutons ... (GT21)

e For Norwegians, it's getting easier and easier... (EN)

In its literal sense, the idiom estar com espinhas means “to
suffer from acne”. In informal usage, sem espinhas means
easily, without problems. In (10), ambiguity arises from the
pun based on these two idioms. All translations are
considered as nonsense. Besides, GT21 produces an
agrammatical (*est devient moins et moins) calque from EN
(is becoming less and less).

The number of actual errors is presented by type in Figure

Number of errors by type
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Fig. 3: Number of actual errors by type

Phraseology in the broadest sense includes
agrammaticality as in example (8) in the case of DL19-23
and GT23 or GT21's output in example (10). This error type
also includes lack of fluency, such as GT23 in (7) or wrong
collocations illustrated in example (11):

(11) Phraseology: wrong collocation

e ... quem tem trabalho trabalha cada vez mais. (CTP)

o ?ceux qui ont un emploi travaillent de plus en plus fort.
(GT19)

e .. those who have jobs are working more and more.
(EN)

GT19 and DL19 added an ADIJ in FR, but the collocation
travailler fort is very odd whereas travailler dur proposed
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by DL19 is the best output, since GT21-23 and DL21-23

choose the easy correct solution without ADJ (travailler de

plus en plus) and with a certain meaning loss.

The diversity of phraseology explains its high score.
Calques from EN and from PT are on a par (53 and 50).
They are illustrated in most of the above examples (5, 6, 7,
8, 10). At the semantic level, nonsense like in (7) and (10)
and wrong meaning as in (9) follow with 45 and 42 errors.
Omission, addition shown in (6), and opposite meaning are
not very significant in this corpus. Here is the only example
of opposite meaning in a segment containing two PT MWU
instances:

(12) Opposite meaning and omission

e Hai quem, com um certo humor, defina como
especialista aquele que sabe cada vez mais de cada vez
menos. (CTP)

o ]l y a ceux qui, avec un certain humour, définissent
comme experts ceux qui en savent de moins en moins.
(GT19)

o There are those who, with a certain humour, define a
specialist as one who knows more and more about less
and less... (EN)

In (12), the PT instance is classified as an idiom due to its
idiomatic structure (saber muito de pouco) and its explicit
humorous nature. As with all the others, GT19 supplies the
necessary pronoun en in FR, but it omits the first MWU
(cada vez mais), whose co-occurrence with its antonym is
unusual. It results in the opposite meaning since the
adverbial translated MWU modifies the V savoir and does
not have any internal argument. DL21-23 produce a perfect
solution (celui qui en sait de plus en plus sur de moins en
moins de choses). DL19 and GT23 propose the same
solution for the first MWU but with an adverb instead of the
necessary internal argument (NP) in FR (?celui qui en sait
de plus en plus de moins en moins). GT21 output is
nonsense: Certaines personnes avec une certaine humeur,
définies comme un expert qui en sait toujours plus sur un
temps moins.

3.3. Progress, decline, remaining challenges

Progress, decline, and remaining challenges are identified
system by system according to error types in Table 2:

GT19|GT21|GT23|DL19|DL21|DL23
Phraseology| 31 | 42 | 25 | 22 | 19 | 16

Calque
from EN 3 44 2 0 2 2
Calque
from PT 8 22 4 6 5 5
Nonsense 4 28 3 4 3 3
Wrong

meaning 15 3 4 12 4 4
Omission 9 0 6 4 4 4
Addition 3 5 2 2 0 0
Opposite
meaning 2 0 0 0 0 0

Table 2. Progress, decline, remaining challenges.

The phraseology is improving, but it remains a challenge
for GT and DL. GT21 can be seen as an unfortunate attempt
to improve NMT performance, possibly using EN as a pivot
language or poor quality data, so only the evolution between
GT19 and GT23 is relevant here. GT23 has fewer errors of



any type than GT19, but fewer acceptable instances (Fig. 1)

since error types can combine. Calques from EN are the

only slight setback in the progress of DL. As to semantic

issues and calques from EN, GT23 and DL23 are very

similar, but DL23 outperforms GT23 as far as other error

types are concerned, except for calques from PT as in

example (13):

(13) Phraseology and calque from PT

o Cada vez fico mais esclarecido com a institui¢do com
que lido. (CTP)

o e suis de plus en plus éclairé sur l'institution avec
laquelle je traite. (GT23)

o *Chaque fois, je deviens plus éclairé sur l'institution
avec laquelle je traite. (DL23)

o [ understand increasingly well the institution I am
dealing with. (EN)

None of the systems proposes an acceptable translation of
the idiom ficar esclarecido com, which is considered as a
phraseological error. Besides, DL23 produces a calque from
PT.

(14) Addition

o Saramago [...] afirma que existe uma analfabetizagdo
lenta, que vai minando a drea dos alfabetizados, que
sabem cada vez menos ler, escrever e «sobretudo
pensary. (CTP)

e ... qui savent de moins en moins lire, écrire et surtout
penser. (DL23)

e 7. qui savent de moins en moins comment lire, écrire
et « surtout penser ». (GT23)

e ... who increasingly know less about how to read, write
and, "above all, think". (EN)

In this last example, there isn't any specific challenge in
PT. DL23 gives a correct output, but GT23 adds comment,
a calque from EN.

4. Conclusion

The analysis of the small corpus provides some insight into
the evolution of DL and GT from 2019 to 2023, it confirms
the causal link between atypicality and actual errors, and it
identifies some remaining challenges facing machines and
humans translating PT MWU expressing PROG, P3S and
P2S into FR. Apart from the decline of GT in 2021, 2023
results are encouraging as to literality. Nevertheless,
calques from EN are still present in 2023 and calques from
Portuguese seem hard to avoid completely, even though the
number of word-for-word translations decreases.
Phraseology in the broadest sense remains a major
challenge in the case of these three MWUs including
variables (COMP and QP). These variables are usually
short, but challenging, atypical instances were selected on
purpose. It is therefore only natural that syntactic, semantic
and phraseological errors are more numerous with longer
combinations and unusual complex structures that are
under-represented in the data since the machine generalizes
from the data, without considering unusual MWU
structures.

This study only confirms some well-known weaknesses of
NMT. As a linguist, I leave it to the engineers to find
solutions to the linguistic problems raised here.
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Abstract

Cued Speech is a communication system developed for deaf people to complement speechreading at the phonetic level with hands.
This visual communication mode uses handshapes in different placements near the face in combination with the mouth movements of
speech to make the phonemes of spoken language look different from each other. This paper presents an analysis on produced cues in
5 topics of CLeLfPC, a large corpus of read speech in French with Cued Speech. A phonemes-to-cues automatic system is proposed in
order to predict the cue to be produced while speaking. This system is part of SPPAS - the automatic annotation an analysis of speech,
an open source software tool. The predicted keys of the automatic system are compared to the produced keys of cuers. The number
of inserted, deleted and substituted keys are analyzed. We observed that most of the differences between predicted and produced keys

comes from 3 common position’s substitutions by some of the cuers.

Keywords: cued speech, corpus, annotation

1. Introduction

The production of speech naturally involves lip move-
ments; the acoustic information as well as the lipreading
are part of the phonological representation of hearing peo-
ple. For a better comprehension every sound of the lan-
guage should look different but many sounds look alike on
the lips when speaking. The term ’viseme’ was introduced
to refer to mutually confused phonemes that are deemed to
form a single perceptual unit (Fisher, 1968; Massaro and
Palmer Jr, 1998). In 1966, R. Orin Cornett invented the
Cued Speech (Cornett, 1967), a visual system of commu-
nication; it adds information about the pronounced sounds
that are not visible on the lips. Cued Speech (CS) is a com-
munication system developed for deaf people to comple-
ment speech reading at the phonetic level with hands. It
uses hand shapes in different placements near the face in
combination with the mouth movements of speech to make
the phonemes of spoken language look different from each
other. Several studies have been conducted on CS to show
how it can help speech perception for deaf or hard of hear-
ing persons. It improves speech perception for hearing-
impaired people and it offers a complete representation
of the phonological system for hearing-impaired people ;
among others, see (Nicholls and Mcgill, 1982; Leybaert
and Alegria, 2003; Bayard et al., 2019). Cued Speech is
then increasingly popular and has been adapted for more
than 65 languages'. From both the hand position on the
face to represent a vowel "V’ and handshapes to represent a
consonant 'C’, ’CV’ syllables are coded. There are named
either keys or cues. A single CV syllable will be generated
or decoded through both the lips position and the key of
the hand. Each time a speaker pronounces a "CV’ or ’-V’
syllable, a cue is produced. Other syllabic structures are
produced with several cues - for example, a "CCV’ sylla-

1https ://www.academieinternationale.org/
list-of-cued-languages visited 2022-09

ble is coded with the two consecutive keys *C-’ then "CV’.
As a consequence, when sounds look alike on the lips, they
are cued differently. Thanks to this code, speech reading
is encouraged since the Cued Speech keys match all of the
spoken phonemes but phonemes with the same viseme have
different keys. Once sounds are made visible and look dif-
ferent, it results in a better understanding of speech.

This paper investigates the automation of the production of
keys. A rules-based system is proposed and is performed
on time-aligned phonemes of CLeLfPC - Corpus de Lec-
ture en Langue francaise Parlée Complétée (Bigi et al.,
2022), a large open source corpus of French Cued Speech.
This automatic annotation was manually checked and the
differences between the predicted keys and the produced
keys are analyzed.

2. French Cued Speech

The modality of cueing provides a level of visual access
to deaf and hard-of-hearing people for spoken languages.
Because CS fits the phonological level of a given spoken
language, each language is cued differently because its CS
chart is created from its phonemic representation and it fol-
lows the principles of cueing design defined by its inventor
(Cornett, 1994).

The French Cued Speech is named “Langue frangaise
Parlée Complétée” - LfPC that literally means “Supple-
mented Spoken French Language”. It makes use of the
same 8 handshapes (consonants) and 5 hand positions on
or around the face (vowels). Table 1 indicates the naming
convention of the handshapes and Table 2 the ones of the
hand positions. We used the same naming convention as the
one of the British CS (BCS), except we propose to name the
cheek bone vowel position (b) which does not exist in BCS.
In addition, a 9th handshape is identified with (0) and a 6th
hand position is identified with (n). They are respectively
representing the neutral shape and neutral position. This is
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used along with long silences. Figure 1 illustrates both the
positions of vowels and the handshapes for all phonemes.

id. consonants | id.  consonants

QO pl,1dl 1z | (5)  /ml/, /t/, /], no consonant
Q) X,z | (6) N, IST T Iw

3) /s, IR/ 7 g/

@4 /o/,m/, ]/ | 8) /il,/IN/

Table 1: Handshapes identifiers and their corresponding
consonants in X-SAMPA

id.  vowels id.  vowels

(s) /a/,/ol,/9/,/@/,novowel | (m) /i/,/O~/, la~/
(¢) [/E/, i/, 10/ ) Iyl lel, 19~/
(b) e~ 12/

Table 2: Hand position identifiers and their corresponding
vowels in X-SAMPA

3. An automatic prediction system for cues

Despite the significant number of studies demonstrating the
benefits of Cued Speech, studies on the automatic CS pre-
diction are rather rare. The Massachusetts Institute of Tech-
nology has sought to address this problem in its realization
of an Automatic Cue Generator (Bratakos, 1995; Sexton,
1997; Bratakos et al., 1998; Duchnowski et al., 1998). In
a room, a speaker is filmed speaking without coding and
an Automatic Speech Recognizer (ASR) uses the acoustic
speech signal to determine which phoneme is being pro-
duced. Once the recognition is completed, in another room,
the image of the filmed speaker with the synthesis keys ac-
cording to the rules of the Cued Speech is displayed on a
screen to the deaf individual. Several versions of this sys-
tem were evaluated and it resulted in at least a small benefit
to the cue receiver relative to speech-reading alone. How-
ever, the way they get the keys is neither fully described nor
evaluated separately. Two French projects were also imple-
menting a Text-to-Cued speech synthesizer between 2002
and 2006 but none of them neither described nor distributed
the key generator.

In the scope of creating a Text-to-Cued system, the first re-
quired new step copes with time-aligned phonemes as input
and produces an output with the cue names and their cor-
responding segmentation. Therefore, the problem we are
dealing with is close to the syllabification of phoneme se-
quences we have previously investigated (Bigi et al., 2010).
The phoneme sequences need to be automatically con-
verted into key sequences and time-aligned from the cor-
responding phoneme time-alignments.

At a first stage, we have to create time groups from the
time-aligned phonemes. ‘Time Group’ (TG) refers to an
event sequence with a well-defined boundary condition
(Gibbon, 2013). In the present context, a TG is an inter-
break group where a break is a pause or any sound except
a phoneme (laugh, noise, breath, etc).

The structure of CS assumes that a cue represents each CV
combination as a handshape (C) and a specified position

(V). Each phoneme of TG are then turned into its class:
either labelled with C or V.

Given the sequence of class labels of a TG, the algorithm
specifies a sequence of handshape-position pairs according
to the rules of CS. Special rules are implemented for atyp-
ical class combinations such as VC, C, CC and CVC, in-
stead of the regular "CV’ that makes a key. We developed
a grammar corresponding to these rules and implemented
this grammar in software a deterministic finite automata
(DFA). For clarity, we show in Figure 2 the DFA of a single
cue. The DFA accepts or rejects an input string of symbols,
based on a deterministic algorithm. All states in consider-
ation exist in a finite list and the abstract machine can only
take on one of those states at a time.

When the sequence of class labels of a TG is segmented,
we turn back the sequence of classes into phonemes. Each
phoneme label is then mapped to its key code according
either table 1 for a consonant or table 2 for a vowel. It
results in a new time-aligned annotation at the CS key level.
Figure 3 illustrates an example of such input and output.
This automatic process is implemented in a Python package
of SPPAS (Bigi, 2015) and distributed under the terms of
the GNU GPL v3 license.

4. Dataset: cues annotation

CLeLfPC - Corpus de Lecture en LfPC, is a large open
source multi-speaker dataset of Cued Speech (Bigi et al.,
2022). It is under the terms of the CC-BY-NC-4.0, the Cre-
ative Commons Attribution-Non-Commercial 4.0 Interna-
tional License, and can be used for any research or teach-
ing purpose about CS. The corpus is made of 4 hours of
audio/video recordings: it is the largest available corpus of
CS data. Among others, this corpus brings the following
tangible benefits:

e an HD video quality of the whole speaker;

e 23 different participants, some are CS certified and
some are not;

* 10 different topics, each one read by 2 or 3 partici-
pants;

4 different sessions in each topic: 32 isolated sylla-
bles, 32 isolated words or phrases, 7 up to 10 isolated
sentences, a text.

Annotations are under construction but some are already
available under the terms of the same license. Five different
topics read by participants of level 5 (highly experimented)
or 6 (CS certified) were annotated. The 4 sessions of all
the 5 topics were time-aligned at the phonetic level, fol-
lowing a semi-automatic procedure. Using SPPAS (Bigi,
2015; Bigi and Priego-Valverde, 2019), Inter-Pausal Units
- e.g. sounding segments separated by silences, were iden-
tified. The orthographic transcription was then performed
manually with Praat (Boersma and Weenink, 2018) by the
first author of this paper, and the boundaries of the IPUs
were manually verified at the same time. The text tran-
scription was automatically normalized and converted to
phonemes. The automatic graphemes-to-phonemes con-
version results were manually verified then automatically
time-aligned with the recording. The resulting time-aligned
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Figure 2: Grammar of a CS key.

phonemes were manually verified with Praat by the first au-
thor.

The automatic prediction system for cues was then used in
order to get the time-aligned predicted CS keys annotation
like illustrated in the first 3 tiers of Figure 3. The videos
were viewed in slow motion in order to identify differences
between the keys that were predicted by the system and
the keys that were coded. It resulted in a new annotation
with the time-aligned produced CS keys, represented in the
4th tier of Figure 3. Table 3 indicates the distribution of
the 4143 produced keys according to the key structure and
session. In addition, 476 neutral handshape and hand po-
sition were observed. Table 4 indicates the mean duration

N C A" (Y%
syllables | 165 0 0 159
words 168 187 66 621
sentences | 89 309 145 1013
text 54 361 145 1137
total 476 857 356 2930
percent 20.69% 8.59% 70.72%

Table 3: Produced cues in 5 topics of CLeLfPC.

and standard deviation of the produced keys. The ’il’ and
’i2’ flags refer to the following reading instructions given
to CLeLfPC cuers:

il the syllables and the words/phases have to be read
clearly, like to teach CS to someone else;

i2 the sentences and the text should be read as naturally as
possible, like to tell or read someone a story.

Ccv C v
I stdev 1 m
il | syllables | 0.354 0.105
il | words 0.317 0.104 | 0.182 | 0.194
i2 | sentences | 0.268 0.085 | 0.153 | 0.170
i2 | text 0.250 0.085 | 0.137 | 0.154

Table 4: Duration in 5 topics of CLeLfPC.

Perhaps somewhat unsurprisingly, the average duration
highlights differences between ’il’ and ’i2’. Duration of
’i2” are about 25% lower than those of ’i1°. It has to be
noticed that these are the duration of the phonemes cluster-
ized into cues like illustrated in Figure 3, not the duration
of the cues themselves.

5. Predicted versus produced keys

The aims of a comparison between the predicted keys and
the produced ones by cuers are twofold. On the one hand,
this analysis could reveal implicit rules, i.e. rules of com-
mon use that constitute exceptions to the rules of the gen-
eral definition in order to implement a prediction system
closer to the real coding habits. On the other hand, it allows
to describe the CS coding as it is practiced, quantifying er-
rors and qualifying them.

We firstly compared the annotations quantitatively. The dif-
ferences are stated below according 3 categories:

insertion The cuer added 8 keys compared to the predicted
ones;

deletion The cuer did not code 47 keys compared to the
predicted ones;

substitution The cuer and the prediction system coded
183 keys differently.

The number of inserted and deleted keys is very small rela-
tively to the number of substitutions, and almost anecdotal
relatively to the corpus size.

Table 5 shows the details of such differences for each one of
the 5 speakers. We can observe that for two of them (AM,
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Figure 3: Annotations and waveform of two TG extracted from CLeLfPC. From bottom to top: tokens, phonemes,
manually checked CS code, automatic CS keys structure, automatic CS code, automatic CS keys.

ML) there’s only a few number of differences, which means
that the predicted system and these speakers are consistent
in their key production. A detailed analyses of the differ-
ence will give some clues to understand in which specific
situations the other three speakers are coding differently.

speaker: CH| VT | AM | ML | LM
insertion 1 4 2 0 1

deletion 16 2 7 4 18
substitution | 35 | 74 12 6 56

Table 5: Produced keys that don’t match the predicted ones,
depending on the cuer

5.1. Insertion

Among the 8 inserted keys, three are errors of the cuer but
five are related the liaison phenomenon. For example, the
tokens pour un” (for a) is pronounced /puR9~/ then the
automatic system predicts a sequence of two keys: /pu/ and
/R9~/. However, the cuer is coding a sequence of three
keys corresponding to: /pu/ then /R/ then /9~/. In this case,
both coding solutions are acceptable, but this situation is
very rare, so it does not need to be taken into account into
the prediction system.

5.2. Deletion

Among the 47 keys the cuer did not code compared to the
predicted ones, 41 are *’C” and 6 are "CV". So, isolated vow-
els are always coded which is not surprising given that they
are the nucleus of syllables. Only 3 of the un-coded sounds
are related to the instruction ’il’, so the high majority were
from sentences and text. The removed 'C’ keys are dur-
ing 0.102 seconds in average which represents 67% of the
average duration of the coded ones. However, 32% of the
coded 'C’ are during less than 0.102 seconds. As a con-
sequence, we can observe that the un-coded isolated con-
sonants are frequently short but it does not make it a rule
for a prediction system because the majority of the short
isolated C’ are coded. We can formulate the hypothesis
that, sometimes, the cuer has not had enough time to move
the hand at the side position with the expected handshape.
As shown in Table 5, among the 5 cuers, two are signifi-
cantly un-coding the consonants: 18 deletion for LM and

16 for CH. The most frequently un-coded consonants are
/t/ (9 times), /R/ (8 times), /p/ (5 times) and /1/ (4 times).

5.3. Substitution

Key substitutions are representing 4.4% of the produced
keys, so their analysis is important, particularly because it
has never been done in previous studies on CS. As shown
in Table 5, three cuers (CH, VT, LM) are producing 90% of
the substitutions. Like before, we observe an effect of the
instruction. None of the substitutions are occurring during
the syllable sessions and only 24 are occurring during the
word ones. The high majority of substitutions is from sen-
tences (65) and text (94).

Among the 183 substitutions, 16 are *C’ (8.7 %), 22 (12 %)
are "V’ and 145 (79.2 %) are *CV’. Proportionally to their
frequency, it seems that substitutions mostly concern the
position (the vowel) than the handshape (the consonant).
This tendency is confirmed by the following detailed anal-
ysis of the predicted "CV’ keys compared to the produced
ones. Among the 145 °CV’ cued keys that don’t match with
the predicted ones:

* | substitutes both the shape and the position;
* 6 substitute the shape only;
* 138 substitute the position only.

In the end, we observed 160 vowel substitutions among the
183 referenced ones, that is 87.4 % of the substitutions,
3.86 % of the produced cues of the corpus. A position sub-
stitution therefore represents the major difference between
predicted and produced keys.

A large number of the vowel substitution (88, that is 48 %)
concerns the phoneme /@/ which is coded at position (b)
instead of (s). The (b) position is the one of the vowel /2/
but /2/ is never coded at (s) position like /@/. When pho-
netically realized, schwa (/@/) is a mid-central vowel with
some rounding. Many authors consider it to be phoneti-
cally identical to /2/ (Anderson, 1982). In the internal posi-
tion, the acoustic analysis carried out in the reading of a list
of words demonstrated the quasi-acoustic identity (Racine
et al., 2016). The differences with /2/ are that schwa du-
ration is reduced or that it can be omitted. Such reduction
of schwa in French highly depends on the accent: schwa is
one of the phenomena that makes it possible to differentiate
the northern and southern varieties of French. We observed
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that two cuers are significantly coding /@/ at (b) position:
VT 45 times and LM 40 times; however VT coded it at (s)
position 55 times and LM 45 times like expected by the key
rules production. We then sought to understand why they
use both solutions (s) and (b), and we found the answer by
looking at the words:

* LM: "de” is 14 times at (b) against 2 times at (s);
* VT: ”de” is 11 times at (b) against 5 times at (s);
e VT: ”le” is 10 times at (b) and never at (s);

* LM: "le” is 6 times at (b) against once at (s);

* VT: "ne” is 4 times at (b) and never at (s);

* LM: "que” is 4 times at (b) and never at (s).

Another significant substitution concerns the vowel /e/
which is coded 32 times at position (c) instead of (t). The
(c) position is the one of the vowel /E/. Here again, two
speakers are mostly coding this way: 18 times VT and
9 times CH. However, we did not observed any particu-
lar trend that could explain this difference in coding. We
only found that it affects some words more that others but
not systematically. These words are: c’est (6 times), les (5
times), ses (4 times) and des (4 times).

The last significant substitution concerns the vowel /9~/
which is coded at position (b) 17 times instead of (t). The
(b) position is the one of the vowel /e~/. This difference is
mainly observed in the word un of CH speaker (12 times)
who is coding this word only 2 times in (t).

6. Discussion and Conclusion

This paper presented an automatic system to predict CS
keys from phonemes. An automatic annotation of cues was
performed on 5 topics of CLeLfPC, a large open source
corpus of French Cued Speech. This annotation was man-
ually verified to obtain the keys produced by the cuers. An
analysis of the differences between the predicted keys and
the produced ones allowed to validate the automatic sys-
tem: this analysis did not reveal implicit rules. Moreover,
there is few information on how CS is produced by human
coders, so this paper has contributed in this area. This study
highlighted some cuer habits. The most significant dif-
ference comes from position substitution of some specific
phonemes in some specific words by some of the cuers.
Next work will focus on the analysis of duration and tim-
ing of the sequences of cues in the time-groups and on the
temporal and spatial organization of the code in its speech
co-production. It will require to manually re-check the
time-alignment of phonemes by an expert phonetician and
to time-align the keys with the video in order to annotate
the moments they are produced.
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Abstract

The scholarly community is working to make research more open. This includes making findings more accessible to those outside the
scientific community (i.e., science communication), as well as encouraging multilingual scholarly communication. Such efforts are
often taken independently, but this paper brings them together to investigate whether combining plain language and machine
translation (MT) could both amplify the reach of science communication and increase linguistic diversity. We conduct a pilot study to
see whether plain language summaries written by researchers are more MT friendly than their corresponding scientific abstracts. We
compare back-translations of both the summaries and the abstracts against their original versions and find that the back-translations of
the plain language summaries are more readable and contain fewer meaning errors. This suggests that it is worth further investigating
the combination of plain language and MT for science communication. Next steps could be to prepare a set of integrated guidelines
combining tips for plain language summary writing and writing for M T, to conduct user testing, and to investigate other Al tools.

Keywords: machine translation, multilingual scholarly communication, open science, plain language, science communication

1. Introduction

UNESCO’s (2021) Recommendation on Open Science
outline core values and guiding principles, including 2 key
points of interest for our research. First, UNESCO (2021,
p. 4) encourages researchers “to open the processes of
scientific knowledge creation, evaluation and com-
munication to societal actors beyond the traditional
scientific community” (e.g. policy makers, funders,
practitioners, citizens), many of whom are not familiar
with specialized research terms. Second, UNESCO (2021,
p.- 9) notes that open science must embrace linguistic
diversity by “encouraging multilingualism in the practice
of science, in scientific publications and in academic
communications”. UNESCO is not the only group to
endorse these values. The Helsinki Initiative (2019) on
Multilingualism in Scholarly Communication also notes
that researchers should be recognized for sharing research
results beyond academia, and emphasizes that access to
research results must be provided in multiple languages.

In general, science communication and multilingual
scholarly communication are treated as important but
independent elements of open science. However, this
paper brings them together to present a pilot study that
investigates whether combining plain language summaries
and machine translation (MT) could support open science.

2. Linguistic challenges and potential
solutions in open science

Science communication and multilingual scholarly
publishing both involve a form of translation. For science
communication, this involves intralingual knowledge
translation, where complex ideas used by scientists are re-
expressed in a way that can be understood by non-experts
(Hanauska, 2019; Rushmer et al., 2019), such as by
producing a plain language summary. For multilingual
scholarly publishing, if all researchers publish in their own
language, then interlingual translation is needed to enable
speakers of other languages to discover and read this work.
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Professionally translating every research article into every
language is not feasible, so we need options such as MT
for support; however, MT comes with its own challenges.

2.1. Plain language summaries

Plain language writing aims to help readers to understand a
text as quickly, easily and completely as possible the first
time they read it (Cutts, 2009). Oft-cited best practices for
plain language writing include using shorter sentences,
avoiding jargon, defining terms, explaining abbreviations,
and reducing ambiguity (Maurer et al., 2021). While it is
not a new concept, plain language has gained global
momentum in recent years, especially with governments,
who want to ensure that communications with the general
public are easier to understand. For example, Former US
President Barack Obama signed the Plain Writing Act of
2010 requiring federal agencies to use clear language; the
European Commission (2011) began a “Clear writing for
Europe” drive to encourage shorter, simpler, jargon-free
texts; and experts at the University of Wroctaw established
the Pracownia Prostej Polszczyzny (Plain Polish Lab) to
develop Plain Polish and a plain language checker for use
in the public and private sectors (Piekot et al., 2019). Other
nations (e.g. UK, Canada) are taking similar actions.

The use of plain language summaries is becoming more
common in scientific journals too, especially for medical
research (Maurer et al., 2021). Plain language summaries
do not replace traditional scientific abstracts but appear
alongside them, or on a journal’s public facing site. Cited
reasons for creating plain language summaries include:

e  Respecting conditions of public funding agencies;

e Enabling participants in community-based research
projects to have access to the findings;

e  Making information available to policy makers;

e  Supporting students who are new to a field.

But there is another reason to prepare plain language
summaries: they may be easier for scientists who are
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reading in a second language to understand. Moreover, if
we accept that plain language is easier for people to read
and understand, then it should also be easier to translate.

2.2. Machine translation

MT systems try to translate texts automatically from one
language to another (e.g. English to Polish). Different
approaches have been tried, but the most current is a data-
driven approach known as neural MT (NMT) (Koehn,
2020). Developers feed the NMT system with a huge
training corpus of parallel texts that have been translated
previously by professional translators. Using machine
learning, the system’s artificial neural network learns to
translate new texts by consulting the training corpus.

Data-driven approaches are also data sensitive, so the
training corpus plays a key role in determining the quality
of an NMT system’s output. The training corpus should be
carefully selected, which means finding texts not only in
the needed language pair but also of the same text type, on
the same subject, etc., as the new texts to be translated.
Finding the right balance and representativeness for the
training corpus is tricky when developing “try anything”
systems (e.g. free online NMT systems). NMT tools that
have been adapted for a specific domain are more likely to
produce better translations in that domain (Chu and Wang,
2018), but it is hard to find large parallel corpora on
specialized scientific subjects since most scholars publish
in English. In contrast, science communication texts are
more likely to be produced in other languages too.

Sensitivity to training data can be an issue, but NMT
output quality has still greatly increased as compared to
earlier approaches. However, the output may still need to
be verified or post-edited to reach the desired level of
quality. While post-editing is common, another way to
improve the output quality is to improve the input.

Historically, MT systems have been more successful
when translating controlled language (CL), which has a
highly restricted vocabulary and syntax (Miyata, 2021).
CL seeks to minimize ambiguity to improve translation
accuracy, but resulting translations may not score highly
for readability. Marzouk and Hansen-Schirra (2019) show
that while using CL rules has a positive impact on rule-
based and statistical MT, this is not true for NMT, where
the output quality drops after CL rules are applied. This
drop may occur because the text was more idiomatic
before the CL rules were applied. The atypical style of CL
is unlikely to be well represented in the corpora used to
train free online MT systems. The present paper explores
plain language, rather than CL. Plain language is more
idiomatic than CL, and since it has become more widely
used in the past decade, plain language is more likely to be
in training corpora for free online MT systems.

3. Methods

This study focuses on whether a combination of plain
language and MT can benefit researchers broadly
speaking. Therefore, it employs tools and techniques that
are easily available to and familiar to most researchers.

3.1. Selection of the language pair

English dominates scholarly publishing, and achieving
multilingualism will need a multipronged solution. Writing
more plain language summaries—even in English—may

increase linguistic diversity if they are more MT-friendly
than scientific abstracts. MT-friendly English summaries
could be translated into a reader’s preferred language, thus
diversifying linguistic access. This pilot study explores this
potential using English as the source language.

Polish was chosen as the pilot study target language for
several reasons. Firstly, it is well known that MT performs
better for widely used (i.e., high-resource) languages and
for related language pairs. Yet many scholars speak
low(er)-resource languages and/or languages not closely
related to English. To test whether combining MT and
plain language is a viable strategy for a broad range of
scholars, 1 sought a low(er)-resource language from a
different family which also features in a free online MT
tool. Finally, Polish scholars co-founded the Helsinki
Initiative (2019) and are working to build a multilingual
publishing ecosystem (e.g. Kulczycki et al., 2020).

3.2. Selection of the corpus

For this study, I needed English-language scientific
journals that include plain language summaries alongside
scientific  abstracts. Canadian Science Publishing
(https://cdnsciencepub.com/) publishes 23 journals in
various scientific fields and also maintains a public
website  (https://medium.com/@cdnsciencepub) hosting
plain language summaries of the journal articles.

The publisher’s high-level guidelines for all its journals
include information about plain language summaries
(https://cdnsciencepub.com/authors-and-reviewers/writing-
a-plain-language-summary), noting that such summaries
are optional, but encouraged as a means of increasing
accessibility and readership of the article. The site
provides basic guidelines for writing a plain language
summary and links to toolkits. It also explains how authors
can submit and share summaries (e.g. via social media).

Canadian Science Publishing launched its plain language
summary site in 2016 and it now has over two hundred
summaries, but these come from only 3 of the 23 journals:
Arctic Science (AS), Canadian Journal of Plant Science
(CJPS) and Facets (F) (a multidisciplinary science
journal). More digging shows that only these 3 journals
also put information about plain language summaries in
their journal-specific guidelines. For the initial test, I
randomly selected 3 summaries from each of the 3 journals
(total = 9) and then located the corresponding abstracts.

3.3. Selection of the machine translation system

Researchers beyond computational linguistics use free
online MT tools rather than in-house or subscription-based
tools. For ecological validity, I chose a free online tool in
spite of known limitations (e.g. no domain adaptation). For
this pilot study, I chose DeepL Translator, which is well
known in Poland (the founder and CEO of DeepL is Polish
researcher Jarostaw Kutytowski), and which has
outperformed Google Translate and Microsoft Translator
for English-Polish in prior evaluations (e.g. Kur, 2019).

3.4. Selection of the evaluation method

Translation quality is notoriously difficult to measure, and
multiple methods have been devised to evaluate MT
output, including methods relying on human evaluations,
those using automated metrics (e.g. BLEU, METEOR,
TER) and hybrid methods (Rossi and Carré, 2022). Yet
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applying such methods is labor-intensive and may require
computational linguistics knowledge. This pilot study asks
whether combining MT and plain language summaries can
help typical researchers, and so it was vital to select tools
and methods that are familiar and available to them. I
chose MS-Word and back-translation, which uses an MT
tool to translate a text from source to target language
(EN>PL), and then retranslates the resulting target text
back into the original source language (PL>EN).

As a means of measuring translation quality, back-
translation has some limitations and has been criticized by
various scholars, including Somers (2005), who notes that
it is not possible to tell from the back-translation whether
an error was introduced during the first or the second
phase, and that any errors occurring in the first translation
will be carried forward in the second. I fully agree that
back translation does not offer a rigorous and detailed
means of evaluating translation quality. However, this
pilot study’s aim is more modest: to establish in a more
impressionistic way whether plain language summaries
seem to be more translation friendly than abstracts. This
task is more about rough quality estimation than about
precise quality evaluation, and so back-translation may be
sufficient for this purpose. While Somers (2005) disagrees
that back-translation can be used as a rough quality
estimator, he acknowledges that his results relied on
comparing back-translations to BLEU scores, which
themselves have limitations (e.g. operating at sentence
level, using one human reference translation as a gold
standard). Somers’ study also used statistical MT rather
than NMT. In NMT, back-translation has been shown to
be a viable method for improving low-resource language
models (e.g. Sennrich et al., 2016; Hoang et al. 2018).

Researchers outside computational linguistics are not
likely to test the translation quality of their plain language
summaries using rigorous computational linguistics
metrics, but they do use back-translation when using MT
as a writing aid. Sun et al. (forthcoming) report that
Chinese scholars regularly use back-translation to judge
target text quality when working with free online MT tools
to create English-language abstracts and in an experiment
using back-translation between Japanese and English,
Shigenobu (2007) found that the quality of translated and
back-translated sentences correlates, “therefore, users may
be able to estimate the quality of outward translation by
back translation.” So while back-translation is not a
rigorous measure of translation quality, researchers
creating plain language summaries may well use it as a
convenient method of roughly estimating a target text’s
usefulness. In addition, plain language summaries
(whether originals or translations) are not intended to be
used as the sole decision-making tool for further action.
Rather, plain language summaries are more likely to serve
as tools for enabling readers to determine the relevance of
a study to their needs. If it seems relevant, then readers can
go on to learn more, and if it seems irrelevant, then readers
can set it aside. Nurminen (2019) reports on the usefulness
of MT as a filter to identify texts that merit more scrutiny.

3.5. Translating and comparing texts

Using the free online version of DeepL Translator, I
translated all of the English-language texts (9 plain
language summaries and 9 abstracts) into Polish. I then
back-translated all the Polish texts into English.
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I copied the texts into four MS-Word documents:
original and back-translated abstracts, and original and
back-translated summaries. I used Word’s readability
checker to find average sentence length, percentage of
passives and Flesch-Kincaid Grade Level (FKGL). To spot
differences between original English texts and English
back-translations, I used Word’s “Compare” feature to
compare documents and highlight differences. 1 then
sorted the differences into two broad categories with
reference to MQM (2021) framework accuracy metrics:

e Differences that change the meaning;

e Differences that do not affect the intended meaning.

4. Results
Key results are summarized in Tables 1, 2 and 3.
Abstracts Summaries
Original | Back-tr | Original | Back-tr
Total words | 1839 1864 2946 2984
Av length 204.3 207.1 327.3 331.5
Table 1. Total words and average length in words.
Abstracts Summaries
Original | Back-tr | Original | Back-tr
Passive 28% 32% 20% 25%
Av sent 23.2 23.2 21.2 22.4
length
FKGL 16.2 16 13.6 13.8

Table 2. Readability scores calculated by MS-Word.

Back-translations of | Back-translations of
abstracts summaries
# of # of # of # of
meaning | surface meaning | surface
errors changes | errors changes
Total 34 205 17 320
Per 100w | 1.82 10.99 0.57 10.72

Table 3. Errors and changes in abstracts and summaries.

5. Discussion

As a pilot study, this investigation has several limitations.
It involves just one language pair, a small test corpus, and
a single MT system. Future iterations could include other
languages, more texts and other tools. Moreover, as a
quality estimation method, back-translation has some
weaknesses, so more testing could be done using other
metrics. However, this pilot study is useful as a proof of
concept in that it shows that plain language summaries
appear to be more translation friendly than conventional
scientific abstracts; therefore, further investigation into the
combined use of plain language and MT seems warranted.
As Table 1 shows, plain language summaries in our
sample are an average of 37.5% longer than abstracts.
While a longer length might seem to offer more chances to
make translation errors, it also allows writers to clarify
content. Abstracts must often meet strict word limits,
forcing authors to write in a dense way that is difficult to
parse (e.g. noun stacking, omitting relative pronouns).
Longer summaries allow authors to be clear and explicit,
and the reduced ambiguity can improve translation quality.
Table 2 indicates that the plain language summaries in
our sample receive higher scores for readability than do
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the abstracts as measured by a smaller number of passive
constructions, a shorter average sentence length, and a
lower FKGL score (where the score corresponds to the
number of years of formal education required to
understand the text). In the case of both the abstracts and
the plain language summaries, the original texts score
more highly for readability than do their corresponding
back translations, suggesting that the double translation
(EN>PL>EN) inserts some complexity into the
constructions; however, in both cases, the plain language
summaries (both original and back-translations) remain
more readable than the abstracts. Nevertheless, while the
plain language summaries are clearly and consistently
more readable, we might have expected the difference
between the abstracts and the summaries to have been
greater. The fact that the summaries are only moderately
more readable suggests room for improvement, and it is
possible that increased readability could be obtained by
providing more plain language guidance to authors.

Table 3 shows that although there are a relatively high
number of changes produced as part of the process of
translation and back-translation for both abstracts and
summaries, the number of changes that result in a meaning
error are consistently higher in the case of the scientific
abstracts and lower in the case of the plain language
summaries. This is true in terms of raw number of errors —
in our sample, the number of meaning errors in the
abstracts is twice as high as the number in the summaries —
and it is even more striking when the error rate per 100
words is calculated. On average, there are 1.82 meaning
errors per 100 words in the abstracts and only 0.57 in the
summaries, meaning that there are 68.68% fewer meaning
errors in the summaries as compared to the abstracts.

Moreover, in some cases, the meaning error contained in
the plain language summary is the same as that appearing
in the corresponding abstract because the author did not
adapt that segment of text. For example, one abstract
contains the phrase “safe land travel activities” which has
been wrongly translated as “safe travel and land-based
activities”. Since the author retained the same phrase in the
plain language summary, the same error occurred there
also. In another, several Latin species names were
mistranslated in both the abstract and summary. In the
abstracts, other differences between the original texts and
their back translations that pointed to meaning errors
included mandates > fines; judiciously > reasonably, fluke
> fin; synthesis > synthetic; linking > combining.
Meanwhile, some meaning errors in the plain language
summaries can be identified as originating with terms that
are rather specialized and could perhaps have been
simplified: georeferenced > placed; viticulture > vine size.
As noted above, better guidelines for writing plain
language summaries could likely improve translation
quality with regard to accuracy as well as readability.

Both the abstracts and plain language summaries
revealed a larger number of superficial differences
between the original versions and the back translations;
however, this should not be identified as a problem per se
since these differences represented surface-level changes
that did not affect the underlying message of the text. It is
well known that two human translators will rarely produce
exactly the same translation of a given source text, and so
it is not surprising to see superficial differences arising
following the use of an MT system. Examples of
differences that did not impact the meaning of the text
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include happen > occur; paper > article; asymptomatic >
without symptoms, co-develop > jointly develop.

6. Conclusion

While the ultimate goal is to achieve a fully multilingual
scholarly communication ecosystem, this will require a
multipronged and multistage approach. As an early step,
creating plain language summaries in any language,
including English, can help. Greater availability of
summaries will advance open science by making it easier
for non-experts to access research results, as well as by
making it more feasible for people to access these
summaries in their own language via MT.

Next steps include studying guidelines for preparing
plain language summaries (e.g. from Canadian Science
Publishing and elsewhere) and comparing them to the
plain language writing guidelines prepared for other
sectors, as well as recently published guidelines that
specifically target for writing for MT (e.g. Translation
Centre for the Bodies of the European Union, 2021). By
comparing and testing these 3 types of guidelines, we can
develop a more tailored set of guidelines to enable scholars
to maximize the combined benefits of plain language and
MT. In other words, by integrating guidelines for
preparing plain language summaries and guidelines for
improving MT friendliness, we may be able to amplify the
value of these summaries for speakers of other languages.

Looking further ahead, it will be useful to test any initial
guidelines developed on the basis of English to determine
their portability to other languages and to identify gaps or
adaptations needed to make them useful for other
languages. Experience with controlled language shows that
while some guidelines can transcend language boundaries,
others may be language specific (e.g. Hartley et al., 2012).
Customized guidelines for other languages will allow
researchers to prepare MT-friendly plain language
summaries in those languages, and these summaries could
then be machine translated into English and other
languages. A multilingual set of guidelines that integrates
suggestions for writing in plain language that is also MT
friendly will be a useful step towards achieving a more
multilingual scholarly communication ecosystem.

Both an enhanced set of guidelines and the summaries
produced by following these guidelines must eventually be
user tested. User testing of the guidelines will determine
how easily they can be applied by authors. User testing of
summaries by end users is needed because a high
readability score does not necessarily mean that the texts
are understandable or useful to readers.

Finally, it will be interesting to investigate other tools,
including the latest generation of Al technologies (e.g.
ChatGPT and similar tools using machine learning), to
determine how well these tools can support multilingual
plain language summary production. For example, we can
see multiple paths for arriving at multilingual summaries:

e L1 original text > L1 summary > L2 translation;

e L1 original text > L2 translation > L2 summary;

e LI original text > L2 summary.

More research is needed to determine the best path for
producing high-quality summaries in many languages.
Likewise, more research is needed to determine whether
these can best be achieved by using a pipeline of tools (e.g.
output of an automatic summarization tool becomes input
to an MT tool, or vice versa), or asking ChatGPT to take a



direct approach (e.g. summarizing an L1 text directly in
L2). Jiao et al. (2023) report that ChatGPT translations are
currently inferior to translations done by Google Translate
and DeepL Translator for low resource languages and
domains, but things are evolving quickly. Meanwhile,
Zhang et al. (2023) show that the formulation of prompts
affects translation quality in large language models.
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Abstract

Identification and classification of sexist and offensive content in

for sexism and offensive detection in Romanian short texts.
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1. Introduction

Social media platforms have profoundly altered the manner
in which we communicate, and these shifts have given rise to
egregious practices online, such as the use of offensive or sex-
ist language. A sexist act is a discrimination against a per-
son on the basis of their gender. A wide range of sexist lan-
guage forms, both overt and covert, affect mostly women and
girls across many areas of life, including the workplace (Verniers
and Vala, 2018), politics, society, household responsibilities, and
even Natural Language Processing (NLP) models (Sun et al.,
2019). Despite the lack of a universally accepted definition of
offensive language, it is commonly associated with cursing, pro-
fanity, blasphemy, epithets, obscenity, and insults (Jay, 1992).
Thus, automatically detecting discriminatory language can assist
in analyzing it so that preventative measures can be taken. In
terms of gender representation in language, most feminist lan-
guage activists support the change of language as a means of
achieving better gender equality (Pauwels, 2003). The use of
these systems can be useful in the development, design, and dis-
semination of policies related to equality, as well as in contribut-
ing to social change in a positive direction.

Identifying subtle forms of sexist and offensive language can
be quite challenging. At present, the majority of research focuses
on each of these tasks individually. Despite their compelling
results, these approaches are limited to modeling only the lin-
guistic aspects of discriminatory and offensive language, without
taking into account an important aspect, such as emotions. Emo-
tions are highly prevalent in language and thought. Using infor-
mation obtained from people’s emotional states when expressing
themselves could support and improve the development of nat-
ural language applications. For more complex semantic tasks,
such as detecting sexist and offensive language, a unified system
may be necessary. The majority of systems, however, do not pos-
sess certain features that may help facilitate the development of
such a system, as discussed above. The concept of Multi-Task
Learning (MTL) is based on human learning activities in which
individuals apply their knowledge from auxiliary tasks to assist
them in the learning of a new task. It is an approach of induc-
tive transfer in which the domain information contained in the

social media posts present a great deal of complexity and relevance.
Detecting and identifying this type of language is more difficult due to the presence of multiple forms of sexist and offensive language.
We employ a multi-task learning framework to link emotion detection to sexist and offensive language classification, allowing the two
tasks to complement each other. The results of our study demonstrate that the use of emotion signals aids the performance of sexist and
offensive language detection - we achieve an F1-score of 87.98% by fine-tuning the Romanian BERT, which becomes the state of the art

training signals of related tasks is used as an inductive bias to
facilitate generalization (Caruana, 1997). At its infancy, MTL
is motivated primarily by the goal of alleviating the problem of
data sparsity, and by aggregating the labeled data in all tasks,
MTL achieves more accurate learning for each task, being there-
fore useful in reusing existing knowledge and reducing the cost
of manual labeling. Lastly, deep MTL models perform better
than single-task models (Zhang and Yang, 2022). Our study hy-
pothesizes that adding emotion information to the mix can help
in detecting sexism and offensive language in Romanian tweets
in a more efficient and effective manner.

Furthermore, most of the sexist and offensive language de-
tection systems are developed for well-resourced languages.
Therefore, a key objective of this paper is the development of
language technologies in the midst of a scarcity of digital lan-
guage resources and tools for Romanian language. Romanian is
a Romance language spoken by approximately 24 to 26 million
people as a native language, while about 4 million speak it as a
secondary language.'

To the best of our knowledge, this is the first study to employ
emotion analysis in the detection of sexist and offensive language
in a less-resourced language, such as Romanian.

2. Related Works

Over the past few years, there have been numerous academic
events and shared tasks related to the identification of sexist and
offensive language. For low-resource languages, however, the
detection of offensive language has received relatively little at-
tention in NLP.

The EXIST (Sexism Identification in Social Networks) com-
petition at IberLEF (Rodriguez-Sanchez et al., 2022) was the first
collaborative effort aimed at detecting sexism in a broad sense,
from outright misogyny to more subtle expressions of sexism.
Within the same shared task, del Arco et al. 2021 test the perfor-
mance of a multi-task learning approach that incorporates senti-
ment analysis and offensive language detection to identify sex-
ism. In another recent study, del Arco et al. (2022) investigated
more linguistic phenomena than sentiment analysis in their re-
search for sexism detection. Using multi-task methods they in-
corporate emotions, sarcasm, insults, constructiveness, and tar-
gets into the learning process.

"https://www.britannica.com/topic/
Romanian-language
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Sharifirad et al. (2019) examine the users’ mood when writ-
ing sexist tweets. They use the SemEval-2018 task1: Affect in
tweets dataset (Mohammad et al., 2018), and examine the types
and intensities of emotions associated with categories of sexual
harassment. According to their findings, indirect harassment,
also known as benevolent harassment, has a mild intensity. On
the other hand, hostile sexism is associated with very high levels
of disgust, anger, sadness, and even joy. The tweets also demon-
strate that users enjoy sending sexist messages to women.

In modelling the linguistic properties of abusive language,
Rajamanickam et al. (2020) consider the emotional state of the
users and how this may affect their language. Using a multi-
task learning framework, they present a joint model of emotion
detection and abusive language detection. According to their re-
sults, incorporating affective features increases abuse detection
performance across datasets significantly.

Using three auxiliary tasks that were automatically cre-
ated through unsupervised learning from a set of unlabeled and
weakly labelled accounts, Abburi et al. (2020) explored neural
multitask learning and investigated 23-class fine-grained classi-
fications of accounts of sexism.

3. Corpora

For elaborating the multi-task architecture we used two
datasets, CoRoSeOf (Hoefels et al., 2022), and REDv2 (Ciob-
otaru et al., 2022).

CoRoSeOf is a large corpus of Romanian social media man-
ually annotated for sexist and offensive language. There are
covert and overt forms of sexist language included in the corpus,
which have been classified into direct, descriptive, and reported
statements. It consists of 39245 tweets which have been anno-
tated with the following labels: sexist direct, sexist descriptive,
sexist reporting, non sexist offensive and non sexist. It is im-
portant to note that approximately 80% of this corpus is skewed
towards the non sexist class.

To compliment the sexist and offensive language classifica-
tion by using a multi-task approach, we construct the auxiliary
task using the RED dataset. REDv2 is a Romanian emotion de-
tection dataset containing 5449 tweets annotated in a multi-label
fashion, with the following emotions: anger, fear, joy, sadness,

surprisetrust and neutral.

4. System overview

As a preliminary step towards predicting the emotions in
each CoRoSeOf text, we developed an emotion detection model
by fine-tuning the cased version of the Romanian BERT (Du-
mitrescu et al., 2020) from Huggingface” on the task of classify-
ing emotion labels of REDv2 tweets.’

We have created a model that loaded the weights from
the bert-base-cased with a linear layer on top, using Trans-
former’s class AutoModelForSequenceClassification, with its
from_pretrained method, and training was conducted using Hug-
gingFace’s Trainer API. The model was trained for five epochs
with a batch size of eight and a learning rate of 2e-5. The loss
function used was BCEWithLogitsLoss, which combines the sig-
moid layer with the Binary Cross Entropy loss in a single class.
As a result of this model, we were able to obtain an F1-score of
0.71 on REDv2.

Figure 1 illustrates the distribution of emotion labels in the
five CoRoSeOf classes using UpSet plots (Lex et al., 2014).

nttps://huggingface.co/

These plots are used to visualize intersections between more than
three sets, in a matrix. The horizontal bars in the left part of
the matrix represent the total number of texts which contain the
specified emotion in each row. Using the vertical bar above the
matrix, each unconnected dot on the matrix shows the count of
texts containing one unique emotion, while the connected dots
indicate the number of texts sharing more than one emotion.

In applying an upset plot to CoRoSeOF texts after emotion
prediction, the following insights can be derived: non sexist
tweets are mainly neutral while in non sexist offensive tweets,
anger is the predominant emotion expressed, followed by neu-
tral, sadness, and a mixture of sadness and anger. The majority
of sexist direct tweets express joy, anger, and neutral feelings,
while a few express trust, and the combination of trust and joy.
Sexist descriptive tweets are mainly neutral, followed by a rel-
atively high number that express anger, and a few express trust,
sadness, joy, as well as combinations of trust and neutral, sadness
and anger, and trust and joy. There is a predominance of anger in
sexist reporting texts, with neutral representing the second most
prevalent emotion.

The first column in each upset plot represents the amount of
texts in the specified category which have not received an emo-
tion label by the emotion detection model, because the probabil-
ity of detection for each of the seven emotion labels was lower
than 50%.

Figure 2 outlines the three types of model architectures that
were considered. In order to develop a baseline, we start with
the simplest architectural model; then, we add extra data to the
model in the form of precomputed emotion probabilities; and
we compare the results of that model with those of a multi-task
model trained on the CoRoSeOf and REDv2 datasets jointly.

Finally, training was standardized, i.e., all models use a 0.1
dropout, the same learning rate and learning schedule, and the
same early stopping criterion and patience (including the multi-
task model where we early stopping considers only the validation
set of CoRoSeOf.

4.1. Data Preprocessing

In order to ensure accuracy and minimal bias in the data, we
preprocessed it using the following steps: first, we removed all
usernames from the CoRoSeOf dataset. The nature of Twitter re-
sponses prompted us to take this action; since they are branched
off from the original tweet in a tree-like fashion (Ryosuke Nishi
(2016)), it was paramount to avoid our models to be biased to-
wards certain users. Secondly, we deleted from CoRoSeOf 49
texts that had a majority vote ground truth of ‘Cannot decide’
and 1457 texts with ‘Non agreement’. Thirdly, we replaced
names with “person” using roner python library (Dumitrescu
and Avram (2019)), emails with “email” using regex, and also we
eliminated telephone numbers, as these do not bring valuable in-
formation in the machine learning process and it was important
to align the CoRoSeOf preprocessing with the REDv2 prepro-
cessing. Lastly, we split the data in an 80/10/10 fashion, making
sure each CoRoSeOF label has an equal distribution for training,
testing and validation.

4.2. Baseline Model

The baseline model is a BERT transformer from which the
pooled output is forwarded to a dense layer representing the out-

put classes. In the training process, there is a standard dropout

dumitrescustefan/bert-base-romanian-cased-vl of 0.1 before the last layer, in which the cross-entropy loss is

*https://huggingface.co/datasets/
Alegzandra/REDv2

computed. This is the most basic model that can be used with

transformers; although simple, it provides a strong baseline.
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4.3. Feature-engineered Model

The feature-engineered model benefits from the results of the
existing emotion detection model trained on REDv2, by making
use of the emotion prediction for each tweet, in addition to the
tweet’s text itself.

Architecturally, the model is identical to the baseline, but af-
ter pooling all the outputs from the transformer into a single-
dimensional 768 vector (as with bert-base), we concatenate
seven more values to it, representing the floating point proba-
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(B) Feature engineering

(C) Multi-task mode!

Figure 2: The three architectures tested: baseline (A), feature engineered model where we add the pre-computed REDv2
emotion probabilities for each tweet (B), and the multi-task model with distinct heads for each dataset (C)

bility predictions of the seven emotions of REDv2. To summa-
rize, we add these seven pre-computed values to the input of the
class-output layer.

4.4. Multi-task Model

Our multi-task model architecture follows the standard
paradigm where we have a single model that encodes tweets,
but different output heads for different tasks. Thus, we have
two distinct tasks/heads: (i) CoRoSeOf head: a 5-valued out-
put trained with cross—entropy loss; (ii) REDv2 head: a 7-valued

non sexist, b. non sexist Offensive, c. Sexist Direct,



Model Transformer Model Fl1 Acc Class Correct Error Support  Acc.
Baseline romanian-bert-cased 0.8784 (.88 Non sexist 2916 141 3057 0.9539
Feature Eng. | romanian-bert-cased 0.8778 0.8835 Sexist direct 140 59 199 0.7035
Multi-task romanian-bert-cased  0.8798  0.8844 Non sexist off. 210 173 383 0.5483
Baseline xIm-roberta-large 0.7983  0.8348 Sexist descriptive 64 56 120 0.5333
Feature Eng. | xIm-roberta-large 0.8117 0.8489 Sexist reporting 0 14 14 0
Multi-task xlm-roberta-large 0.8399 0.8614

Table 1: Training results on the presented model architec-
tures.

Model Transformer Model F1 Acc

Multi-task 0.5 | romanian-bert-cased 0.8789 0.8834

Multi-task 0.5 | xIm-roberta-large 0.81 0.8465

Table 2: Training results on the multi-task model architec-
ture, with 50% ratio between datasets.

output trained with binary cross—entropy loss. The input for both
heads is, as in the case of the previous architectures, the pooled
layer from the transformer model.

As a result of the different tweet counts contained in REDv2
and CoRoSeOf datasets, we had to batch them separately dur-
ing the training process. Thus, at each step, we randomly pick
one of the two datasets and create a batch with tweets from one
of them, forwarding them up to the corresponding head. The
datasets differ substantially in terms of size (CoRoSeOf contains
37.738 texts, whereas REDv2 contains 5.449), therefore we de-
termine a probability threshold of 13.54% of the model choosing
a batch from either dataset. In this manner, the model is able to
see that the datasets are equally represented according to their
size, and does not overfit on the smaller dataset. To verify this,
we attempted to examine what the results would be if we forced
the ratio to be 50/50. Our findings are illustrated in Table 2.

5. Experiments and Results

Our experiments were performed using the architectures de-
scribed in Section 4, for all tested models, with a batch size of
16 (including for larger models). We tested more Romanian bert-
base models, but for brevity only report the best performing one;
we also test the xlm-roberta-large as a strong multilingual con-
tender. Results are reported in Table 1, averaged across 5 runs.

To our expectations, the multi-task model achieves the high-
est F1-score and accuracy on both romanian-bert-cased and xIlm-
roberta-large. Between these two transformer models, romanian-
bert outperforms the multilingual xlm-roberta by 4% F1-score
and 2% accuracy, even if the roberta model is almost 3x larger
(355M vs 124M), showing the power of monolingual models.

For variability, we have also trained the multi-task model us-
ing a ratio of 50% between both datasets. This means that at
training time, the same amount of batches are taken from both
CoRoSeOf and REDv2 datasets. It can be seen in Table 2 that
using this ratio, both F1-score and accuracy, on both transformer
models, are lower than the results in Table 1 when using the de-
fault ratio, which considers the disproportion between datasets
when assigning training batches.

To compute a confidence interval of the results, we have
trained the best performing model, the emotion and sexist and
offensive language multi-task model which uses romanian-bert-
cased, for a number of 20 times with random seeds. The aver-
aged results are: F1l-score 0.8791 and accuracy of 0.8827. The
standard deviation for the F1-score is 0.0043, and for the accu-
racy is 0.0056. It can be observed that the standard deviation on
both measures is small enough to consider these results reliable.

Table 3: Error analysis for each CoRoSeOf class.

5.1. Error Analysis

A detailed understanding of how failures occur or are dis-
tributed within the proposed models is essential. Thus, in Figure
3, we show the confusion matrix for one of our five experiments
when creating the averaged multi-task model. This model has an
overall accuracy of 0.8826. As can be seen in Figure 1, most of
the test predictions belong to the neutral class, which is expected,
since this is the class in CoRoSeOf that contains the most train-
ing texts.

Also, the sexist reporting class was never predicted in this ex-
periment, which corroborates with the fact that this class contains
only 140 texts and is also the smallest class in the CoRoSeOf

dataset.

Sexist reporting 0 0 1 7 6
Sexist direct - 0 140 10 44 5
Non sexist offensive - 0 2 210 162 9

i

Sexist descriptive - 0 2 9 45 64

Non sexist - 0 1 103

Sexist reporting
Sexist direct

Non sexist offensive Sexist descriptive
Non sexist

Figure 3: Confusion matrix for the romanian-bert-cased
multi-task model

A detailed analysis of the errors is given in Table 3. The
highest accuracy of 95.39% is achieved by the non sexist class,
followed by sexist direct with 70.35%. The accuracy values of
the sexist descriptive and non sexist offensive classes are rather
similar, with 53.33% and 54.83%, respectively. In the case of
sexist reporting class, the accuracy of the class is 0.

Analysing both Figure 3 and Table 3 the following phenom-
ena stand out. The classification of sexist reporting tweets has
never been accurate. The model considered seven of the texts to
be non sexist, one to be non sexist offensive, and six to be sexist
descriptive. In the example “era un mos beat mort n autobuz
si se tinea in continuu dupd mine” (‘there was a dead drunk old
man on the bus and he kept following me’), the tweet is labeled
as sexist reporting, however, the model classified it as non sexist.
In addition, the emotion detection model indicates that this text
reflects fear, which is an accurate prediction.

Sexist direct tweets were mainly classified correctly, with
only 10 texts classified as non sexist offensive, 44 texts non sex-
ist, and 5 texts sexist descriptive. The tweet, “buna, ce faci fru-
moaso” (‘hello, how are you beautiful’) was predicted as non
sexist instead of sexist direct. In a surprising finding, the emo-
tion detection model identified this text as joyful, showing that
predicting the covert forms of sexism is challenging.

Two non sexist offensive tweets were miss-classified as sex-
ist direct, 162 as non sexist and 9 as sexist descriptive. The text,
“Judecatorii s-au smecherit mult. Motivirile cred ca sunt lasate
in seama femeilor de serviciu...” (“The judges have become very
sly. I think the motivations are left up to the maids...”) was ini-
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tially labelled as non sexist offensive, however, the model classi-
fied this text as sexist descriptive, which might be a true label in
the opinion of some annotators.

The majority of non sexist tweets were classified correctly,
although some exceptions were observed, including 11 tweets
misclassified as sexist direct, 103 tweets misclassified as non sex-
ist offensive, and 27 texts misclassified as sexist descriptive. The
tweet, “Foarte frumoasa si sexy” (‘Very beautiful and sexy’) was
classified as sexist direct by the model instead of the gold stan-
dard, non sexist. It is, however, apparent that the model general-
izes correctly in this very subjective case. Furthermore, accord-
ing to the emotion detection model, the emotion carried by this
text is joy.

Finally, we noticed that the sexist descriptive tweets were
mainly missclassified as non sexist (45 out of a total of 120), 2
sexist direct, and 9 non sexist offensive. The text “Traiesc barbat
cu nevastd, dardmite ciine cu pisicd” (‘Man and wife live to-
gether, let alone dog and cat®) is sexist descriptive but was mis-
classified as non sexist. The above is a classic example of how
machine learning models are having difficulties to understand
sarcasm, combined with the fact that our multi-task model has a
preference for the non sexist class.

6. Conclusions and Future Work

We examine how emotions can be used to aid in categoriz-
ing sexist and offensive language; our experiments show that our
proposed multi-task approach, addressed for the first time in the
Romanian language for improving the detection of sexism and
offensive language using emotions, is capable of producing con-
vincing results. The dataset, code and results are freely available
on GitHub.*

Further research will be carried out to test the effectiveness
of the model in identifying sexist and offensive language using
sarcasm and irony detection within texts as additional tasks. As
a result of the imbalanced nature of CoRoSeOf, sampling data
would be another approach to experiment with.
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Abstract

This paper describes an approach for detecting organized crime activities based on Web-harvested linguistic evidence. We describe a
fully functional prototype software system that pursues the following objectives: a) defining the subject of crime with the possibility
of recognizing different grammatical functions, ambiguities, situational context, and detecting suspicious content, b) creating linguistic
identifiers of objects of interest of border guards, and c) clustering such objects. To evaluate the performance and effectiveness of
the proposed system, we obtained actual unstructured documents about investigations from users and confirmed the efficiency and
effectiveness of the data analytics process in terms of context-aware analytics systems and knowledge management.

Keywords: criminal texts, information extraction, NER, NLP

1. Introduction

The problem of combating organized crime related to
cross-border criminal activities (e.g., illegal smuggling of
various goods, slavery, prostitution, trafficking in human
organs) needs an urgent solution. The crime statistics show
how effectively criminals exchange information via the In-
ternet through its “gray area” and on public blogs and web-
sites (Krauz, 2017; Mider, 2019). Even the slightest traces
left by these groups enable using new information tech-
nologies to work out the “web of connections”, particularly
relations and key nodes (Andrews et al., 2018; Rowe et al.,
2007). Border Guard analysts search the Internet manu-
ally to find such information, which is time-consuming.
Automating the process of browsing and analyzing Inter-
net resources would enable both acceleration of the pro-
cess and significant broadening of the scope of searches.
The analysis of informal, noisy, and short texts in terms of
crime-related content requires recognizing not only stan-
dard named entity categories like the names of persons, or-
ganizations, and locations, but also domain expression cat-
egories, like product names (e.g., drug names, cigarette and
alcohol brands), descriptions, or actions, which are equally
relevant to crime intelligence analysis. Our research offers
a method of processing unstructured big data: actual Polish
crime texts collected from the Web, and a practical solution
for crime information extraction for the needs of the Border
Guard.

2. Towards Criminal Event Ontology

Online criminal events involve various actors, places,
times, causes, and relations and use a variety of natural lan-
guage structures. The extracted events are valuable for in-
formation retrieval tasks as a knowledge base. In this paper,
we design, implement, and evaluate a mechanism for defin-
ing and mining relevant information, especially on Polish

This work was financed by the Polish National Cen-
tre for Research and Development (dec. no. DOB-
BI0O9/19/01/2018)

web pages. Literature knows multiple examples of appli-
cations of criminal events ontologies, e.g., mining data to
catch professional criminals (Brown, 1998), or discovering
crime patterns using records composed of many attributes
(Nath, 2006).

2.1. Domain Entity Categorization

The semantic analysis result for a single text is a list of
named entities and their types found in it. We distinguish
nine categories of named entities relevant to the task: iden-
tifier, object—person, object—item, action, organization, lo-
cation, time, measure, and description. Identifier is a
named entity that enables direct or indirect identification
of the author of the text, or facilitates the localization of
the event, e.g., name, surname, nickname, phone number,
e-mail address, URL, website name. Object—person is a
concept relating to a person, e.g. profession, function, na-
tionality. Object—item is a potential crime target (exclud-
ing people). This category includes anything that may be
the subject of trafficking or other crimes, except people:
physical or virtual goods, works, and products, e.g. com-
modities, works of art, food, drugs. Action is a category
related to events. Actions can be related to crime directly
(smuggling, trafficking) or indirectly (traveling, accessing
information, using websites, shipping goods). Verbs in this
category denote dynamic situations, i.e., situations that in-
volve a change in the state of the performer of this activity,
the object to which the activity relates, or the relationship
between the participants of the action. Actions can be sig-
naled directly with verbs (e.g., walk, move, condemn, work)
or indirectly with other parts of speech (e.g., sale and pur-
chase, distribution). Organization is a category for orga-
nization names, e.g. Border Guard, Polish Post. Loca-
tions are geographic places, addresses, institution names,
e.g.. Warsaw, Russia, ul. Stowackiego 8, escort agency.
Time denotes different types of temporal expressions re-
lated to date, time or duration, e.g. foday, 4 a.m. Measure
category includes physical measures, colloquial terms of
size, and currency terms, e.g. 123 €, 0.5 mg. Descrip-
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tions are phrases that describe, explain, or comment ex-
pressions referring to potential criminal activity, e.g., blue,
from abroad, without excise duty.

For the semantic analysis of Web-harvested texts, we used
the lexicon for the Polish language used in the LVCSR sys-
tem (Demenko, 2015) and a lexicon containing words and
phrases related to crime. The corpus consists of 17,764,634
units (tokens) and ensures high coverage in many lexical
domains: people, organizations, geographic and geopoliti-
cal names, products, events.

2.2. Domain Peculiarities

The domain crime vocabulary is full of domain jargon and
numerous linguistic ambiguities. The following problems
are crucial for relevant domain information extraction (Ad-
nan and Akbar, 2019; Ku et al., 2008). Unstructured data
have no schema; they have multiple formats and come
from different sources. Web texts are very noisy, so some-
times morphological or syntactical analysis is not possible.
Grammatical errors occur on all levels of linguistic analy-
sis. The texts also contain syntactic and semantic ambigui-
ties.

3. The Context Toolset

The Context Toolset is a part of the AlSearcher system,
aimed to support searching the Internet for criminal texts
that may be of interest to employees of the Polish State Bor-
der Guard (Nowakowski and Jassem, 2021). The toolset
processes the queries with four levels of linguistic analysis:
semantic, syntactic, lexical, and structural/specific. Addi-
tionally, the toolset creates the Linguistic Identifier of the
Object Card — a unique identifier based on the linguistic
properties of texts. This identifier is also used to cluster the
objects.

3.1. Semantic Analysis

The semantic analysis for the Context module is performed
by the named entity recognition tool (Skérzewski et al.,
2022). This tool is based on hand-crafted rules, lexicon
lookup, and regular expressions. After testing different so-
lutions, we decided not to use neural networks or statistics-
based algorithms for two main reasons. First, it turned out
that the annotated dataset we have is not large enough to
train a well-performing neural network. Second, although
the statistically enhanced classifier returned better results
(as measured by F-score), the target users (i.e., the Border
Guard officers) preferred the rule-based approach because
the results were more predictable and explainable.

3.2. Syntactic Analysis

Syntactic analysis is meant to extract the underlying struc-
ture of the documents’ sentences. In addition, it provides
tools for preprocessing text documents before they can un-
dergo other levels of linguistic analysis. First, the text doc-
uments are split into tokens, using a regular-expression-
based algorithm from the Python NLTK library (Loper and
Bird, 2002; Bird, 2006). Next, the resulting tokens go
through a morphosyntactic tagging procedure which out-
puts a set of labels containing rich information about their

grammatical categories, such as the general part of speech,
the grammatical number, the person or gender of a noun,
or the aspect of a verb. In Polish, one string of charac-
ters can often be categorized into several different gram-
matical categories depending on the context, i.e., several
homonyms often exist for that same spelling. An addi-
tional tool for morphosyntactic disambiguation of tokens
has also been added to account for such situations. The
morphosyntactic parser and the disambiguator are based
on third-party tools; Morfeusz (Kiera$ and Wolinski, 2017)
and Concraft (Waszczuk et al., 2018), respectively. Mor-
feusz is additionally employed in the current system as a
lemmatizer/stemmer, which brings the tokens into their ba-
sic grammatical forms as they are input into other levels of
analysis.

Given the morphosyntactic categories of disambiguated to-
kens, Context also performs dependency parsing with the
publicly available Malt Parser (Nivre et al., 2006) and a
model pre-trained on the current version of the Polish De-
pendency Bank (Wréblewska, 2014). The graph output
by the parser contains the tokens as the nodes, with the
morphosyntactic categories as their additional features and
different dependency relations as the edges. Dependency
graph is transformed into a vector representation (Hamil-
ton et al., 2017) with Graph2Vec algorithm (Narayanan
et al., 2017; Rozemberczki et al., 2020). It is based on the
Weisfeiler-Lehman hashing method (Shervashidze et al.,
2011), which iteratively aggregates and hashes the neigh-
borhood of each of the graph’s nodes which can then be
input into the standard Doc2Vec (Le and Mikolov, 2014)
model. Graph2Vec encodes graphs with node features but
does not support edge features, and hence this informa-
tion is currently lost in the vectorization process. We have
accepted this as a necessary trade-off between the repre-
sentativeness of the vector and the efforts required to im-
plement a new algorithm. The algorithm has been trained
on a database of 7188 text documents collected and hand-
labeled partially by the Polish Border Guards and partially
by specially trained linguists. The vector representation
output by this current method provides important features
for any successive classification algorithms. It is one of the
currently most effective knowledge representation methods
that capture deep relations and information in the document
(e.g., the subject, object, and predicate of a sentence).

At the last stage of analysis, we also add the counts of all
possible punctuation marks found in the document as ad-
ditional features. Despite their relative simplicity, these
might provide valuable information about the nature of the
analyzed documents, their authors, and their writing style.

3.3. Lexical Analysis

For lexical analysis, the documents are first transformed
into a string of lemmatized tokens with the tools imple-
mented as part of the syntactic toolchain. Next, the stop
words (the most frequent non-characteristic words in a lan-
guage) are filtered out. Then, the list of keywords and the
number of their occurrences is extracted based on the spe-
cially prepared dictionaries of domain-specific vocabulary
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(such as names of illegal drugs). The lexical analysis also
includes the standard Text Frequency — Inverse Document
Frequency (TF-IDF) analysis (Sammut and Webb, 2010),
which calculates how often each word appears in any given
text compared to its general frequency. This helps iden-
tify words and their combinations (bigrams) which are es-
pecially rare in other texts. Finally, the lexical analysis
also includes the identification of the most central sentence
in the document. The sentence is identified based on the
LexRank (Erkan and Radev, 2004) algorithm — a modified
version of the PageRank algorithm developed by Google
(Alphabet) for ranking web pages based on the counts of
their relations.

3.4. Specific/structural Analysis

The specific (or structural) level of analysis calculates sev-
eral basic stylometric indexes and text statistics. These in-
clude a range of statistics, starting with simple measures
such as the total and the average number of characters, syl-
lables, words, and sentences, to some more specific metrics
such as the number of words, the Coleman-Liau index, the
Linsear Write metric, the LIX and RIX readability formu-
las, or n-syllable word count.

3.5. Linguistic Identifier of the Object Card

The system gathers information about the so-called objects.
In this context, an object can be anything of interest to the
Border Guard: a person, a subject of the crime, etc. One of
the tasks of the system is to gather texts and enable linking
them to different objects. Objects in the system are repre-
sented as object cards. A Linguistic Identifier of the Object
Card (LIOC) is a numeric feature vector generated auto-
matically based on the results of the linguistic analysis of
texts linked to the particular object.

LIOC is implemented as a numeric vector consisting of five
parts: four of them are numeric vector representations of
the four layers of linguistic analysis described above. The
fifth segment is a vector obtained using machine-learning
methods of document representation (paragraph vector, or
Doc2Vec). The size of the vector and the sizes of the vec-
tor’s segments are constant for every input object. Different
segments have different sizes, resulting from the specificity
of individual layers of linguistic analysis.

LIOC vector is generated for the whole object, i.e., for the
set of texts linked to the object. If this set of texts contains
only one text, the procedure of generating LIOC is the fol-
lowing.

To obtain a LIOC vector for a single text, the results from
different layers of analysis are converted to a flat vec-
tor of numbers. The results of semantic analysis, i.e.,
named entity recognition, are converted to a vector using
the Doc2Vec algorithm. This vector is constructed from
the set of all tokens recognized by a NER tool as a valid
named entity, regardless of its category. The results of syn-
tactic analysis consist of a dependency graph and punctu-
ation statistics. The dependency graph is converted to a
vector using the Graph2Vec algorithm, and the punctuation
statistics already have a form of a numerical vector of a
constant length. The result of lexical analysis consists of

three parts. First, there is a vector with counts of words
from the lexicon of crime-related keywords. Second, there
are the results of TF-IDF analysis (also a vector). Finally,
there is the index of the central sentence and its score. The
specific/structural analysis results are numerical values of
stylometric indexes and text statistics. The fifth part of the
LIOC vector is a Doc2Vec representation of the whole in-
put text. LIOC vector for a single text is a concatenation of
the five segments described above.

If there are more texts assigned to the object, LIOC is cal-
culated as the arithmetic average of vectors calculated for
each text separately, in a way described above.

3.6. Object Clustering

One of the main tasks of the Context toolset is to perform
clustering of groups of text documents based on the LIOC.
The goal of the clustering is to group together objects with
similar linguistic characteristics. We use the k-means clus-
tering algorithm and LIOC vectors as representations of ob-
jects. The number of clusters k is given by the user. The
distance metric is a standard Euclidean distance between
LIOC treated as points in space.

4. Evaluation and Discussion
4.1. Semantic Analysis Evaluation

An evaluation corpus was prepared to evaluate the named
entity recognition tool used for semantic analysis. The
texts were collected from various sources: Polish classi-
fieds websites and marketplaces accessible through widely
available search engines, and Polish and international mar-
ketplaces on the Darknet. The Clearnet sources allowed
unrestricted access to their contents, enabling them to be
localized conveniently through the aforementioned search
engines. Once localized, relevant linguistic material was
collected automatically using dedicated web scrapers ad-
justed to each website individually. However, this was not
the case with the Darknet sources, given their covert na-
ture, which rendered the automatic approach to data extrac-
tion inefficient as opposed to the manual approach, which
we eventually employed. The Darknet websites containing
relevant linguistic data were firmly secured with advanced
challenge-response tests. Moreover, the fact that TOR (The
Onion Router) websites are not being listed in traditional,
widely available search engines posed an additional chal-
lenge in the localization of the sources. The texts local-
ized on Darknet were therefore appended manually to the
dataset.

Eventually, we obtained 3337 full texts originating from
5 Darknet and 3 Clearnet websites. The collected texts
were annotated with named entities belonging to the nine
categories listed in Subsection 2.1.. Nine linguists were
involved in the process of annotation. Raw texts were
evenly distributed among individual annotators, who were
provided with comprehensive guidelines and were given
a dedicated workspace. The annotators remained in con-
stant contact with the coordinator, who tracked and re-
ported the work progress throughout the entire undertak-
ing. The whole annotated dataset consists of 6240 anno-
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lex.-based algorithm | manual annotation
Category | prec. F rec. | prec. ) rec.
Identifier | 41% 53% 75% | 39% 28% 22%
Object 76% 57% 45% | 73% 70% 67%
Action 54% 29% 20% | 48% 46% 44%
Location | 11% 10% 9% | 43% 12% 7%
Time 18% 18% 18% | 46% 39% 34%
Measure | 76% 59% 48% | 92% 85% 19%
Descript. | 20% 22% 25% | 10% 14% 23%

Table 1: Multi-label precision, F}j-score, and recall for
lexicon-based algorithm and manual annotation.

category # documents | category # doc.
neutral 3251 | documents 300
drugs 2327 | amber 121
tobacco 1177 | human trafficking 12

Table 2: Structure and counts of the data set employed for
the evaluation of text document clustering.

tated text fragments. We will refer to this set as A,y. Addi-
tionally, its subset of 554 text fragments was annotated by
two independent annotators. We will refer to this subset as
Ag.

For the evaluation, we used precision, recall, and Fj-
score. Our approach obtained the [-score of 0.487 on
the Ag subset (compared to 0.621 for manual annotation)
and 0.219 on the A, set. For comparison, we evaluated
Nerf — a general-purpose named entity recognition tool —
in the same way. Nerf scored only 0.005 on the Ag set
and 0.017 on the A,y set. Precision, recall and F-scores
for manual annotation were obtained by calculating these
metrics on the Ag subset for one of the annotators while
treating the other one as a ground truth. Comparing the
results achieved by our method with manual annotation
results by category (Table 4.1.) shows that our algorithm
scored comparably to humans for categories like identifier
or description. On the other hand, the time and location
categories proved more challenging. The results achieved
by Nerf show that general-purpose named entity recogni-
tion tools are not suitable for specialized entity recognition
tasks. Scores obtained from manual annotation evaluation
are far from 100%, which means a substantial disagree-
ment between annotators. Some categories like descrip-
tion or location are not precisely defined, which influences
the ambiguity of the task. Another valuable observation
is that the analytic measures of NER performance like the
F-score do not always coincide with the users’ percep-
tion. Although some of the statistical and neural models
we tested achieved better F'-scores than the lexicon-based
algorithms, the system’s users preferred the latter approach
because they perceived it as more “coherent” and “pre-
dictable” than the former.

4.2. Object Clustering Evaluation

The effectiveness of the clustering method was evaluated
along with the relative effectiveness of the features ex-

tracted using different levels of linguistic analysis. The
evaluation was performed on a database of 7188 docu-
ments collected and labeled partially by the Polish Border
Guards and partially by specially trained linguists. Each
document in the database was manually tagged with one
of the criminal categories or a non-criminal category (neu-
tral). The structure of the whole database and the docu-
ment count of individual categories are presented in Ta-
ble 4.2.. Five samples of 20 documents were randomly
selected from the evaluation dataset, and an ablation study
was performed using different configurations of linguistic
features used for clustering. Individual levels of analysis
and the resulting feature sets were systematically included
and excluded from the LIOC feature vector, and clustering
was performed on this basis. For each of the different clus-
tering results, two standard metrics were calculated, i.e.,
the Adjusted Rand Score (ARS) and the Adjusted Mutual
Information Score (AMIS) (Emmons et al., 2016). These
metrics compute different similarity measures between two
clusterings by considering all pairs of samples and counting
pairs that are assigned in the same or different clusters in
the predicted and true clusterings. These metrics are both
symmetric and insensitive to permutation. The closer the
metric is to 1.0, the better the clustering, and the closer it is
to 0.0, the worse the results. In case of large discrepancies,
the metrics can even report negative values. The evaluation
showed that the best results were reported for clustering
based solely on distributive semantic features, i.e., on the
Doc2Vec algorithm (ARS ~ AMIS ~ 0.3). Similar results
can be observed for clustering based on a feature vector en-
riched with the semantic features (i.e., named entities), lex-
ical features, syntactic features, and all their combinations.
The worst results were observed in the case of a vector
composed exclusively of semantic features (ARS = 0.11,
AMIS = 0.07). Interestingly, comparatively good results
were reported for a combination of syntactic and lexical
analysis, excluding Doc2Vec features (ARS = 0.24, AMIS
= 0.23).

This demonstrates that most levels of analysis might pro-
vide a valuable contribution to the resulting text document
vector representation. Because, at the core, the current
problem of text document clustering is similar to the super-
vised classification of text documents, it could have been
anticipated that the features based on the Doc2Vec algo-
rithm would show good results as methods based on the
vector representation of distributive semantic features are
currently the state-of-the-art in this problem domain. On
the other hand, the relatively low score for a feature vec-
tor composed exclusively of lexical features is somewhat
surprising. Although specific analysis turned out to be the
least effective analysis method in the context of clustering,
it might still be helpful for some particular use cases of the
system in the future. It is also possible that the clustering
method based on the centroid algorithm (k-means) used in
this study is not the best choice given the nature of the fea-
ture vector and that other methods might demonstrate sig-
nificantly different results.
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5. Conclusions

Extracting information from short, informal texts full of
specialized jargon and grammatical errors of various kinds
found on public and restricted multilingual websites to
detect criminal activity and grouping these texts to iden-
tify potential criminal groups is a particularly complex
task. The evaluation of our system showed that the
use of advanced, comprehensive linguistic analysis car-
ried out simultaneously on several levels: semantic, struc-
tural/specific, lexical, and syntactic, and the use of rule-
based and neural classification methods, even on a mod-
est amount of text resources, brings good results. We ex-
pect that as the collection of criminal texts expands and our
domain lexicon is supplemented with new terms related to
crime that come into use, the classification based on neu-
ral networks will be dominant. However, at the present
research stage, a complete exclusion of rules seems to be
inefficient.
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Abstract

Multilingual parallel sentences are a precious resource for machine translation. However, such verified data is hard to find, evaluate,
and generate. Computing middle sentences is a new data generation technique in which the middle of two sentences is created. The
middle sentence is a new sentence at minimal and equal distance to the start and end sentences. By using this technique, in theory,
multilingual parallel sentences can be generated. By utilizing a tri-lingual parallel sentence corpus and trained decoders, we compute
middle sentences monolingually and check for their correspondence in meaning across languages. Our results show that parallel data can
be generated in this way under the right circumstances. We show that the similarity between the start and end sentences has a significant
impact on the quality of multilingual parallelism of the generated middle sentences.

1. Introduction

Multilingual parallel sentences, i.e., tuples of sentences in
several languages that have exactly the same meaning, are
a rare yet indispensable resource in machine translation.
Parallel data is often limited to some language pairs, like
French and English. It is difficult to unearth such data for
less common language pairs, like Japanese and Chinese,
and it is difficult to find such data for more than two lan-
guages, e.g., English—French—Japanese simultaneously.
In addition, while there exist various competing methods
for testing parallelism, there is no simple and accurate way
of doing so, resulting in evaluation inconsistencies. Gen-
erating such data is a promising direction, but controlling
the generation is a difficult, unsolved problem.

We propose to compute middle sentences to generate
multilingual parallel data, i.e., to use the mean of the vec-
tor representations of a given start sentence and a given
end sentence as guidelines to newly generate a middle sen-
tence. By construction, it is expected that the new middle
sentence should meet the basic properties associated with
the middle of two values: being relatively close to both
the start and the end sentences while being more similar
to each of them than they are to each other. Examples of
middle sentences are shown in Table 1. Here, our focus
is less on what makes a middle sentence, but rather on the
technique used to generate multilingual parallel data.

2. Previous Work and Proposed Method
2.1.

Previous work on generating middle sentences focused on
monolingual text generation. Middle sentence generation
is based on the concept of text morphing (Huang et al.,
2018), and was proposed as a new way to generate text
morphing data (Wang et al., 2021). Further middle sen-
tence generation work includes generating text morphing
data by combining with the sentence-level analogy (Pan
et al., 2022) and data augmentation for style transfer (Os-
awa and Lepage, 2021). In both works, results suggest
that, since generation is based on word or sentence embed-
dings, generated sentences retain stylistic properties rela-
tive to their start and end sentences. These findings are the
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most applicable to our work, as parallel data should also
retain relationships between the start and end sentences
similarly across different languages. The originality of
our work resides in the investigation of the computation
of middle sentences for the creation of multilingual paral-
lel data.

There have also been various works in multilingual
embedding spaces. LASER (Artetxe and Schwenk, 2019)
and mUSE (Chidambaram et al., 2019) map multilingual
sentences and words into the same embeddeding space, re-
spectively, to solve multilingual problems using only a sin-
gle model. Unlike the above two methods, DistilmBERT
(Reimers and Gurevych, 2020) uses a monolingual em-
bedding space to generate sentence vectors, and maps the
vectors of the translated sentences in the target language
to the same embedding space as the source language. For
our research, we use DistilmBERT both as an embedding
space for some experiments’ decoders as well as an effec-
tive means for comparing the similarity between multilin-
gual generated sentences.

2.2. Justification and Method

The justification for our method in a scenario of data aug-
mentation lies in the size of the expected newly created
data.

In the best case, it is quadratic in the size of the initial
data. Let us suppose that we start with a relatively small
initial corpus of one thousand parallel sentences in, say,
three languages English—French—Japanese. We might
expect to create (1,000 x 1,000) / 2 = 500,000 new
parallel triples of sentences (the division by 2 comes from
the symmetrical role of the start and end sentences).

Now, in the worst case where the start and the end sen-
tences, s and e, are the same, the vector representations
are the same (§ = €) and thus, the middle sentence, m,
should be as follows:

I I
m:§><(s—|—é')=s:e
The third row of Table 1 displays the actual output ob-
tained for this trivial case using our method. In this case,
the size of created data is linear in the size of the initial
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Start sentence

Middle sentence

End sentence

it 1l snow today .

it is not clear for today .

there are no comments yet .

she likes apples .

i eat apples .

i eat everyday .

i’m busy now .

i’m busy now .

i’m busy now .

Table 1: Examples of middle sentences computed on start and end sentences from the Tatoeba® corpus. The last row is an
example of the trivial case, or when the start and end sentence are the same.

Experiment Name Use of Buckets | Embedding Space | Number of Sentence Pairs | Dataset
fastText without Buckets No fastText 100,000 | Randomly Selected
fastText with Buckets Yes fastText 25,000 | BAMD
DistilmBERT with Buckets | Yes DistilmBERT 25,000 | BAMD

Table 2: Experiment settings — model structures vary by dataset and embedding space used. The "BAMD” dataset
comprised of five buckets of start-end sentence pairs based on cosine similarity.

data, but indeed the data is not new, so the size of newly
created data is actually a constant of zero. In between the
best and the worst cases, we expect to create data with a
size between linear and quadratic.

If we consider the worst case’s ability to generate,
by construction, corresponding data across multiple lan-
guages when the inputs are the same, generating multilin-
gual, parallel data with different start and end sentences
should also be possible. In other words, given multilin-
gual, semantically parallel sentences, we should be able to
generate new data for each language that is also parallel
with the other languages. While the trivial case shows the
possibility of our proposal, it also is naively simple. When
reaching across language boundaries, language word em-
bedding spaces and monolingual systems exhibit discrep-
ancies, resulting in similar, but non-parallel data. As a
result, we investigate various methods to improve paral-
lelism between middle sentences.

The computation for the middle sentence vector for
this research is as follows:

Lo .
- x (348
2

Where 71 is computed from a start and an end vec-
tor, § and € respectively, which are obtained from a given
start and end sentence. The final text representation of the
middle sentence is computed from the input of the middle
sentence vector on its respective decoder.

m

3. Experiments
3.1. Dataset

Our data consists of English—Japanese—French semanti-
cally parallel sentences from the Tatoeba corpus. The En-
glish sentences were selected by using a maximal length
of 20 words. We use a 68k / 8k / 8k training / test / val-
idation split. We tokenized the sentences using SpaCy?
pre-trained small models for each language (Honnibal
and Montani, 2017). We use all possible combinations
for our test set when generating middle sentences, i.e.,
8,000 x 8,000/2 = 32,000,000 combinations, leading
to the same amount of middle sentences in all languages.

*https://spacy.io
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3.2. Experiments

Our basic method uses an auto-encoder (AE) model to
generate middle sentences (Wang and Lepage, 2020). The
encoder’s embedding space and the decoder model itself
vary from experiment to experiment (as a result of dif-
ferent embedding spaces), but all use Tatoeba data. The
middle sentences are computed monolingually, so there is
a separate decoder for each language. Each decoder is
separately trained on the training datasets using a given
word embedding space, where the training/test/validation
corpus is expected to be multilingual parallel data.

We present three experiments in this paper, all using
AE models.

Our first experiment, fastText without Buckets, uses
the fastText (Bojanowski et al., 2017) embedding space
and generates 100,000 middle sentences, each language
on its respective embedding space.

Our second experiment, fastText with Buckets, is the
same as the first, but on our specialized BAMD dataset.

Our final experiment, DistiimBERT (Reimers and
Gurevych, 2020) with Buckets, uses the DistilmBERT em-
bedding space on our BAMD dataset. An overview of our
experiments and their data is given in Table 2.

3.2.1. Parallelism Evaluation

For all sentence comparisons, we use the DistilmBERT
model to compute cosine similarity. Part of the challenge
associated with our task is to confirm what is “parallel”
and “not parallel”. For example, if we compare fastText’s
average of word embeddings and DistilmBERT’s sentence
embedding space for a given sentence, the cosine simi-
larity will be different. Throughout our experiments, we
found that DistilmBERT was the most consistent for high
scores, and as such, is the best fit for our task. Distilm-
BERT is also capable of multilingual sentence embedding
comparison, which avoids the use of translation needed
for comparison across fastText monolingual embeddings.
Cosine similarity scores range from 0.0 to 1.0. A value of
1.0 means an exact match, thus the same meaning mono-
lingually and multilingually is generated. The trivial case
mentioned in Section 2.2. corresponds to a cosine similar-
ity of 1.0. We consider that cosine similarity scores above
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Figure 1: English start-end (SE) vs. English-Japanese
middle sentence cosine similarity from fastText without
Buckets
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Figure 2: Same as Fig. 1 but with high-point transparency
(better visualization of clusters)

0.9 reflect parallel candidates.

3.2.2. fastText without Buckets Experiment

In the first, preliminary experiment, we randomly select
100,000 sentence pairs from our test set start—end com-
binations. However, randomly selecting sentence pairs
produced menial results, as few multilingual parallel sen-
tences were generated as seen in Table 3. However, when
considering Fig. 1 and Fig. 2, there is a trend in the rela-
tionship between English start-end cosine similarity and
multilingual middle sentence similarity — there appears
to be a relatively positive correlation where higher multi-
lingual middle cosine similarities are found in conjunction
with higher English start—-end cosine similarity.

3.2.3. fastText with Buckets / DistiimBERT with
Buckets Experiments

Based on the previous experiment, we further investigate a
potential relationship between monolingual start—end co-
sine similarity and multilingual middle sentence cosine
similarity. We split the 30,000,000 sentence pairs into
“buckets” based on their English start—end cosine simi-
larity, (0.0 to 0.2, 0.2 to 0.4... 0.8 to 1.0). This allows
us to see if monolingual start—end cosine similarity is an
impacting factor on the cosine similarity of the gener-
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Figure 3: English start-end (SE) cosine similarity vs.
English-Japanese middle sentence cosine similarity from
DistilmBERT with Buckets. English-French figure not
shown as results are comparable.
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Figure 4: English start—end (SE) cosine similarity vs. av-
erage middle sentence cosine similarity per bucket for En-
glish—1Japanese (en-ja) and English—French (en-fr) from
DistilmBERT with Buckets

ated multilingual middle sentences. For this new dataset
that we call BAMD, we randomly sampled 5,000 sentence
pairs to fit into each bucket according to their start—end
cosine similarity. However, we were not able to gather
5,000 sentences to fill the 0.8-1.0 bucket, so this bucket
remains smaller with around 2,000 sentence pairs. In to-
tal, we have five buckets of increasing cosine similarity
ranges, from 0.0-0.2 up to 0.8-1.0, with the last bucket be-
ing smaller than the rest.

Experiments using the BAMD dataset are introduced
in Table 3. We checked that, in our data, there is no
significant language difference in parallel start-end pair
cosine similarity (same sentence pair in a different lan-
guage). Consequently, we will just be comparing with En-
glish start—end similarity in this paper.

4. Results and Analysis
4.1. Results
Our results from DistilmBERT with Buckets for English—
Japanese are shown in Fig. 3, with a Pearson’s correlation

of 0.66. For different visualization, from DistiimBERT
with Buckets experiment, the average multilingual middle
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Embedding Use of Bilingual parallel (ratios: x10~2) Trilingual parallel
space buckets English-Japanese English-French Japanese-French (ratios: x10793)
No 88 ( 09| 206 (2) 79 ( 0.8) 4 ( 0.04)
fastText es 609 (30 )| 819 (40| 590 (30 )| 182 (10 )
DistilmBERT 1,218 (50 )| 2,110 (90)| 1,376 (60 )| 475 (20 )

Table 3: Amount of sentences produced with a 0.90 cosine similarity or higher. Absolute numbers followed by ratio of

parallel middle sentences over the total generated middle sentences (to be multiplied by 10~2) in parentheses.

English

Japanese

French

he’s tired tired .

L IR 7

il est fatigué fatigué .

you’ve changed .

I Eb-oT .

tu as changé .

i hope it would rain tomorrow .

B

BIH LW ks €95 72

o

il serait qu’ il va pleuvoir demain .

i have to obey the rules .

&
FIXRH Z 7o ZFh X oo %

VYo

je dois obéir les regles .

i have given up smoking .

ML TR 72 o /= .

je suis arrété de fumer .

Table 4: Example results of trilingual parallel middle sentences from DistilmBERT with Buckets with a cosine similarity
above 0.90. Notice that the repetition of a word on the first row is consistently found across all languages, ensuring high

parallelism, despite being questionable grammatically.

sentence cosine similarity per bucket is shown in Fig. 4.
As visible in this graph, there is a clear correlation be-
tween the buckets and the average scores, with an almost
ideal Pearson’s correlation of 0.99.

For data evaluation, our primary interest is the amount
of multilingual middle sentences produced which have a
cosine similarity of 0.90 or higher with the other lan-
guage’s middle sentences. A high cosine similarity of 0.90
does not mean that the data is definitely parallel, but rather
that the data is highly similar. The quality of results does
not vary significantly among our primary experiments, but
the numbers of produced sentences do vary. Table 3 shows
the number of sentences generated with cosine similarities
over 0.90 per experiment model.

We also have two additional categories for our gen-
erated sentences, trilingual parallel, and bilingual paral-
lel, where former sentences are parallel in all three lan-
guages and latter sentences are only in two languages (or
one language pair). Trilingual parallel results are shown
in Table 4 with bilingual parallel shown in Table 5. As
before, the example results are all from the DistilmBERT
with Buckets experiment where multilingual middle co-
sine similarities are 0.90 or higher.

4.2. Analysis and Future Work

As shown in Table 3, we were able to generate parallel
data, but the majority of generated multilingual middle
sentences although similar are not necessarily parallel.
Another interesting trend observed in all our data is
that there is a strong correlation between the start and end
cosine similarity and the generated multilingual middle
sentence cosine similarity. As seen in Figures 3 and 4,
when the start-end cosine similarity is low, there is a
higher chance for the generated sentence to be of low co-
sine similarity to its other language counterparts. In con-
trast, when the start—end similarity is higher, the chance
of generating data closer in meaning is also higher. In this
case, the generated middle sentences can be considered
translations of one another. This ultimately suggests that
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the start—end sentence vector similarity plays a significant
role in the generation of a middle sentence.

While perfectly parallel middle sentences can be gen-
erated from any start-end similarity value, the likeliness
of parallelism of the middle sentences increases as start—
end similarity increases. We have found closely parallel
data, if not perfectly parallel, at cosine scores lower than
0.90. This may indicate that 0.90 cosine similarity is in-
deed too strict, even for testing parallel data, which leaves
possibilities for the creation of much more parallel data.

5. Conclusion

We inspected how to successfully generate multilingual,
semantically parallel data by computing middle sentences.
Our results show that moderately similar sentences are
best for generating middle sentences with the same mean-
ing across several languages, and that, in general, the
closer the start and end sentence, the higher the chance that
the middle sentences generated be parallel in meaning. We
will further explore the reasons why middle sentences are
not generated at lower similarities.

We will also apply our generated data to downstream
tasks like machine translation and conduct extrinsic eval-
uation of this generated data. A promising application is
machine translation for low-resource language pairs like
French-Japanese.
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Abstract

This work aims at developing a linguistic model to automatically classify questions from speech transcripts of ESLO2 and ACSYNT
corpora into two categories "spontaneous" and "prepared"”. We first provide a list of criteria to define questions. Experiments based on
supervised machine learning methods are conducted using a multiclass classification including "spontaneous”, "prepared" and "non-
question" categories and a binary classification including "spontaneous" and "prepared" categories only. The best results for traditional
machine learning methods are obtained with a logistic regression combined with significant linguistic criteria only (F-score of 0.75).

Finally, these results are compared with those obtained using deep learning techniques.

Keywords: spontaneus speech, prepared speech, speech transcriptions, questions, automatic classification, supervised machine learn-

ing

1. Introduction

Spontaneous speech is often associated with a very limited
use of spoken language. However, there are different forms
of spoken language that are not only restricted to sponta-
neous conversations, such as interviews for example (Biber
and Finegan, 2008). Spoken language is in fact a contin-
uum of various situations such as read speech, professional
speech (used by journalists or teachers) or speech recorded
in the most natural conditions (during a meal, in a familiar
environment, with close friends and family for example)
(Delgado-Martins and Freitas, 1991). Spontaneous speech
is built during speech production while prepared speech is
based on the elaboration of speech before its production :
prepared speech implies a spatio-temporal separation be-
tween the discourse elaboration and its production (Dutrey
et al., 2014; Jousse et al., 2008; Guerin, 2015). Various
indicators have been defined to characterize spontaneous
speech. In (Jousse et al., 2008; Shriberg et al., 2009), the
authors consider that the degree of spontaneity of speech
can be partly established on the basis of prosodic criteria
such as vowel duration or word final lengthening but also
on the presence of disfluencies, i.e., interruptions in speech
that do not bring any additional information to the interac-
tion.

In this work, we focused on interrogative utterances from
oral transcripts to study and identify spontaneous speech,
while not taking prosodic information into account. We
think the results obtained can be valuable to be able to dis-
tinguish a spontaneous question from a prepared one in the
context of political speech analysis for example. The re-
sults could also be used in automatic text generation sys-

tems to improve some aspects of human-computer dialogue
or chatbots by making the speech more natural, as spon-
taneity is a characteristic of human language (Qader et al.,
2017).

2. Datasets and preprocessing

The data was collected via the Ortolang platform
(www.ortolang.fr) and come from various dialogue and
discussion situations of two French oral corpora ESLO2
(Baude and Dugua, 2011; Eshkol-Taravella et al., 2011)
and ACSYNT (CLLE-ERSS, 2013). The data are com-
posed of :

e The guided interviews and the guided interviews of
public figures modules (and their associated guide-
lines), the cinema module (recordings and transcrip-
tions of people giving their opinions at the exit of
movie theaters) and the meals module (recordings and
transcriptions of people sharing a meal and discussing
various subjects) from ESLO?2 ;

e The guided interviews (and their associated guide-
lines) from ACSYNT.

Questions were automatically extracted using the tran-
scribed question mark, as well as the five speech turns pre-
ceding and following each question. This five turns thresh-
old is considered sufficient and not too large to provide po-
tentially relevant information to facilitate the manual an-
notation of the questions. Also, it will allow us to deter-
mine context-based linguistic features that will help the au-
tomatic classification. The final cleaned corpus contains
1298 samples from ESLO2 and 588 from ACSYNT.
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3. Manual Labelling

The Dynamic Interpretation and Dialogue Theory (DIDT)
enables us to define a question as a task-oriented dialogue
act that consists of an information retrieval (Bunt, 1999).
Thus, non-questions are defined as any other act of di-
alogue having an interrogative syntactic form but which
does not consist in information seeking. Consistently with
the DIDT, the Dialog Act Markup in Several Layers or
DAMSL (Jurafsky, 1997) explains that a question belongs
to the field of information request. According to (Ginzburg
and Sag, 2000), an interrogative utterance is made of
propositions that constitute a question. A question is de-
termined on the basis of pragmatic, syntactic and semantic
criteria. For example, a declarative question is syntacti-
cally not a question, but its meaning is consistent with an
information request. On the contrary, a rhetorical question
is syntactically a question, but no request for information
is made. From the commitment perspective (Beyssade and
Marandin, 2009), a question is a speech act that both en-
gages the speaker as "desiring to get information" but also
invites the interlocutor to agree to accept this act as a desire
to get information.

The corpus was split among seven annotators and guide-
lines were established in advance of the task to ascertain
the criteria to rely on and the labels to use to annotate the
questions. The first step of each question analysis is to de-
termine whether the phrase to annotate is a question, a non-
question or a non annotable question.

* Non questions :

— Tag questions : ways to make sure the interlocu-
tor has processed and accepted what has been
said (Bunt, 1999) ;

— Repeat requests : interrogative clarification re-
quest (Ginzburg, 2012; Purver et al., 2003;
Boritchev, 2021) ;

— Understanding verifications : similar to repeat
requests and tag questions (Bunt, 1999). The
speaker makes sure that he has understood the
previous speech turn by repeating a part or a
whole. (Ginzburg, 2012; Purver et al., 2003;
Boritchev, 2021) consider these utterances as
clarification requests ;

— Rhetorical questions : despite having question-
like syntax, does not need to be answered
(Boritchev, 2021) ;

— Injunctive questions : action requests ;

— Social obligation questions : not motivated by the
seeking of new information, but are the result of
social obligations. They are acts of dialogue con-
trol, part of communication management (Bunt,
1999; Jurafsky, 1997) ;

* Non annotable questions (not usable because of a pre-
existing transcription issue) : cut questions, overly
broad questions, reported speech or questions that
cannot be understood ;

* Questions (requests for information that adds value to
the ongoing dialogue) :

— Wh-questions : contain an interrogative word and
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expect neither "yes" nor "no" as an answer (Bunt,

1999; Jurafsky, 1997; Ginzburg and Sag, 2000;

Boritchev, 2021) :

— YN-questions : expect "yes" or "no" as an an-
swer ;
— Alternative questions : possible answers are in-

cluded in the question (Bunt, 1999; Aarts et al.,

2018; Boritchev, 2021).
If the utterance appears to be a real question, it can then
be classified as a spontaneous or prepared question. The
criteria listed in table 1 are helpful for the manual labelling
task but not definitive: they are combined with the overall
understanding of the question and its context of production.
The interview guidelines from ESLO2 and ACSYNT are
also considered during the annotation.
The inter-annotator agreement was calculated with the Co-
hen’s Kappa on the manual annotation of 200 questions
produced by two expert annotators. The value of Kappa
obtained is 0.75 which can be considered as a substantial
agreement according to (Landis and Koch, 1977).

4. Automatic Classification

Experiments based on supervised machine learning meth-
ods were performed according to both a multiclass classi-
fication including the "spontaneous”, "prepared"” and "non-
question" categories and a binary classification including
the "spontaneous" and "prepared" categories only. They
were done on an annotated dataset composed of 731 spon-
taneous questions, 478 prepared questions and 284 non-
questions from the ESLO2 and ACSYNT corpora that were
divided into 0.75 and 0.25 for the training and test datasets
respectively. The questions were represented with vectors
obtained with the CBOW model based on the FrWaC cor-
pus (200 dimensions) (Fauconnier, 2015). Questions nor-
malization was obtained using TF-IDF weights to take into
account the importance, rarity, and discriminative func-
tion of the corpus words. The Skip-Gram model was also
tested for the experiments but yielded overall inferior re-
sults. Our selection of relevant criteria for the classifica-
tion task is based on the linguistic criteria mentioned in
(Blanche-Benveniste and Bilger, 1999), as well as on obser-
vations made from an extract of the corpus and intuitions :

1. Length of the question (number of tokens)

2. Presence of disfluencies (ratio between the number of
disfluencies and all words) ;

3. Presence of an upcoming question announcement (bi-
nary feature) : prepared questions can sometimes be
announced before being actually asked ;

4. Presence of a subject inversion (binary feature) : sub-
ject inversion is more likely to appear in prepared
questions ;

5. Presence of the repetition of a named entity (binary
feature) : repeating a named entity is typical of pre-
pared questions while using an anaphora is not ;

6. Vectorial distance with Word2Vec vectors between the
question and the preceding context : the purpose of
this measure is to highlight the topic change that can
appear in prepared questions ;
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spkl : je suis contrdleur division-

spkl : I am a divisional inspector at

Anaphoras naire aux PTT the Post Office
Spontaneous spk4 : et en quoi ¢a consiste ? spk4 : and what is it about?
Clarification spkl : mais // ce qui serait in- | spkl : but// what would be interest-
requests or request | téressant c’est que justement // on | ing is if / we could hum // children
for additional puisse euh // les enfants puissent ap- | could learn very early // hum at an
information prendre de tres bonne heure // euh | early age // one or two foreign lan-
(Purver, 2004) tres jeunes // une ou deux langues | guages one at least
étrangeres une au moins
spk4 : et pourquoi ? spk4 : and why?
Topic preceding the | spkl : mais alors la vous étes | spkl : butthen you are in France for
comment' en France pour combien de temps | how long now?
maintenant ?
Final interrogative | spk3 : oui non mais cette équipe | spk3 : yes no but this team is con-
word elle est constituée comment ? stituted how?
Disfluencies spk4 : que feriez-vous de de ce | spk4: what would you do with with
temps libre ? this free time?
Named entity spkfl : depuis c/ombien de temps st4: since when do you live in Or-
o habitez-vous Orléans ? 1éans?
repetition spkl : oh ca fait neuf ans depuis dix | spkl : oh it’s been nine years since
Prepared

neuf cent soixante

nineteen sixety

spk4 : vous vous plaisez a Orléans
9

spk4 : do you like Orléans?

Topic change

spkl : oui oui // et vous comptez

spkl : yes yes // and do you plan to

rester ? stay?

spk2 : oui enfin // tant que je serai | spk2 : yes I mean // as long as I’ll
célibataire be single

spkl : ah oui spkl : ah yes

spk2 : apres on en sait rien de ¢a

spk2 : but we don’t know about that

spkl : alors est-ce qu’on pourrait
parler un peu de votre travail ?

spkl : so could we talk a bit about
your job?

Comment preced-
ing the topic’

spk4 : qu’est-ce qui vous plait dans
votre travail ?

spk4 : what do you like about your
job?

Subject inversion

spk4 : faites-vous un brouillon ?

spk4 : are you making a draft?

Initial interrogative
word

spk4 : et qu’est-ce que vous pensez
du latin a I’école ?

spk4 : and what do you think about
Latin in school?

Upcoming question
announcement

spk4 : spk4 : alors maintenant je
vais vous poser des questions euh //
peut-&tre un peu // un peu plus pers-
personnelle mais

spk4 : so now I’m going to ask you
some questions hum // that may be
// a little more pers- personal but

Table 1: Indicators that help defining spontaneous and prepared questions, associated with examples and their translations

7. Position of the interrogative word (three binary fea-
tures depending on whether the interrogative word is
in initial (a), intermediate (b) or final (c) position) :
the interrogative word is more likely to appear in the
end of a spontaneous question ;

8. Presence of the interrogative form "est-ce que" (binary
feature) : this form is more likely to appear in sponta-
neous questions ;

9. Presence of the subject inversion marker "t-il" (binary
feature) : this marker is more likely to appear in pre-
pared questions.

The criteria were extracted from the following Python li-
braries : SpaCy (Honnibal and Montani, 2017) for named
entity recognition and POS tagging, NLTK (Bird et al.,
2009) for tokenization and lemmatization, Gensim (Re-
hurek and Sojka, 2011) and Sk-Learn (Pedregosa et al.,

2011).

The results of our experiments with the different algorithms
are summarized in table 2. They were obtained without bal-
ancing the data in order to keep the natural distribution in
each category. Also, the proportion of the minority class
was considered sufficient to run the algorithms as it repre-
sents 19% of the data used for the multiclass classification
and 39,5% of the data used for the binary classification.

IThe topic and comment concepts are related to the given
vs. new information distinction (Gundel, 1988). In this
example, the new information about the topic "mais alors
l1a vous étes en France", i.e. the comment, is brought by
the question "pour combien de temps maintenant" which
is following the topic.

2This example shows that the topic "dans votre travail" is
following the new information, i.e. the comment, that is
conveyed by the question "qu’est-ce qui vous plait".
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The best results are obtained with a score of 0.74 for the
binary classification (spontaneous and prepared questions
only) and with a score of 0.66 for the multiclass classifica-
tion (spontaneous, prepared and non-questions) when run-
ning the logistic regression algorithm with linguistic fea-
tures only.

W2V  and | Linguistic Combined
TF-IDF features features
RF (multi) 0.53 0.58 0.6
KNN (multi) | 0.51 0.55 0.49
SVM (multi) | 0.59 0.59 0.6
LR (multi) 0.55 0.66 0.6
RF (bin) 0.6 0.68 0.59
KNN (bin) 0.6 0.69 0.61
SVM (bin) 0.61 0.45 0.62
LR (bin) 0.63 0.74 0.68

Table 2: Summary of the weighted average of F-scores ob-
tained with the combination of each algorithm and selected
features (Word2Vec and TF-IDF representation, linguistic
features or both) using a multiclass or a binary classifica-
tion with unbalanced categories

In order to analyse the relevance of linguistic features for
the classification task, a logistic regression model was built
using the Python statsmodels library (Seabold and Perk-
told, 2010) to get p-values for each of the eleven chosen lin-
guistic features and for each of the two categories "sponta-
neous" and "prepared" questions. The features that appear
to be significant and relevant for the classification (num-
ber of tokens, ratio between disfluencies and total amount
of words, subject inversion, initial position of the interrog-
ative word, presence of "est-ce que" and "-t-il"), i.e. that
have a p-value lower than the 0.05 standard threshold, were
selected to rerun the logistic regression algorithm for the
binary classification. As shown in table 3, scores were
slightly increased.

Precision Recall F-score
Spontaneous 0.76 0.83 0.8
Prepared 0.74 0.64 0.69
Micro 0.75
Macro 0.75 0.74 0.74
Weighted average | 0.75 0.75 0.75

Table 3: Results for the binary classification using logistic
regression with relevant linguistic features only (p<0.05)

The results in table 2 show higher performances when us-
ing a binary classification. The multiclass classification
gets the best precision and recall for spontaneous questions.
Non-questions may share the same syntactic features as
spontaneous questions, without actually being "real" ques-
tions, which could explain why they were more misclas-
sified. Also, spontaneous questions are the majority class
and non-questions are the minority class. To test the hy-
pothesis of an effect on the results, the corpus was balanced
by reducing the data and the algorithms rerun. The results
of these new experiences are similar to the first ones, with

scores for spontaneous questions that are generally lower, a
recall that is higher for non-questions but with a precision
lower than 0.6.

About the selection of relevant linguistic features only, the
improvement is minor but the scores remained stable. The
relevant features highlighted by the statistical analysis are
relevant and sufficient enough to obtain the satisfactory
score of 75% of good predictions and show a certain consis-
tency with the manual analysis of the corpus which showed
that disfluencies are representative of spontaneous ques-
tions and that an interrogative word at the beginning of a
question is typical of prepared questions.

One of the possible developments for this work is to test
deep learning methods with the same data and relevant lin-
guistic features. Another possible outcome is the automatic
prediction of questions vs. non-questions. Preliminary re-
sults were obtained first by reusing the defined criteria to
classify spontaneous and prepared questions, and then by
using a pre-trained language model, without additional cri-
teria, to predict questions and non-questions :

» Forward Propagation Neural Network : the expert fea-
tures were used to optimize the neural network for
our data with the Keras python library (Chollet et al.,
2015). A heuristic method was used to adjust the al-
gorithm until the best possible results were obtained.
The final architecture of the model is simple (three
dense layers separated by dropout layers) and has been
trained for 200 epochs. The corpus was balanced by
reducing the data to avoid a huge gap between scores
for spontaneous questions and for prepared questions.
The training set contains 747 questions among which
142 are used for the validation set. The test set is
composed of 239 examples. The weighted F-score ob-
tained is 0.7 (table 4).

e CamemBERT (Martin et al., 2019) : the Simple Trans-
formers library (Rajapakse, 2019) was used (default
parameters, 5 epochs) with a balanced dataset com-
posed of 956 questions. A weighted average F-score
of 0.73 was obtained for the spontaneous/prepared
question classification (table 4), a score close to the
results obtained with the logistic regression com-
bined with the significant features, with slightly im-
proved results for prepared questions, and 0.84 for the
question/non-question classification (table 5), a score
that could be improved by determining relevant traits
to distinguish these two categories.

5. Conclusion

The purpose of our study was to verify the existence of
features allowing to distinguish spontaneous and prepared
questions from speech transcriptions, without relying on
the audio information. The best results that were obtained
for traditional machine learning methods are with the logis-
tic regression algorithm combined with relevant linguistic
features only (F-score of 0.75).

According to all the results, our features are not relevant
enough for non-questions detection and there seem to be
common characteristics between non-questions and sponta-
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Forward Propagation NN CamemBERT
Precision | Recall F-score Precision | Recall F-score
Spontaneous 0.71 0.74 0.73 0.77 0.67 0.72
Prepared 0.68 0.65 0.67 0.71 0.8 0.75
Weighted average | 0.7 0.7 0.7 0.74 0.73 0.73

Table 4: Results for the binary classification using a forward propagation neural network with relevant linguistic features
only (p<0.05), using CamemBERT pre-trained language model

Precision Recall F-score
Question 0.85 0.84 0.84
Non-question 0.84 0.85 0.85
Weighted average | 0.84 0.84 0.84

Table 5: Results for the binary classification "question" vs.
"non-question" using CamemBERT pre-trained language
model

neous questions that complicate the classification task. The
question vs. non-question classification with CamemBERT
resulted in 84% of good predictions.

It would be interesting to refine the linguistic features to
be more precise and to be able to discriminate spontaneous
questions, prepared questions and non-questions, but also
to extend this work to other types of interrogative utter-
ances like injunctive of social obligation questions for ex-
ample.
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Abstract

The work covers the development and explainability of machine learning models for predicting political leanings through parliamentary
transcriptions. We concentrate on the Slovenian parliament and the heated debate on the European migrant crisis, with transcriptions
from 2014 to 2020. We develop both classical machine learning and transformer language models to predict the left- or right-leaning of
parliamentarians based on their given speeches on the topic of migrants. With both types of models showing great predictive success,
we continue with explaining their decisions. Using explainability techniques, we identify keywords and phrases that have the strongest
influence in predicting political leanings on the topic, with left-leaning parliamentarians using concepts such as people and unity and
speak about refugees, and right-leaning parliamentarians using concepts such as nationality and focus more on illegal migrants. This
research is an example that understanding the reasoning behind predictions can not just be beneficial for Al engineers to improve their
models, but it can also be helpful as a tool in the qualitative analysis steps in interdisciplinary research.

1. Introduction ing models to predict if a parliamentarian is left or right-

Artificial intelligence, in particular machine learning, liaflll,mg balieq on their s}ll)eech;iAlnd then, b}(fiusmg gxgla.l -

is extensively used for solving many real-world problems i ! lt)l' Eiec mque; on the rﬁo g;f’ eXtrfflCt altafan d e.rl\tfle
both in research (Jordan and Mitchell, 2015) and indus- nowledge on what actually differentiates left and right

try (Shinde and Shah, 2018). In recent years, with Al political speeches in the parliament. To make things more
’ : ; politically relevant and methodologically clear, we are fo-

cusing on the concerning topic of migrants and the Euro-
pean migration crisis (Barlai et al., 2017) where the left
and right have evident divergent stances: left-leaning par-
ties showing consistent support to immigrants from Asia
and Africa throughout Europe, and right-leaning parties
showing moderate to strong opposition against immigra-
tion to Europe and their country in particular (van der
Brug and Harteveld, 2021). We apply our analysis to the
Slovenian Parliament from 2014 to 2020. For data, we use
the open-access ParlaMint dataset (Erjavec et al., 2022)
which provides complete parliamentary transcriptions for
17 countries, including Slovenia.

The paper is organized as follows. In Section 2., we
briefly cover the related work on using explainable Al in
social sciences, as well as recent applications of computa-
tional linguistics for parliamentary debates. In Section 3.
we provide a description of the ParlaMint SI dataset we
are working with, as well as the preprocessing steps re-
quired before training the models. In Section 4. we dive
into the training of the classical machine learning and the
modern language models. Finally, we discuss the results
in Section 5. and conclude in Section 6..

being more present and the introduction of stricter guide-
lines (Interpol, 2019) and regulations (Sartor and Lagioia,
2020), it became apparent that the sheer power of machine
learning models for predicting tasks does not justify their
widespread potentially inconsiderate usage. Today, under-
standing and explaining the previously considered black-
box models is equally important as developing and train-
ing them. This process enables engineers to detect bi-
ases in the model, come up with ideas for improvement,
and most importantly examine the security of the system.
Explainable Al (or simply XAlI) is gradually becoming a
must both in industry and research.

Another aspect of Al interpretability is its effect of
bridging the gap between heavy quantitative black-box re-
search and qualitative research more common among hu-
manities and social sciences scholars. As machine learn-
ing engineers get feedback from a model on why it makes
a particular prediction, humanities and social sciences
scholars would take these signals to further examinations
that can lead to more qualitative explanations of why cer-
tain features play a significant role in a particular problem.

This work covers a case of interdisciplinary research
between computational linguistics (or natural language
processing) and political science where we explain Al
models to gain insight from a political linguistics perspec-

2. Related Work

tive. We focus on parliamentary debates, a salient research By the end of the 2010s and the beginning of 2020s,

topic in both humanities and social science disciplines, explainable Al has become a topic that involved both com-

such as sociology, political science, sociolinguistics, and puter and social scientists in discussions on how to in-

history (Skubic and FiSer, 2022). Our goal is to bring more terpret and use the knowledge drawn from model expla-

insight into the speeches of parliamentarians (MPs) of dif- nations (Miller, 2019). Social scientists urge the impor-

ferent political leanings. First, by training machine learn- tance of qualitative investigation experts joining in XAl
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projects (Johs et al., 2022). Yet, social qualitative inves-
tigation done by non-experts is still very common. Com-
bining qualitative and quantitative approaches (mixed re-
search) has a variety of hardships (Brannen, 2017), and
researchers from both sides of the spectrum rarely have
insight into the benefits of combining knowledge with the
opposite side. With this work focusing on a specific so-
cial theme, we show an example of how XAI research
can be the initial step for a more thorough qualitative ap-
proach (Molina-Azorin, 2016).

Parliamentary discourse, although extensively re-
searched in a qualitative setting (Ilie, 2015), is still under-
explored in a quantitative manner. Naderi and Hirst (2015)
use computational methods to analyze framing structures
in speeches of the Canadian Parliament. Greene and Cross
(2015) use dynamic topic modeling to explore the evolu-
tion of the political agenda in the European Parliament.
Eskisar and Coltekin (2022) analyze the emotion structure
of speeches in the Turkish ParlaMint dataset.

Due to the European Migration crisis in 2015, re-
searchers have been studying the political stances of politi-
cians (Wallaschek, 2020), news media (Krotofil and Mo-
tak, 2018), and the effect of social media on the integration
of migrants (Alencar, 2018). Computational techniques
were also applied. For example, (Greussing and Boom-
gaarden, 2017) use techniques such as the bag-of-words
and principal component analysis to understand media
framing on the topic, while (Heidenreich et al., 2019) ap-
ply topic modeling to observe the dynamics of the migra-
tion narrative. In a more recent work by (Skubic et al.,
2022), the authors create mention networks for multiple
parliaments on the topic of migration and analyze the role
of gender on speech influence.

3. Data

Our choice of parliamentary transcriptions is the richly
annotated ParlaMint subset of the Slovenian Parliament.
It covers all sessions of the National Assembly from Au-
gust 2014 to July 2020, with more than 20M words. In
order to prepare the data for training a political leaning
model based on the transcriptions, we first applied a few
preprocessing steps according to the metadata. First, we
removed all guest and Chair speeches, leaving only reg-
ular MPs. Next, used the party name data for each par-
liamentarian to extract the main label (right or left) using
Wikipedia’s “political position” English metadata on the
party. Far-right, right, and center-right are labeled as right;
far-left, left and center-left are labeled as left. Finally, we
applied speech selection according to the topic of our in-
terest — migration. For this purpose, we prepared a set of
keywords directly connected to the migration topic!. The
speech selection is very straightforward. If any of our key-
words appear in the transcription (observed as lemmas),
we select the speech. Table 1 shows a general overview
of the dataset magnitude, while Figure 1 shows a pie chart
of speech share selections from the set of keywords. The

'The list of migration keywords was prepared in collabora-
tion with social scientists Andreja Vezovnik and Veronika Bajt.
It contains 95 lemmas with all their corresponding word forms
prepared by Anka Supe;j.
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(migrational) (migration) koridor
(koridor)
) integracija
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Figure 1: Pie chart on the migration keywords.

final dataset turned out to be quite balanced between the
two classes, with 1519 of the speeches classified as “left”,
and 1455 classified as right.

4. Models and Explainability

We followed two approaches to training machine
learning models for text classification. The first is a clas-
sical bag of words feature extraction combined with a Lin-
ear SVM classifier (Liu et al., 2010). The second approach
is using the state-of-the-art Transformer language mod-
els (Vaswani et al., 2017). We applied several variations of
both approaches, evaluated using 5-fold cross-validation,
and compared the prediction accuracy. Finally, we se-
lected the best model for each approach and trained it on
the full dataset in order to apply explainability analysis.

For the classical approach, we trained a Linear SVM
on three different bag-of-words types: unigram; unigram
and bigram; unigram, bigram, and trigram. As the com-
mon practice, we used only lemmas which were already
available in SI ParlaMint. We used a well-refined stop-
words list for the Slovenian language to remove noise
from the bag of words?, but we also used a minimum
frequency of 5 appearances in the whole dataset, and a
maximum frequency of a word appearing in 35% of the
speeches which proved effective in removing the proce-
dural parts of speeches and improving the results. We
optimized the model on each of the training folds in a
nested 5-fold cross-validation and we evaluated the opti-
mized model on the main testing folds, practically opti-
mizing and evaluating five models of the same kind, re-
porting the average and its 95% confidence interval. Fi-
nally, using the hyperparameters of the best-performing
model, we trained one final model which we used for the
explainability experiments.

Opposed to the common understanding of machine
learning models, a Linear SVM classifier is not a black
box that cannot be explained in its calculations. It creates a
hyperplane that uses support vectors to maximize the dis-
tance between the two predicted classes (in our case “left”

Zhttps://github.com/stopwords-iso/stopwords-sl
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Dataset #Parties | #Speakers (Left/Right) | #Speeches (Left/Right) | AWS MSS
SI ParlaMint 12 353 (114/48) | 75122 (70.6%/20.4%) | 1244.1 30.0
SI ParlaMint (MPs) 12 166 (114/48) | 31151 (55.9%/40.9%) | 1210.5 | 125.5
SI Parlamint (MPs on migration) 12 153 (105/48) 2974 (51.1%/48.9%) 854.7 12.0

Table 1: General statistics of the Slovenian ParlaMint dataset and two of its subsets. AWS - Average words per speech.

MSS - Median speeches per speaker.

and “right”). The weights that represent the Linear SVM
equation hyperplane are the vector coordinates that are or-
thogonal to the hyperplane. So, their direction indicates
the predicted class. The absolute size of the coefficients in
relation to each other can then be used to determine feature
importance for the data separation task. For our task, the
minimum (most negative) weight coefficients correspond
to words in the bag-of-words representation that led the
model to classify a speech as a “leftist”, while the max-
imum (most positive) weight coefficients correspond to
words that led it to classify a speech as “right”. Using
this explainability logic, we derived an understanding of
what makes the difference between a leftist and a rightist
ideology’s thought and word choice.

For language models, we used two types: the mul-
tilingual BERT and the SloBERTa. The multilingual
BERT (Devlin et al., 2018) was trained in 104 languages
and is one of the first successful language models which
serves as an appropriate baseline for fine-tuning the model
to any kind of textual task. SloBERTa (Ul¢ar and Robnik-
éikonja, 2021) uses the BERT architecture and it is mono-
lingual, meaning it is trained purely on Slovenian data,
making it more suitable for tasks where the model is ap-
plied specifically to Slovenian text, as is ours. Both pre-
trained models were fine-tuned on the raw SI ParlaMint
transcriptions using 30 epochs. The Learning rate of the
BERT model was 5e-6, for the SIoOBERTa was 6e-6. As
in the SVM case, we optimized the number of epochs and
the learning rate using 5-fold nested cross-validation. For
preprocessing, we used the standard respective tokenizers
of BERT and SloBERTa. As both models are limited to
512 tokens, we applied an automatic truncation, using the
first 512 words in each speech for training and predicting.
Both models are limited to a maximum of 512 tokens, and
speeches above that limit were truncated.

For explaining the deep learning models, we used a
technique introduced Lundberg and Lee (2017) called by
SHAP. It is a powerful technique that uses classic equa-
tions from cooperative game theory to compute explana-
tions of model predictions. Shapley values are feature im-
portance values derived when a model is trained on all
feature subset combinations, mathematically calculating
the importance of each. Calculating Shapley values in
this manner is computationally expensive, so what SHAP
manages to do is derive these values by sampling approxi-
mations. Reading the SHAP results is very similar to read-
ing the explainability analysis of the Linear SVM: more
negative values refer to words leading the model to clas-
sify a speech as “leftist” and more positive values refer to
the “rightist” words. There are two ways of presenting the
token importance using Shapley values: its total Shapley
in the entire dataset or its maximum/minimum recorded
value. The issue with the first technique is that it priori-
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Model Accuracy
Random Baseline 0.511
Tt-1df + Lin. SVM (1-grams) 0.866 + 0.01
Tf-I1df + Lin. SVM (1, 2-grams) 0.903 £+ 0.01
Tf-Idf + Lin. SVM (1, 2, 3-grams) | 0.913 £ 0.02
Multilingual BERT 0.819 £0.01
SloBERTa 0.877 £+ 0.03

Table 2: Classification scores on predicting political
leanings based on speech transcriptions.

tizes common words such as stopwords and should be gen-
erally avoided. We use the second technique, as it leads to
more sensible results. A third variation of normalizing the
Shapley sum according to the number of occurrences is
also an option, yet we leave out this experimentation and
plan it as our further work.

5. Results and Discussion

Table 2 shows the results of classifying speeches on
the topic of migration as “leftist” or “rightist”, depending
on the political affiliation of the speaker in the Slovenian
Parliament. The classical Tf-idf approach using unigrams,
bigrams and trigrams showed the best results, with around
91% accuracy. From the language models, the SIoBERTa
outperformed BERT yet with only 87% accuracy. One rea-
son behind the worse performance of the language models
could be its inability to operate on very long sequences,
as more than 60% of the speeches in our dataset contain
more than 512 tokens (maximum sequence for BERT).

The models showed that predicting parliamentary po-
litical leaning from speech transcriptions is possible.
Since statistical models can differentiate “leftist” and
“rightist” speeches, we investigated if their explanation
through feature importance makes sense from a political
linguistics perspective. Figures 2 and 3 show the results of
the feature importance analysis. Here, we can notice some
obvious similarities and differences between the classical
and the language model approach. The first difference is
that the SVM feature importance can catch not only tokens
(words) but also bigrams and trigrams, which can be use-
ful for a better linguistic context. Since it uses lowercase
lemmas, it mitigates duplicates in different word forms,
yet it can potentially lead to ambiguities. The most im-
portant difference is that the SVM feature importances are
the general values for the whole dataset, while the Shapley
values are detected maximums for a particular comment,
which does not mean that these words have the same neg-
ative (leftist) or positive (rightist) effect for all samples.

Both model interpretations show that right-wing par-
liamentarians’ motif is to mention the country name
(Slovenia) and its forms. The SVM interpretation also re-
veals that the rightists emphasize their party names. Re-
garding migration, their motif is to focus on the illegal as-
pect of the migration, with the SVM models catching the



SVM Feature Importance Scale (negative = leftist; positive = rightist)

pravzaprav (actually)

levica® (the leftists party)

predlagatelj (proposer)

rad (like)

Zica (border wire fence)

begunec (refugee)

grims (Branko Grims - conservativepolitician)
socialen demokrat* (social democraticiparty=:SD)
sds* (abv. of SDS conservativeiparty)

omeniti (to mention)

debata (debate)

ravéni(evenslevel)

preprosto (simply)

poudariti (toremphasize)

delavec (worker)

kapital (capital;funds)
pogovarjatii(tordiscuss)

politigeni(political)

ugotovitiltorfindiout)

zdruZen levica* (united leftistsiparty)

nov slovenija* (conservative party - NS)

ministrica (female minister)

pogledati (to see)

ilegalen (illegal)

slovenski demokratski* (part of SDS party name)
demokratski (democratic)

predlagati (propose)

denar (money)

slovenski demokratski stranka* (conservative party - SDS)
demokratski stranka* (part of SDS party name)
minister (male minister)

dejati (to say/to utter)

koalicija (coalition)

nacionalen stranka* (part of SNS party name)
slovenski nacionalen stranka* (far-right party - SNS)
slovenski nacionalen* (part of SNS name)

krséanski (Christian)

ilegalen migrant (illegal migrant)

pisati (to write)

krséanski demokrat* (Christian democrats party)

40 -35 -3.0 -25 -2.0 -15 -1.0 -05 0.0 05 1.0 15 2.0 25 3.0 3.5 4.0

Figure 2: SVM feature importance. The left (red) side contains phrases that have the highest significance for the model
predicting a speech as “leftist”. The same explanation is for the right (blue) side for the “rightist” speeches. Phrases marked

with » refer to party names.

SloBERTa Shapley Values (negative = leftist; positive = rightist)

-25.40 ------- (presiding) predsedujoéi
-25.25 ------- (we work) delamo
-24.27  ------- (Thank you) Hvala
-24.07  ------- (United) Zdruzeni
-21.75  ------- (jokes) vici
-20.89 ------- (part-of-word token) kevi
-18.71  ------- (peak) vrhunec
-17.89  ------- (chosen f.) izbrala
-17.63  ------- (touched) dotaknil
-17.53  ------- (discuss) razpravi
1741 ---e--- (bet) stavili
1715 ------- (you go out) izhodis
-16.85  ------- (task) naloga
-16.74  ------- (consistent) skladna
-16.38  ------- (a word) besedo
-15.55  ------- (or) ali
-15.22  ------- (not) ni
-14.97  ------- (jokes) vice

Novi (New)  cemeeee +30.00
Nove (New plu.)  ---m-e- +29.03
Slovenske (Slovenian) ~ ------- +27.99
Slovenska (Slovenian) ~ ------- +24.93
Slovenski (Slovenian) ~ ------- +24.92
premalo (too little) ~ ------- +22.95
Slovenije (Slovenia) ~  ------- +21.72
éasi (the times) ~ —m-ee-- +20.09
gospe (ladies) ~ ------- +18.58
kolega (colleague) ~  ------- +17.48
Kr (part-of-word token)  ------- +16.65
Spostovani (Dear) ------- +16.62
naj (most)  ---eee- +16.05
Sloveniji (Slovenija) ~ ------- +14.93
poglejte (look)  ------- +14.65
N e — +14.54
Zal (unfortunately) ------- +14.13
vase (yours)  —mmeee- +13.99

Figure 3: Maximum and minimum Shapley values for the SlIoBERTa model. Left/right (red/blue) side shows the words
that had the highest signal in predicting a “leftist/rightist” speech.

phrase “illegal migrant” as something that almost exclu-
sively right-wing politicians use. The leftists tend to use
the word “begunec” (angl. refugee) instead of “migrant”,
as the meaning behind the former refers to someone who is
fleeing. They tend to use words such as “united” and “de-
bate” and they often times refer to their party opponents by
the party abbreviations instead of the full name. One inter-

esting case is that the SVM manages to recognize the left-
ists emphasizing the word “grims”. Grims is the surname
of the right-wing politician Branko Grims who is strongly
against immigrants in Slovenia and Europe and was the
most active politician in the parliament on the topic.

Although much more can be drawn from the feature
importance, this is where our analysis stops. The model
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interpretability through the list of words that had the most
meaningful impact on the classification opens up a great
possibility for further qualitative work. Researchers study-
ing political linguistics could observe the usages of these
lists and find patterns in the connotation of the words used.
They could confirm or debunk ideological concepts used
by the different sides of the political spectrum. Or, they
could analyze if these words and phrases actually contain
the primary message of a sentence or if their role is more
on the stylistic side of political speeches.

6. Conclusion

Explaining the decision-making of machine learning
models (known as XAI) can be a great tool in interdis-
ciplinary research. When the goal is not just to classify,
but to understand patterns that appear across classification
groups, XAl can complement qualitative research.

In this work, we used XAl to bridge the gap between
computational and political linguistics. We developed
classical machine learning as well as deep learning lan-
guage models that can classify parliamentary speeches as
“leftist” and “rightist” for the topic of migration. We ap-
plied our approach to the Slovenian parliament using the
ParlaMint dataset with data from 2014 to 2020. With both
approaches showing great predictive success, we applied
methods (such as calculating the Shapley values) that can
explain the decisions of our models and show which words
and phrases differentiate “leftist” from “rightist” speeches
and vice versa. While left-leaning parliamentarians use
concepts such as “unity” and “debate”, the right-leaning
parliamentarians put more emphasis on the national sym-
bols (mentioning Slovenia) and their party names.

We leave an opening for further work in multiple di-
rections. One is the improvement of the interpretability
methods for models that work with text. Different fea-
ture importance techniques could be applied and a com-
parative study could help us understand the strengths and
weaknesses of the methods. Another direction is explor-
ing the ways the model explanations can be used in inter-
disciplinary research. How to use the words that give the
most value to models’ predictions in a qualitative contin-
uation of the work. Or, how to understand and communi-
cate model flaws with experts from the social sciences in
order to improve them.
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Abstract

Konkani is a highly nasalised language which makes it unique among Indo-Aryan languages. This work investigates the acoustic-phonetic
properties of Konkani oral and nasal vowels. For this study, speech samples from six speakers (3 male and 3 female) were collected. A
total of 74 unique sentences were used as a part of the recording script, 37 each for oral and nasal vowels, respectively. The final data set
consisted of 1135 vowel phonemes. A comparative F1-F2 plot of Konkani oral and nasal vowels is presented with an experimental result
and formant analysis. The average F1, F2 and F3 values are also reported for the first time through experimentation for all nasal and oral
vowels. This study can be helpful for the linguistic research on vowels and speech synthesis systems specific to the Konkani language.

Keywords: Konkani, oral vowel, nasal vowel, formant analysis

1. Introduction

Konkani belongs to the Indo-Aryan branch of the Indo-
European family of languages. It is a member of the south-
ern group of Indo-Aryan languages, and is most closely
related to Marathi within this group (Miranda, 2018)).
Konkani is mainly spoken in Goa and in some parts of
the neighbouring states of Maharashtra, Karnataka, and Ker-
ala, where Konkani speakers migrated after the Portuguese
arrival in Goa. The 1991 Census of India records the number
of Konkani speakers to be 1,760,607 out of which 602,626
(34.2 %) were from Goa, 312,618 (17.8 %) were from Ma-
harashtra, 706,397 (40.1 %) from Karnataka, and 64,008
(3.6 %) from Kerala (Miranda, 2018). Konkani is written in
different scripts in the regions where it is spoken.

1.1. Phonological Features of Konkani

As regards the phonology of Konkani, different scholars
have mentioned different numbers of vowels and consonants
in the language. Also, there is no consensus on the exact
specification of the vowels as regards their place in the vocal
tract. Nasalisation is phonemic in Konkani (as shown by i
and ii below).
i he taﬁs
these.mas.pl.  he.gen.mas.pl.
"These are his (male) children.’

bPurge
children.mas.pl.

ii  he tatfe blurgé
this.neut.sg. he.gen.neut.sg.  child.neut.sg.
"This is his child.’

1.2. Related Work on Konkani

(Sardesai, 1986), (Sardesai, 1993), in her dialect-specific
work refers to nine Konkani Vowel phonemes: Front [i, e,
¢]; Central [i o, a]; and Back [u, o, 0]. The author mentions
that all these vowel phonemes can be nasalised. Her work is
summarised in Table 1.

(Almeida, 1989) makes a reference to eight oral vowels
for Konkani: Front [i, e, €] and Back [u, o, 0, 0, a]. His
classification of oral vowels is provided in Table 1. The
author mentions that all vowels present in the language
can be nasalised. Examples for both oral and nasal vowels
are presented by him in his work. The author seems to
consider vowel length to be phonemic in Konkani, which
is not the case, at least for the Konkani varieties spoken in
Goa.(Miranda, 2018) mentions nine Vowel phonemes for
Konkani, along with their corresponding nasal counterparts.
These are: [i, €, €, 9, A, a, u, 0, 9].

(Fadte et al., 2022) provide a vowel chart for Konkani based
on their acoustic analysis of vowels. They also provide
the properties of vowel pairs which have different pho-
netic realisations but the same written representation in the
script. Their vowel classification work is presented in Ta-
ble 2, which includes equivalent vowels in different scripts,
namely Devanagari, Roman and Kannada. Their work also
acknowledges that all oral vowels could be nasalised.

Author and | Vowels Classifica-
Year tion
(Sardesai, 1986) | i,e,€,u,0,0,a,9,i | Dialect-

specific
(Almeida, 1989) | i,e,€e,u,0,0,a,0 General
(Miranda, 2018) | i,e, €,u,0,0,a,0A | General
(Fadte et al., | i,e,&,u,0,0,a,9,i | General
2022)

Table 1: Comparison of Konkani Vowel classifications

1.3. Related Work on Other Languages

(Shosted et al., 2012) have presented work on Hindi nasal
vowels, where F1-F2 values are used for calculating the
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: i Equivalent grapheme
Appruxlmfile 1 Cl P Examples English meaning Vowel type
IPA Notation | Roman | Devanagari | Kannada
[wizs] twenty
i i TandE oM and St - -
[kawvi] poet
[pe:r] guava tree
e T P [khe:]] game
Front
[me:d3] count (imperative.2 p.sg.)
@
[per] guava fruit
E g 0 [Khe]] play (imperative.2 p.sg.)
[me: d3] table
[ki:r] do (imperative.2 p.sg.)
i [bis] sit (imperative.2 p.sg.)
i traditional
- " [pid] a traditional measure
[kar] tax
a Central
a [bas] bus
[padl] fall (imperative.2 p.sg.)
[adsar] tender coconut
a 2 =
[radgal] king
[ws] sugarcane
u u 9 and & & and &
[pu:l] bridge
ts o thief
. 3 " [tz o: 1] ie Rack
[do:n] two
o
[ ts 2ur] thieves
3 2t fa
[ba:l] ball

(Fadte et al., 2022)

Table 2: Oral vowels of Konkani

positions of the tongue in case of the nasal vowels. They
have showed that the position of the tongue is generally
lowered for Back vowels, fronted for Low vowels, and raised
for Front vowels.

(Feng and Castelli, 1996) have presented work on the nasal-
isation of 11 French vowels. They show that the first two
resonance frequencies are at about 300 and 1000 Hz.
(Carignan, 2014) is an acoustic study of three French oral-
nasal vowel pairs /a//a/, /e/-/€/, and /o/-/0/. His study shows
that the oral articulation of French nasal vowels is not arbi-
trary.

1.4. Objectives of the Present Study

As mentioned earlier, there are differences among Konkani
scholars on the exact number of Vowel phonemes in the lan-
guage. In the absence of more accurate descriptions of the
Vowel system of the language and nasalisation of vowels,
this study makes an attempt to target an important aspect
of Konkani vowel phonemes namely, their nasalisation us-
ing acoustic analysis. For this study, we have taken into
consideration the nine vowel phonemes mentioned in the
Standard variety of the language which are the same as the
ones mentioned in (Sardesai, 1986) and later cited in (Fadte
et al., 2022).

This work is arranged into four sections. Section 1. - the
Introduction section above highlights the linguistic features
of the language and states the objective of the study. Section
2. discusses the methodology followed in the experiment.
The results of the experiment are presented in section 3..
Section 4. concludes the paper with the scope for further
studies.

1.5. Hypothesis

Given that nasalisation is phonemic in the language, each
vowel phoneme of the language will have a nasal counterpart.
In other words, the status of nasalisation as being phonemic
in the language will become more explicit through this study.

2. Methodology

This section presents the details of the experimental work
carried out and the methodology that was used for the ex-
periment. (Fadte et al., 2022)’s methodology was followed
for carrying out this experiment.

2.1. Recording Script

The recording script of this work was based on the Vowel
phonemes mentioned in the classification provided by (Fadte
et al., 2022). The Vowel phonemes in the script were
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arranged according to their classification which was es-
tablished using the minimal and near-minimal pairs. A
Phoneme is the smallest distinctive/contrastive unit in the
sound system of a language. It is that unit of sound (a
phone) that can distinguish one word from another in a par-
ticular language. The inventory of phonemes of a language
is created using the minimal pairs (or near-minimal pairs
in the absence of minimal pairs) of the language. Minimal
pairs are pairs of words or phrases in a particular language
that differ in only one phonological element and have dis-
tinct meanings. Near minimal pairs are pairs which have
one or more additional differences elsewhere in the word
besides the crucial position. Thus minimal pairs are an
important tool that helps in establishing phonemes of a par-
ticular language. Pronunciation of phones is shown using
square brackets whereas phonemes established using the
minimal pairs are written in between slashes. To give an
example, the Konkani words [na:k] "nose’ and [na:g] ’king
cobra’ differ only in the sounds [k] and [g]. Thus, the phones
[k] and [g] in these words produce a difference in meaning.
Using the [na:k] and [na:g] (minimal) pair we can now es-
tablish that the consonants [k] and [g] are phonemes of the
language. These phonemes will therefore be written as /k/
and /g/. The recording script was created with Konkani sen-
tences consisting of minimal pairs that aimed at establishing
the vowel phonemes. A few examples of minimal pairs
targeting vowel phonemes used in the recording script are
provided in Table 3, and the entire script can be accessed
from here.! The recording script consisted of 74 unique
sentences, 37 for oral and 37 for nasal vowels, respectively.
At least two different sets of minimal pairs were used for
each vowel phoneme.

Oral Vowel Nasal Vowel

Konkani Vowel Konkani vowel

Examples IPA Gloss Examples IPA Gloss
ot i (i ugh' excl. of T[] cold' n/f.sg.
Eal e |[ke:s] [suit f.sg. ol & |[ké:s] |ahair' m.sg.
aq e |[[vet] |cane'n.sg. Enl € |[[vet] |span'n.sg.
T 3 |[[ve;] |‘age’.neutsg. |da 9" |[vaj |‘fence’.fsg.
T a |[baj] |‘girl’.neutsg. |dF= a |[ba&j] |[‘well’.fsg.
e u |[kfu:] |shortage' f.sg. [T i [[kM:g] |stake' m.sg.
i > |[ghgo] |fall' m.sg. it 2" |[g">] [horn' m.sg.

Table 3: Example of oral and nasal vowels in Konkani

2.2. Speakers’ Detail

Three male and three female native speakers of Konkani
were selected for this experiment. Speakers belonged to
different geographical locations and spoke diverse regional
dialects (details of these can be accessed from here').This
ensured that phone variability across regions was captured.
All the speakers selected for the recording were literate.

2.3. Data Elicitation and Recording

The reading material consisting of sentences having min-
imal pairs was provided to the speakers as a printed copy.

'https://github.com/shashwatup9k/
dhvani-konkani

The speakers were given some time to familiarise them-
selves with the meaning of the sentences. Then, they were
instructed to read the sentences in the most natural way
they could. Each sentence in the recording script was pro-
nounced thrice by the speakers. This was done in order to
capture any dialectal variation in the pronunciation of the
target phonemes. It also helped to detect speaker-specific
errors in phone production. The recording was performed
in a closed room with less ambient noise. The audio was
recorded using a Zoom-H6 recorder at a sampling rate of 48
kHz and was stored in non-lousy WAV format.

2.4. Annotation

Phoneme-level annotation of audio data was then carried
out. Only the vowel phonemes which were to be used for
analysis were annotated. A total of 1135 vowel phones were
annotated in the data set. The frequency distribution of
phones is presented in Figure 1.

Figure 1: Frequency distribution of phones in dataset

Annotation was performed using the Praat software (Paul
and Weenink, 1992). The start and end of a phone boundary
was marked as perceived by the ear of the annotator and
with the help of a spectrogram in the Praat tool. A sample of
an audio signal, spectrogram and phoneme level annotation
done in the Praat tool is shown in Figure 2.

109.720626

0.04431]
-0.0003832]

-0.0824)
4576 Hz|

silences
(213/1585)

Figure 2: Annotations and spectrogram of phones

2.5. Formant Extraction

A Praat script was used to perform formant extraction on
annotated data. This script extracts the formant details from
the mid-temporal interval of the phoneme, which is stored
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in a text file. For formant extraction, values for speakers
frequency were set to standard values, i.e. 5 kHz for male
and 5.5 kHz for female speakers. The data was stored in a
text file and later converted to a CSV file for plotting results
and analysis.

2.6. Data Verification

After formant details were extracted, they were plotted using
a box plot for verifying visually any outliers that may have
occurred due to wrong annotation. This step helped in
identifying certain incorrect annotations, which were then
corrected. As discussed in section 2.5., formant extraction
was performed again, and boxplots were replotted. Box
plots of the F1 and F2 formant for male speakers are shown
in Figure 3. After the above corrections, a few outliers can
still be seen.
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Figure 3: Box plot of F1 and F2 formants for oral and nasal
vowels for male speakers

Final data verification was done with the help of a linguist
who simultaneously listened to the phones and viewed the
spectrogram to verify the label given to them. Errors in the
phoneme production were noted down and are discussed in
detail in section 2.7. below.

2.7. Substitution Analysis

The verified data showed some deviations from the expected
production of the phonemes. Table 4 presents the phoneme
substitution that occurred during the elicitation process. All
these deviations were not used for the formant analysis.
The close-mid central vowel [0] with a frequency of 12
(see Table 4) occurring in place of the schwa ([9]), is its
allophone which occurs in the environment wherein it is
followed by the open-mid back (rounded) vowel [0] as in
the words [gouvd] ’bison’ n.mas.sg, [baro] *good’ adj.mas.sg.

Phoneme | Substitution | Frequency | % of total
substitution
i None 0 0.0
i i 28 12.4
R a 1 0.4
e 1.3
e 6 2.7
€ e 12 53
€ 4 1.8
e € 6 2.7
€ e 20 8.9
; o) 6 2.7
) 3 1.3
) 7 3.1
i 5 10 44
0 1 0.4
R 0 12 53
i 4 1.8
i 8 3.6
5 o) 6 2.7
a 1 0.4
o 1 0.4
a a 8 3.6
a a 12 53
u u 3 1.3
u u 19 8.4
o} ) 12 0.9
o o 8 3.1
B) 2 0.9
2 3 1 0.4
3 o) 32 14.2

Table 4: Substitution Analysis

3. Experimental Results and Analysis

A formant analysis of Vowel phonemes was performed as
part of this study. R script was written with the use of
the phonR package(McCloy, 2016) to plot the experimental
results.

F1-F2 plots for oral and nasal vowels of male speakers are
presented in Figure 4. A well-defined grouping of vowels
in formant space is observed. From Figure 4, it is clearly
seen that the Front oral vowels /i/, /e/ and /e/ occupy non-
intersecting space in the formant chart. In the same figure,
we can see that the three extreme vowels (/i/, /a/, and /u/)
occupy three corners in formant space. Other vowels also do
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not have many intersections in formant space. F1-F2 plots

2500 2000 1500 1000 500 2500 2000 1500 1000 500
1 | 1 1 1 | 1 1
= — 300 3 - — 300
| e =k <y
-0 Faoo i a0
B, SR >
: §.0 . :
— 500 E T O 1 500
& a 1," = s . 4 jnd
I 8 S
m 3 m 3 & o 1
- e — 600 . < : — 600
m | "~
. | g
. & | .
. a ~ 700 . & ~ 700
LI L]
m o m 3
H u m
— 800 — 800

Figure 4: Formant chart for oral and nasal vowels for male
speakers

for oral and nasal vowels of female speakers are presented
in Figure 5, which have similar features as seen in the male
formant chart. A comparative chart for additional details can
be accessed here!. Apart from the formant charts, we have
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Figure 5: Formant chart for oral and nasal vowels for female
speakers

also listed the average values of F1, F2, and F3 formants
for male and female speakers. These are presented in Table
5. The average values for the F1 and F2 for oral vowels are
similar to those reported by (Fadte et al., 2022). Since no
previous work was reported for the nasal values, formant
values provided in Table 5 may be considered as the first
reporting of such work.

4. Conclusion and Future Work

This work provides a comparative study of the Konkani
Vowel phonemes (i.e. oral and nasal vowels). The results
have shown that all oral vowel sounds in Konkani can be
nasalised. It is observed that the different vowels in the
formant chart are in their expected position as per (Fadte
et al., 2022) vowel classification. It is also seen that nasal-
isation changes the F1-F2 values for the vowel phonemes.

female male

Phoneme | F1 F2 F3 F1 F2 F3

i 353 | 2518 | 3055 | 331 | 2229 | 2730
e 535 | 2240 | 2773 | 428 | 1943 | 2470
e 641 | 2518 | 3055 | 331 | 1749 | 2450
i 636 | 1339 | 2978 | 453 | 1245 | 2548
) 690 | 1224 | 3081 | 537 | 1193 | 2508
a 982 | 2518 | 3055 | 685 | 1319 | 2446
u 417 | 972 | 2904 | 362 | 930 | 2464
0 574 | 990 | 3072 | 450 | 914 | 2585
) 670 | 1089 | 2964 | 544 | 966 | 2452
i 393 | 2204 | 3049 | 328 | 2272 | 2747
e 673 | 1861 | 2699 | 477 | 1800 | 2512
£ 708 | 2057 | 2724 | 556 | 1818 | 2434
i 630 | 1150 | 2890 | 514 | 1082 | 2515
3 688 | 1326 | 2914 | 496 | 1341 | 2526
a 974 | 1461 | 2737 | 699 | 1271 | 2413
u 402 | 999 | 2749 | 368 | 969 | 2442
0 691 | 1103 | 2941 | 480 | 838 | 2644
3 726 | 1138 | 2985 | 576 | 977 | 2497

Table 5: Average F1, F2, and F3 values for Vowel phonemes.

The average F1, F2, and F3 values for nasal vowels are re-
ported for the first time through experimentation. This work
can be helpful for the linguistic study of vowels and speech
synthesis systems specific to Konkani language. Although
oral and nasal studies have been presented, other phones
and combinations of phones, like consonants, diphthongs
have not been explored in this work or rather there have not
been acoustic studies done related to the properties of such
phones in Konkani language. We wish to explore these in
our future work.
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Abstract

The famous example man is to woman as king is to queen was claimed to demonstrate the effectiveness of word embedding spaces.
The idea of using analogy to assess the quality of word embedding spaces implies the existence of parallelograms between the four
terms of an analogy. We investigate the presence of analogy parallelograms in various word embedding spaces for various languages
by relying on analogies contained in several analogy test sets. We report a negative result: no parallelogram is found. We also discuss
another possibility to approach the word as a small n-sphere instead of being a point inside the embedding space. Thus an analogy is

formed as parallelogram between four n-spheres.

Keywords: word embeddings, analogy test sets, analogy, parallelogram

1. Introduction

Previous works, like (Mikolov et al., 2013b) and (Levy and
Goldberg, 2014), claimed that there are linguistic regulari-
ties in word embedding spaces, and even sentence embed-
dings (Zhu and de Melo, 2020). These regularities emerge
as parallelograms on hyperplanes in the embedding space.
Figure 1 presents an illustration of the claim where the four
terms in an analogy make a parallelogram in the embedding
space.

This claim was challenged by (Murena et al., 2018). When
the space is curved as in differential manifolds, the equality
1 will not hold for the analogy A : B :: C:D. They pro-
posed a parallelogramoid procedure using geodesic shoot-
ing and parallel transport to explain the analogical relation
between words along curvatures in Riemannian manifolds.
Figure 2 shows an illustration of the proposal.

In this paper, we perform an investigation of analogies that
possibly exist in word embedding spaces. To investigate the
existence of parallelograms in embedding spaces, we per-
form experiments in discovering the analogies contained in
various analogy test sets. We explore embedding spaces
and try to extract all analogies from these analogy test sets.

WOMAN
AU QUEENS

maN
UNCLE ol

QUEEN QUEEN

KING KING

Figure 1: Parallelograms in word embedding space. Figure
copied from (Mikolov et al., 2013b)

2. [Extraction of analogies from word
embedding space

In the following section, we describe how the parallelogram
defines an analogy and its implication on how we can ex-
tract analogies from a word embedding space.

2.1. Analogy as parallelogram

Figure 1 shows that linguistic regularity between four
words, which is an analogy, makes a parallelogram. This
parallelogram implies that there is an equality between ra-
tios on the left hand and on the right hand of the anal-
ogy. For example, for the analogy  man : woman
king : queen, we should have the equality between the ra-
tios of man : woman and king : queen (top-right facing
arrows in Fig. 1). In addition, to make a parallelogram,
equality in the other direction is necessary: man : king =
woman : queen. This is also true for analogy between other
objects than words, like numbers. There is an equality be-
tween the ratios 2 : 4 and 3 : 6 for the analogy 2:4::3:6
(because of the properties of subtraction, the equality 2 : 3
and 4 : 6 is implied).

Unfortunately, previous works, like (Mikolov et al., 2013b;
Pennington et al., 2014), did not use this definition to solve
the analogical equation: coin the word D given the tree
words, A, B and C. After calculating the vector D from
/_L B and 6, they will take vector D’ which is the closest
vector to D. This is a relaxation of the claim that an anal-

_amse ™

/ NS \

N

/ 3 €

, .
/ I Pl
A N /
) \

Figure 2: Parallelogramoid procedure on a Riemannian
manifold. Figure copied from (Murena et al., 2018)
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Pre-trained embedding model

Lang.
fastText word2vec  SENNA
bel 36ep-HaHUbiHA - -
zho J3 )8
fra reinel reinel princesse
deu konigin® Sibylle
ind kerajaan rajanya -
jav Kirata rajo-raja -
sun Warmadewa - -
tha 5191 1 5199 1
Table 1: Solution of the analogical equation

man : woman king : x  in various languages using
various pre-trained embedding models. A dagger mark (t)
shows a correct answer according to human judgement (5
times out of 14). A hyphen (’-’) means that there was no
available pre-trained model for that particular language at
the time the experiments were conducted.

ogy is a parallelogram. Prior to this, our intuition is that it
will be very hard to find true parallelograms inside a word
embedding space.

Table 1 shows the result of a preliminary experiment on
solving the analogical equation man : woman :: king : x
using three different pre-trained embedding models: fast-
Text, word2vec and SENNA. This experiment was con-
ducted in various languages: Belarussian (bel), Chinese
(zho), French (fra), Indonesian (ind), Javanese (jav), Sun-
danese (sun) and Thai (tha). The answers were checked by
native speakers of the language. Results show that most
of the answers are incorrect, except for French (fastText
and word2vec), German (fastText) and Thai (fastText and
word2vec).

2.2. Notions on analogy and extraction of analog-
ical clusters

An analogy between four words, A, B, C' and D, is noted
as A:B: C:D . The condition for an analogy to hold is
an equality between the ratios, as shown in Formula (1).

C:D

A A:B =
{ B:D M

A:B:C:D — A-C —

The ratio between two words, A and B, is defined as
the difference of the vector representations of the words:

A:B2 A B. We thus replace Formula 1 by Formula 2.
With difference between vectors, similarly as with num-
bers, the two equalities in the right part of Formula (2) are
equivalent.

A:B:C:D é{ g,

S
|
w/lwll

2

Qi

Based on that, an analogical cluster is defined as a group of
word pairs with the same ratio. This is basically the same as
categories found in analogy test sets like capital-common-

g

5

5 20 : =
&O)’ 15 : R
< 101 3% 8
TN -
2 Ll B o o]
g —0.10.000.100.20
Z Mean

Figure 3: Distribution of fastText’s vector means for each
dimension with their standard deviation

countries, currency, etc. (see Section 3.).

A13B1
Ay By A V(i,j 2
2J) €41,
Ai : B'i ZIAJ‘ : Bj (3)
A, : B,

3. Data

There are two main resources used in this work: pre-trained
word embedding models and analogy test sets. We inves-
tigate whether the analogies contained in analogy test sets
emerge as true parallelograms in pre-trained word embed-
ding spaces.

3.1. Pre-trained word embedding models

We use fastText (Mikolov et al., 2018) pre-trained models.
They provide models in various languages which allow us
to compare across different languages. The models were
trained on Common Crawl and Wikipedia using CBOW
with position-weights. The models we used were trained
in 300 dimensions, with character n-grams of length 5, a
window of size of 5 and 10 negative samples.

Let us now turn to the distribution of values inside the vec-
tor. We sample 1,000 vectors from the embedding model.
For each dimension of the vector, we calculate the mean
and standard deviation. Figure 3 plots the means of values
for the 300 dimensions of the fastText pre-trained model for
English. We observe that the graph roughly follows a Gaus-
sian distribution centered around zero. The error bars in the
figure show the standard deviation of the mean. These er-
ror bars are not visible in the figure because most of the
standard deviations are around 0.05, which is very small.

3.2. Analogy test sets

We survey several analogy test sets that are publicly avail-
able. Table 2 shows the language availability of different
analogy test sets.

+ Google analogy test set' (Mikolov et al., 2013a)
is probably the first analogy test set widely used
since the emergence of word embedding models. It
contains general knowledge questions, like country-
capital, and morphological questions, like singular-
plural form of nouns. The analogy test set was origi-
nally only available in English.

'mttp://download.tensorflow.org/data/
questions—-words.txt
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Test set Language

en fr hi pl ru ar ja
Google Vv
fastText v v Y
BATS v v
MGAD v v v

Table 2: Survey on the availability of analogy test sets

» fastText analogy test set’ (Grave et al., 2018) is pro-
vided alongside the pre-trained models. The test set
follows the format of its predecessor, Google analogy
test set, and is available in French, Hindi and Polish.

* Bigger Analogy Test Set, usually called BATS? (Glad-
kova et al., 2016), is a bigger and more balanced anal-
ogy test set in comparison to Google and fastText anal-
ogy test set. The analogy test set is also available for
Japanese in a version called jBATS* (Karpinska et al.,
2018).

e Multilingual Generation of Analogy Datasets
(MGAD)® (Abdou et al., 2018) is an analogy test
set extracted from Universal Dependency treebanks.
Thus, the analogical questions are restricted only to
morphological phenomena. It is available in Hindi,
Russian and Arabic.

Table 3 gives examples of the analogies contained in one of
the analogy test sets used in this work, which is the Google
analogy test set. The analogies are grouped into categories.
Thus, all word ratios of analogies belong to the same cate-
gory shall represented by the same ratio.

4. Experimental protocol

The purpose of our experiment is to investigate the exis-
tence of parallelograms inside the embedding spaces. We
rely on analogy test sets as our ground truth. We investi-
gate whether analogies contained in the analogy test sets
actually make parallelograms. As the analogy test sets are
already organised into categories, we check whether ratios
in analogies that belong to the same categories are actually
the same, i.e, whether one category makes one analogical
cluster.

We carry out experiments in extracting analogical clusters
from sets of words contained in each category of an anal-
ogy test set. Words are represented as vectors given by a
pre-trained word embedding model. The extracted analog-
ical clusters are expected to be similar with the categories
contained in the analogy test set. To extract the analogical
clusters, we use two different approaches.

The first approach relies on the strict definition of analogies
where the equality of ratios has to hold in order to have an
analogy. The algorithm to extract analogies from a given

’https://fasttext.cc/docs/en/
crawl-vectors.html
Shttps://vecto.space/projects/BATS/
‘https://vecto.space/projects/JBATS/
Shttps://github.com/rutrastone/MGAD

set of words is already presented elsewhere, such as (Lep-
age, 2014; Fam and Lepage, 2017). However, to ensure the
equality of ratios, these techniques apply only to natural
numbers (integer values). We convert the real values found
on the vector dimensions into integer values by approxi-
mation, up to a certain precision after the decimal point.
Formula (4) illustrates the approximation on a vector, with
a precision of 3.

0.1435 143
0.3496 349

: = . “4)
0.1180 118

The second approach involves a common clustering algo-
rithm. We perform DBSCAN clustering algorithm to clus-
ter ratios. The reason behind it is the scalability and the
geometry used (distances between points) which is aligned
with the constraint that we use here with analogy. In this
work, we use the implementation provided by the scikit-
learn 6 library.

5. Results and analysis

Table 4 shows the number of analogical clusters extracted
from different analogy test sets with various precision val-
ues using the strict definition of equality of ratios. The
table is simply full of zeros. No parallelogram between
words in the analogical test sets, as represented by vectors
in any of the pre-trained embedding spaces considered, was
found. This observation, which constitutes a negative re-
sult, gives support to the construction proposed in (Murena
etal., 2018).

Table 5 shows the number of analogical clusters extracted
from different analogy test sets with various precision val-
ues using DBSCAN clustering algorithm.

6. Discussion

In the following section, we discuss on the insights from the
result while also considering some previous works done so
far in the community.

6.1. A word as an area in the space

The analogy test sets are mainly used to assess the qual-
ity of a word embedding space. The test sets demand the
embedding space to follow certain linguistic regularities,
which are claimed to be semantical. However, in practice,
some heuristics and tricks are introduced while performing
the analogy task. For example, deleting the words included
in the problem itself (the term A, B and C') from the can-
didates of the solution. Word D is enforced to be different
from the words A, B and C' even when the true vector D
that is calculated by the algorithm is closer to any of these
words.

We propose to think of a word not as a point, but rather
as a small n-sphere in the embedding space. By adopting

Shttps://scikit-learn.org/stable/
modules/clustering.html#dbscan
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Category

Example

capital-common-countries
capital-world

currency

city-in-state

family
gram1-adjective-to-adverb
gram?2-opposite
gram3-comparative
gram4-superlative
gram5-present-participle
gram6-nationality-adjective
gram7-past-tense
gram8-plural
gram9-plural-verbs

Athens : Greece :: Baghdad : Iraq

Abuja : Nigeria :: Accra : Ghana

Algeria : dinar :: Angola : kwanza

Chicago : Illinois :: Houston : Texas

boy : girl :: brother : sister

amazing : amazingly :: apparent : apparently
acceptable : unacceptable :: aware : unaware
bad : worse :: big : bigger

bad : worst :: big : biggest

code : coding :: dance : dancing

Albania : Albanian :: Argentina : Argentinean
dancing : danced :: decreasing : decreased
banana : bananas :: bird : birds

decrease : decreases :: describe : describes

Table 3: Excerpt of analogies contained in the Google analogy test set

Testset P Language Testset P Language
en fr hi pl ru ar ja en fr hi pl ru ar ja
1 0o - - - - - - 1 0o - - - - - -
2 0o - - - - - - 2 0o - - - - - -
Google 3 0o - . - S Google 3 0o - - - o
4 0 - - - - - - 4 0 - - - - - -
1 -0 0 O - - - 1 -0 0 O - - -
2 -0 0 O - - - 2 -0 0 o0 - - -
fastText 3 0 0 o0 o fastText 3 0 0 o0 S
4 -0 0 O - - - 4 -0 0 O - - -
1 0o - - - - -0 1 0 - - - - -0
2 0 - - -0 2 0 - - -0
BATS 3 0 - i i i 0 BATS 3 0 - i i i 0
4 0 - - - - -0 4 0 - - - - -0
1 - -0 - 0 0 - 1 - -0 - 0 0 -
2 -0 - 0 O 2 -0 - 0 0
MGAD 3 -0 - 0 o0 - MGAD 3 -0 - 0 o0 -
4 - -0 - 0 o0 - 4 - -0 - 0 o0 -

Table 4: Number of analogical clusters extracted using the
strict definition of equality if ratios from approximated vec-
tors with various precision (P). The character hyphen (’-)
means that there is no test set available in the corresponding
language.

this approach, we may find that this small n-sphere, stand-
ing for a given word, includes several words. The visibility
and representation of the meaning of a word in the embed-
ding space is extended by the proximity of the words in the
neighbourhood. Thus, the analogy is now formed by the
four small n-spheres instead of just four points in the em-
bedding space. Here, we can imagine that the words king,
duke, prince, count, etc. may have their extended n-sphere
intersect or even that one in included in another one. This
makes the heuristics and tricks that we mentioned earlier
sound more natural.
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Table 5: Same as Table 4 but using the DBSCAN clustering
algorithm.

6.2. Hypernymy and hyponymy

Capitalising on the approach of a word as a small n-sphere,
we may propose another explanation on how an embed-
ding space can point at candidate solutions which are hy-
pernyms or hyponyms of the true answer. For example,
we may get a king’s name instead of the word king itself.
This varies depending on the corpus of which the embed-
ding space is trained on. The discussion comes to whether
there is any feature for the degree of generality of a word
in embedding spaces; and whether distributional semantics
can capture hyponymy and hyponymy. (Yu et al., 2015;
Sanchez and Riedel, 2017) provide experiments on several
datasets. They observe whether hypernymy structures exist
and whether the relation is preserved inside the embedding
space.
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6.3. Task of analogy

Let us now reflect back on the task of analogy. It is impor-
tant to ask again on what better analogies can be designed.
One possible approach is to extract all possible analogies
from a word embedding space. We need to have a critical
view or be able to analyse these extracted analogies to draw
conclusions about their validity or acceptability. Of course,
we have to be more precise about the task at hand. If the
goal is to assess the quality of the embedding space, then
it is strictly demanded that previously mentioned tricks are
not fair.

7. Conclusion

We investigated the existence of true parallelograms inside
word embedding spaces relying on analogies contained in
analogy test sets. The analogies were defined as equality of
ratios between the four terms. This constrains the analogies
to be true parallelograms. Experimental results showed that
no analogy can be extracted from any of the word embed-
ding spaces we had at our disposal. We thus confirm that
no true parallelogram corresponding to an analogy exists
inside embedding spaces.

This negative result supports the construction proposed in
(Murena et al., 2018) where parallelograms for analogies
are claimed not to exist in differential manifolds. Instead,
they propose that analogies should follow the Ricci curva-
ture rather than making parallelograms.

In this paper, we discussed another way to approach the
representation of a word in the embedding space: a word is
not a point but rather a small-n-sphere.
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Abstract

Phenomena such as emotional experience and offensive language perception are highly subjective in nature. Yet, the dominant
approach in building automatic emotion and hate speech detection systems is based on the opinion of the majority. Recently, however,
a personalised or human-centred approach has been proposed by the computational social scientists. In the current paper, we propose a
novel method for modelling individual perspective in emotion detection and abusive language recognition, following existing works in
this area (Milkowski et al., 2021). We show that the personalised approach that implements our Personalisation Metric (PM)
outperforms traditional majority-based methods in regard to subjective phenomena such as emotion and abusive language detection.
Proposed method could be successfully used in the development of more accurate classification models suitable for the opinions of

individuals as well as in recommendation systems.

Keywords: EDO 2023, emotion recognition, human-centred NLP, offensive language, recommendation systems

1. Introduction

Emotion detection in textual data has become a topic of
interest in recent years, both for academic scholars and the
industry. Emotion analysis is commonly employed in
mining customer opinions and investigating public
attitudes towards candidates in political campaigns. It is
also used in psychotherapy sessions for assessing
emotional states of patients (Tanana et al., 2021).

On the other hand, the growth of social media
foregrounded the problem of hate speech and offensive
language. However, currently available tools are
insufficient to deal with the moderation problem. Thus,
offensive language detection remains challenging due to
the subjective nature of the task and the quality of data
annotation, which is usually based on the opinion of the
majority (Binns et al., 2017; Sap et al., 2021). For
example, Waseem (2016) found systematic differences in
the annotations given by the experts (anti-racism activists)
and the crowd on hate speech. Therefore, the aggregated or
the average vote does not fully represent the viewpoint of
any side here and cannot be regarded as high quality data.
Moreover, Sap et al. (2021) investigated demographic and
political factors that influence the ratings on toxic
language. The results indicate that more conservative
annotators are more likely to rate African American
English dialect as toxic, for example.

In recent years, researchers proposed to change the
perspective from data-centric to human-centred in the NLP
field, accounting for social factors in tasks such as
offensive language detection, sentiment analysis and
sarcasm recognition (Kocon et al, 2021). However,
techniques proposed so far are limited to specific types of
data (numeric label scores in the case of (Mitkowski et al.,
2021)) or require additional information about individuals
such as demographic features, personality types or
previous activity on social media platforms that could be
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difficult to obtain (Hovy, 2015; Lukin, Anand, Walker and
Whittaker, 2017; Kocon et al.,, 2021). The proposed
Personalisation Metric (described in detail in Section 3)
does not rely on any private information about users and
could be calculated based only on labels given by
individuals. Moreover, it is designed for categorical labels,
which are predominant in machine learning tasks.

Researchers in the field also called for releasing
annotator-level data instead of only so-called “ground
truth” labels obtained through the majority voting
technique (Prabhakaran, Davani and Diaz, 2021). Some
noticed that those aggregated labels do not take into
account perspectives of minority groups and that they do
not even reflect the general opinion of the “average Jane”
(Rizos and Schuller, 2020). Akhtar, Basile and Patti (2021)
state that the NLP field needs novel methods to model
conflicting perspectives in the automated systems for
abusive language detection. Instead of majority-voted
labels, they propose to differentiate different groups of
individuals based on socio-demographic factors and
develop separate gold standards and algorithms for each of
them. Similarly, Basile (2020) emphasises that current
machine learning techniques in NLP need to be adapted to
subjective and pragmatic phenomena in order to create fair
and inclusive models.

2. Related Work

In the current paper we adopt a human-centred approach
introduced in (Kocon et al., 2021). In particular, we focus
on the microscopic level — the perspective of individuals
on highly subjective tasks such as emotion and abusive
language perception. Kocon et al. (2021) differentiate also
the mesoscopic and macroscopic levels, that is the
perspective of selected groups of individuals and the
general view, respectively. In their own study models
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developed on the group-based labels performed better than
the general view approach. For the microscopic level they
include ids of annotators that also boost the performance
of offensive content classifiers.

Previous works show also the improvement of
classification performance on sentiment analysis and topic
identification when demographic factors are taken into
account (Hovy, 2015).

Several works reported high disagreements between
raters on hate speech annotation and therefore called for
modelling annotator perspectives in hate speech detection
systems (Binns et al., 2017; Akhtar, Basile and Patti,
2020). Moreover, Larimore et al. (2021) demonstrate that
racial identity as well as textual features of tweets
influence annotator perceptions of racism. Similar
problems could be observed in sentiment annotation. For
example, Prabhakaran, Davani and Diaz (2021) found that
around one-third of annotators achieve very low agreement
scores with the majority voted labels.

Davani, Diaz and Prabhakaran (2022) experiment with 3
different techniques to implement individual perspectives
into machine learning models on detection of online abuse
and emotions. First, they present a multi-task approach
that treats the prediction of labels for each annotator as
separate subtasks. Second, they conceptualise the task as a
multi-label classification where each label corresponds to
individual annotators’ labels. Third, the authors train an
ensemble of models, one dedicated for each annotator
where a final label, however, is majority voted.
Alternatively, they propose to estimate uncertainty of a
model’s prediction to reflect the disagreements in the
annotation.

Another strand of work that shows the importance of a
personalised approach is the study of annotator bias in
data. Results of (Wich, Bauer and Groh, 2020) indicate
that political bias negatively impacts the automated
detection of hate speech and in result could lead to racial
discrimination.

3. Methodology

3.1. Personalisation metric

Proposed in the current paper Personalisation Metric (PM)
extends Personal Emotion Bias (PEB) measure introduced
by Mitkowski et al. (2021). PEB is based on Z-scores
between the average and the individual user rating and is
suitable for real-valued ratings (numeric variables) of
emotional intensity. We introduce the PM metric that is
suitable for categorical labels instead. PM comprises two
well-known measures of agreement, i.e. the Cohen’s
Kappa statistic (Cohen, 1960) and percent agreement
(accuracy). Therefore, the PM metric measures the
similarity of opinions between two entities given a set of
categories. Here, we consider the majority as one entity
and an individual rater as the other entity.

We use accuracy and Kappa are complementary statistics
here because of the so-called prevalence problem
(generated by an imbalanced distribution of categories)
that might yield low Kappa coefficients in cases where
accuracy indicates almost perfect agreement between two
entities (Eugenio, Glass, 2004). As a result, each rater is
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assigned with two values — Kappa and accuracy score
which we jointly call the PM metric. In order to calculate
these values, a sample of data annotated by an individual is
compared against the same sample of data annotated with
majority-voted labels. Thus, the PM metric indicates how
similar is the opinion of an individual rater compared to
the majority of people.

In both statistics, the values close to 1 signal perfect
agreement, whereas scores around 0 indicate no agreement
in the case of accuracy, and random agreement in the case
of Cohen’s Kappa. Negative values of Kappa reflect less
than random agreement between two entities. Thus, we
treat disagreements as an additional source of information
instead of noise, which is common in aggregation-based
approaches.

3.2. Model

Although Transformer-based architectures are currently
considered state-of-the-art, Convolution Neural Networks
(CNN) as well as Recurrent Neural Networks (RNN) still
achieve good performance and are commonly used in text
classification tasks (Tam, Said, Tanriover, 2021). In
particular, models based on the combination of CNN and
RNN networks achieve superior performance compared
with other architectures (Wang, Jiang and Luo, 2016).
Therefore, our model makes use of CNN and bidirectional
Long Short Term Memory (BiLSTM) networks. As a text
representation method we employ GloVe 100-dimensional
embeddings (Pennington, Socher, Manning, 2014). ReLu
is the activation function in all layers except the last
classification layer where we use sigmoid or softmax
function in the case of emotion and abuse detection,
respectively. Summarised description of the model used in
the study can be found in Table 1.

Layer Parameters
Embedding GloVe 100-dim
CNN Filters: 128; size: 5
MaxPooling Size: 3

BiLSTM Units: 64
GlobalMaxPooling |-

Dense Units: 264

Dropout Rate: 0.3
Concatenate -

Dense Units: 128

Table 1. Architecture of the proposed CNN-BiLSTM
model.

3.2.1. Emotion detection

We make use of the GoEmotions dataset (Demszky et al.,
2020) collected from Reddit and annotated with 27
categories of emotion. Here, in addition to majority voted
labels, the authors release all individual annotations
assigned by different raters. It therefore allows us to study
individual perspectives in regard to emotion perception.
For the purpose of the study, we included annotations only
on 6 basic emotions in Ekman’s taxonomy — fear, anger,
sadness, surprise, joy, disgust, as well as a neutral
category. We also decided to discard raters that annotated
less than 334 data points (25th percentile) in order to



achieve stable scores between train and test sets for the
PM metric. In addition, in order to have more data
available for the training we merged annotations on
selected emotions into the chosen 6 categories based on
the correlation analysis conducted by the authors of
GoEmotions. In result, the available corpus comprises over
128k data points (over 50k unique comments) that were
annotated by 61 raters in total.

The GoEmotions dataset allows for multi-category
multi-label classification of emotions, as annotators were
allowed to indicate more than one emotion in a given
Reddit comment. The data is however highly imbalanced
as the neutral label is present in 42% of texts, and other
categories are observed in 4% to 22% of the cases.

We design two conditions with respect to emotion
detection at the individual level. First, we calculate the PM
metric between each annotator and the majority voted
label, separately for the train and test sets. Separate
calculation of PM values for users in a test set allows to
imitate a new set of users instead of copying PM scores
from the train set. Thus, training is conducted on a
different set of users and PM scores than evaluation. PM
scores comprise here additional features next to text
embeddings (PM condition). Second, we use ids of
annotators transformed into one-hot encoded vectors as a
set of additional features following related works (Kocon
et al., 2021) (vector-id condition).

In addition, we compare the performance achieved by
those models with the traditional approach to text
classification, i.e. based on the opinion of the majority
(majority condition). Here, we make use of the results
reported by the authors of the GoEmotions (Demszky et
al., 2020) — BERT model fine-tuned for the classification
of Ekman’s 6 basic emotions. Therefore, we could
compare not only the performance of the proposed
approach (a model with PM metric features) with another
method designed for individualised emotion recognition,
but also the usefulness of a personalised approach with the
traditional one based on the majority aggregated labels.

3.2.2. Abusive language detection

With respect to abusive language detection, we use the
subset of 4k examples of the ConvAbuse corpus released
by the authors (Curry, Abercrombie and Rieser, 2021). It
encompasses short human-machine dialogues. Each data
sample comprises 4 dialogical turns — 2 generated by a
chatbot (conversational Al system) and 2 created by a user.
For the purpose of our study, we concatenate all 4 turns
into one text for each example that is later fed to a deep
learning model. We made use of the annotations on
abusive language on a 5-point scale: non-abusive,
ambiguous, negative and mildly offensive, negative and
insulting/abusive attitude, and strongly negative with overt
incitement to hatred, violence or discrimination. The
authors also make available individual annotations
assigned by human subjects which allows us to study the
subjectivity of abusive language perception and develop
classification models that account for the individual view
on abusive content perception. In total, there are over 12k
instances of text annotated by 8 raters. Similarly, as in the
emotion detection task, the data is highly imbalanced —
over 78% of cases are assigned with the ambiguous
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category, and the other classes comprise from 2% to 7% of
the data.

In regard to abusive language detection, we compare two
approaches to text classification — the personalised one,
which makes use of the PM metric (PM condition) and the
popular majority-based approach (majority condition). In
addition, we conduct cross-examination, i.e. training a
model on majority aggregated labels and testing on
individual annotations (cross condition). Similarly as in
the case of emotion detection, we compute the PM metric
for each annotator, separately for a train set and a test set.
The PM metric comprises a pair of additional features fed
to a model, next to word embeddings. In regard to the
majority and cross conditions, text features (GloVe
embeddings) comprise an input to a model. We release our
source code regarding the abusive language detection
study in Google Colab'.

4. Results

We report the average results from 5 random splits of data.
Each time the training set comprises 80% of data, and the
remaining 20% is wused for evaluation purposes.
Performance is evaluated in terms of macro-averaged F1
scores as it weights equally all categories considered in the
classification.

4.1. Emotion detection

In regard to emotion detection, in Table 2 we report F1
scores for all 3 models. The proposed CNN-BiLSTM-PM
model achieves superior results compared with the other
two approaches. It outperforms the BERT model by 4
percentage points (6%), and the vector-id model by 14
percentage points (26%). Furthermore, the proposed
CNN-BILSTM model is designed for multi-label
prediction instead of single emotion detection as in the
case of the BERT model.

Model F1-macro (%)
CNN-BIiLSTM-PM 67.68 (0.55)
CNN-BiLSTM-vector-id 53.72 (0.26)
BERT-GoEmotions-majority [64.00 (n/a)

Table 2. Results of the emotion recognition task (standard
deviations reported in parentheses).

4.2. Abusive language detection

In regard to the cross condition, 20% of unique texts were
sampled for a test set and annotations from all raters for
those texts were retrieved from the full dataset. Therefore,
in the evaluation phase the model is fed with text samples
not seen before and has to predict labels for all raters that
annotated a given text.

Results reported in Table 3 indicate that the proposed
personalised model with PM features outperforms the
traditional approach by almost 7 percentage points in
terms of F1 scores. However, both models achieve
superior results with respect to the model in the third
(cross) condition.

'https://colab.research.google.com/drive/1x2FDbRPx9d B
9Y1hP6nr1 P8TJAZzZpOSW ?usp=sharing
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Model F1-macro (%)
CNN-BiLSTM-PM 47.60 (2.76)
CNN-BiLSTM-majority 40.90 (3.84)
CNN-BiLSTM-cross 38.64 (1.87)

Table 3. Performance results for abusive language
detection (standard deviations reported in parentheses).

5. Discussion

We provide further evidence that the traditional “gold
standard” approach to the study of highly subjective
phenomena such as emotion and abusive language
detection is no longer suitable in computational linguistics.
We show the value of implementing a personalised
approach to supervised machine learning models, in
particular in highly subjective tasks. We introduce the
Personalisation Metric, which significantly improves the
quality of prediction of deep learning models on the one
hand, and is easy to implement on the other hand.
Although other features related to the users or annotators
proved useful in the previous studies, for example
demographic factors (Hovy, 2015), they are often difficult
to obtain due to privacy issues or missing data on social
media platforms, among others.

In the current study, we propose a method to model
individual factors that influence the perception of highly
subjective phenomena such as emotions and abusive
language. The introduced Personalisation Metric is
suitable for categorical labels and classification tasks (i.e.,
categorical labels are taken to calculate the metric score),
and therefore extends previous solutions proposed for
numerical labels (i.e., numerical labels are taken to
calculate the metric) and regression models (see
Mitkowski et al., 2021).

A personalised approach to text classification constitutes
an alternative to a popular majority-based method where a
machine learning model is both trained and evaluated on
majority-aggregated labels obtained from a set of
annotators. However, when applied to predict individual
users' preferences in reality, those models perform rather
poorly (Gordon et al., 2021). Thus, a new approach that
takes into account not only the opinion of the majority but
also individual users is needed. Others provide solutions
with the use of demographic information (Hovy, 2015), we
propose the one based on annotation behaviour of an
individual. We demonstrate that the proposed method
outperforms standard majority-based classifiers applied to
both  majority-aggregated and individual labels
(BERT-GoEmotions-majority and
CNN-BiLSTM-majority, and CNN-BiLSTM-cross
models, respectively) as well as models that incorporate
information about id number of  annotators
(CNN-BiLSTM-vector-id model). Results obtained in the
current study corroborate previous findings in this arca
(Kocon et al., 2021; Mitkowski et al., 2021).

Scalability of the proposed method to new users could be
addressed in two ways. First, new users could be provided
with a sample of data to annotate in order to compute the
PM metric and define their deviation from the majority
opinion. Second solution makes use of a collaborative

filtering technique, broadly used in recommendation
systems. Here, the PM metric could be computed as the
average value from several users similar in some aspects to
a new user. This similarity could regard user behaviour on
a platform or demographic information such as gender or
age. Future studies could examine the suitability of those
two methods for the proposed personalised approach to
text classification.

Although the traditional approach to text classification
works well for the majority of people, the alternative
acknowledges those individuals that do not have enough
representation in the majority perspective to work
satisfactorily for them. It concerns in particular subjective
phenomena such as emotion and abusive language
perception. Further research in natural language processing
could examine the impact of incorporation of user-based
information on classification performance and advance the
field not only in terms of new state-of-the-art performance
but also practical suitability for the end users (Gordon et
al., 2021).
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Abstract

Generating teacher-like questions and answers remains an open issue while being useful for students, teachers and teaching aid ap-
plication providers. Given a textual course material, we are interested in generating non-factual questions which require an elaborate
answer (implying some sort of analysis or reasoning). Despite the availability of annotated corpora of questions and answers, two main
obstacles prevent the development of such generator using deep learning. Firstly, the amount of qualitative data is not sufficient to train
generative approaches. Secondly, for a stand-alone application, we do not have an explicit support to guide the generation towards
complex questions. In this article, we propose and compare several new retargetable language algorithms for answer text span support
extraction and complex question generation, on secondary education course material use-case in French. We study the contribution of
deep neural syntactic parsing and transformer based semantic representation, relying on the question type (according to our specific
question typology) and the support text span in the context. We highlight the important role of nominal noun phrases and dependency

relations, as well as the gain brought by recent transformer language models.

Keywords: corpus, question-answering, question generation

1. Introduction

In education, few mature approaches for teaching assis-
tance using deep-learning methods are deployed. However,
recent advances in Natural Language Processing (NLP) al-
lows us to envision applications for the extraction, process-
ing or generation of information for pedagogical purposes.
We aim to develop a teaching assistant for generating non-
factual questions (leading to elaborated answers) guided by
text courses materials, implying some analysis or reasoning
going beyond the simple restitution of factual data. The
use-case chosen for our experiences concerns secondary
courses of history in French language, in the context of a
project funded by a technology transfer accelerator' in col-
laboration with a company? specialized in applications for
education. The project aims to produce a question answer-
ing system with high pedagogical value inside an applica-
tion able to guide students by partially answering course
questions, redirecting them to relevant articles/courses, or
proposing Multiple Choice Question (MCQ) to consolidate
their knowledge.

To fulfill this objective we collected French question-
answer pairs on education materials from both school
books and Wikipedia. We currently have about 500 manu-
ally annotated question-answer pairs. Given a text course
material, annotators qualified in the field of the course,
were instructed to produce a set of questions of various

'SATT Paris-Saclay, convention de maturation AVE-TAL
2 ProfessorBob.ai, https://professorbob.ai/en/

types, indicating for each the text span of the course ma-
terial from which the answer can be inferred.

The amount of annotated data we have now does not allow
us to consider training or fine-tuning deep-learning gener-
ative approaches. Additionally, for a stand-alone applica-
tion, we do not have access to the answer spans to guide
the generation of the question, i.e. the passage of the text
where the question generation system must focus on. In this
paper we propose to train different transformer generation
model for question generation using the corpus as evalua-
tion material. Specifically, we study various support spans
(named support or question support) extraction algorithms
and compare them on their ability to produce teacher-like
questions.

In the following, we first discuss works related to the ques-
tion generation task; secondly, we describe the French ed-
ucational corpus collected; in a third section we introduce
the question support extraction algorithms and discuss our
choices; then we present the experimental settings and pro-
tocol; we subsequently reports results of the experiments
and discuss the abilities of the different approaches to gen-
erate teacher-like questions; finally, we conclude with a dis-
cussion of proposed and future approaches.

2. Related Works

Summaries, questions and answers generation have been
and remain central topics in the NLP community. These
different tasks have benefited from machine learning and
deep learning advances. The “transformer” neural archi-
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tecture (Vaswani et al., 2017) has provided significant im-
provements for generative approaches. These architec-
tures have been revised in many ways by addressing multi-
tasks (Raffel et al., 2020; Radford et al., 2019) or by scal-
ing and increasing the size of the models and datasets
used (Brown et al., 2020). Primarily developed for the
English language these pre-trained models are now avail-
able in French with CamemBERT and FlauBERT (Martin
et al., 2020; Le et al., 2020) language models (LM) or the
BARThez generation model (Eddine et al., 2021). Most
of the effective approaches now consider the multi-lingual
settings for pre-training LM (Liu et al., 2020).

To adapt these models to a specific task, a common ap-
proach consists in fine-tuning language models on task ori-
ented corpora. The corpus SQuAD (Rajpurkar et al., 2016)
strongly participates in improving question-answering task,
providing a large dataset of questions and extractive an-
swers. More recently, Google published the corpus Nat-
ural Question (Kwiatkowski et al., 2019): a corpus with
natural language questions, with long and short paragraphs
for answers (extracted from the English Wikipedia). In
conversational QA the corpus CANARD and QUAC (EI-
gohary et al., 2019; Choi et al., 2018) are available. For
retrieval-based question-answering where documents are
answers, the MSMarco passage dataset (Nguyen et al.,
2016) is today the reference for training or fine-tuning mod-
els. If most QA corpora are available in English, French
community also produced corpora such as FQuAD (Mar-
tin et al., 2020), Piaf (Keraron et al., 2020) or CALOR-
QUEST (Bechet et al., 2019) for extractive QA. More re-
cently, the CALOR-DIAL (Béchet et al., 2022) corpus ad-
dresses dialogue question answering for the French lan-
guage. However, these corpora mainly rely on factual QA,
where the answer is a short text such as a named entity, an
event, a date, a quantity, or a location. Recently, a new
corpus Autogestion (Antoine et al., 2022) has been cre-
ated to address non-factual questions, the associated study
demonstrates the inability of standard models to address
most complex questions. All those corpora can be used
for question generation (QG), answer generation, or answer
extraction tasks.

Many QA works rely on those datasets particularly in ma-
chine reading comprehension (Liu et al., 2018; Yamada
et al.,, 2020; Zhang et al., 2021). Moreover QA can
be addressed within different frameworks such as the re-
trieval (Khattab and Zaharia, 2020; Karpukhin et al., 2020)
or conversational (Anantha et al., 2021) one. Recent works
have focused on explainable answers by Chain of Thought
prompting (Wei et al., 2022) leveraging huge LM, simi-
larly (Huang et al., 2022) proposed improvement of the
approaches with no additional data needed. For QG, dif-
ferent kinds of approaches have been explored, such as
the template-based approach where a pre-set of templates
is filled with document information (Wolfe, 1976), the
sequence-to-sequence approaches (Zi et al., 2019) or con-
sidering both (Fabbri et al., 2020). In a sequence to se-
quence model, additional information is usually given to
guide the generation, the “question support”. Extracting

salient text spans is thus a key sub-task for text genera-
tion, it can be leveraged without any task prior, relying on
part-of-speech extraction (Toutanvoa and Manning, 2000),
dependency parsing (Surdeanu and Manning, 2010) or key-
word extraction with KeyBERT (Grootendorst, 2020) using
Bert embedding.

Although generation of either question or answer is get-
ting closer from human writing, the lack of metrics still
remains an issue. Generally in language generation the n-
gram based approach such as BLEU (Papineni et al., 2002)
or ROUGE (Lin, 2004) metrics are commonly involved.
Some approaches using language model have been pro-
posed, allowing to take into account meaning similarity in-
stead of words similarity, such as the BERTScore (Zhang
et al., 2020) based on embedding. Even if specific ques-
tion generation metrics exist, as the Q-metric (Nema and
Khapra, 2018), at the best of our knowledge none are as
reliable as human judgment.

3. A French corpus for education

To gather a qualitative French corpus for education, we
collect textbooks from middle and high school about His-
tory, Geography, Life science, and Civic Education from
the “Livrescolaire’. In addition, we retrieve Wikipedia ar-
ticles related to this corpus. We filter them using Wikipedia
API with queries based on the titles from the educational
textbooks, then we bring together the subsections selected.
We present to annotators paragraphs of a document and we
asked them to create the following annotations:

e A question: written by the annotator.

o The question type: factual, descriptive, course or syn-
thesis.

e The question support(s): extracted spans targeting the
subject of the question.

e Answer element(s): the different passages allowing to
answer the question.

o The hand written answer: from the annotator, using the
answer elements.

Notice that for each document we asked annotators to cre-
ate many annotations. We will focus here on the first three
annotations. Translated examples are provided in table 1.
We already launched two first annotation campaigns where
we obtained 412 questions. In the following, QAE will
refer to questions answers for education, with QAE-A the
dataset obtained with teachers and QAE-B the dataset from
a private annotation organism. In the future, the goal is to
collect around 10.000 question/answer pairs in a final anno-
tation campaign, which will provide a corpus to train deep
neural network on complex question/answer generation.

4. Extracting the support to generate a
question
Although a question support is available for generating
questions and answers in the collected corpus, in real case

this information is unavailable. In the following we define
the automatic extraction of the question support.

Shttps://www.lelivrescolaire.fr/
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Type Question Support

Factual In  which year did Christopher Columbus reached
Christopher Columbus America (1492)
reach America ?

Descriptive What is a rotary press ? A r‘ovta.ry press is a typpgraphic
press mounted on a cylinder, al-
lowing continuous printing.

Course How did the Europeans Europeans rethink the hierar-

legitimize their domina- chy of people within a Christian

tion? and European-centered scheme
which then serves to legitimize
their domination

Synthesis Why did some French e protects them against the ter-

people support the state rorist threat and the risk of a new

of emergency after the attack, which is feared by all.

2015 Paris attacks ? e This exceptional regime con-
tinues to appear as ““a necessity”.

Table 1: Examples for the four question types

4.1. Generate the question

In our experiments, our generative models take as input a
context and a question support in order to generate a ques-
tion. The context chosen is the paragraph from which a sup-
port is extracted. We make use of a special token < hl >
which is set around the question support. The format given
is the following:

[pre_context] < hl > [support] < hl > [post_context]

For training, our cost function relies on minimizing the
cross-entropy loss.

4.2. Extracting the question generation support

When building an automatic tool, the support for generat-
ing question is rarely given. In this study, we focus on the
selection of such support by extracting specific information
for each sentence of the original support extracted. For in-
stance, given the sentence:
"After the failure of the Hungarian revolt during the
Springtime of Nations, the Empire of Austria and its dy-
nasty, the Habsburgs, reclaimed their full power”
Original sentence: Aprés I'échec de la révolution populaire hongroise lors du Print-
emps des peuples, I’Empire d’Autriche et sa dynastie, les Habsbourg, sont restaurés
dans toute leur puissance.
which part should be given to the model to generate the fol-
lowing question:
"What are the consequences of the Hungarian revolt fail-
ure during the Springtime of Nations?”
Original sentence: Quelle est la conséquence de I’échec de la révolution populaire
hongroise?
In the corpora available in the literature, a named entity,
usually the answer, is given as the additional input in the
form of a text span to guide the question generation sys-
tem. However, a named entity is rarely sufficient to pro-
duce complex questions as it leads generation to only focus
on a factual element. We thus try to automatically extract
relevant text spans which would better guide the genera-
tion, using entities, syntactical units (such as objects of the
predicate) or group of words standing together as a seman-
tic unit (keyphrases). We studied approaches based on the
following elements:

e Source (SRC): The question support selected by hu-

man annotators in our corpus, for instance: “the Em-
pire of Austria and its dynasty, the Habsburgs, re-
claimed their full power”. In few cases, the selected
support is not contiguous (annotators selected support
in different paragraph), in this case one question by
contiguous support will be generated leading to have
many questions by annotation.

o Named entities (ENT) : A selection of named entities
from any sentence overlapping with the source, for in-
stance: “Springtime of Nations”, “Empire of Austria”,
“Hasburgs”.

e Noun phrases (NP) : A selection of noun phrases
from any sentence overlapping with the source, for in-
stance: “their full power”, “its dynasty”, “the Hungar-
ian revolt”. We did not take into account noun phrases
overlapping with entities.

e Object (OB)J) : the object, i.e. the subtree annotated
as OBJ by a dependency parser, from sentences over-
lapping with the source. For instance: “the Empire
of Austria and its dynasty, the Habsburgs, reclaimed
their full power” (here, it is the same as the source).

e Keyphrase (KP) : A selection of extracted “key pas-
sages” with a KeyBERT model (based on Camem-
BERT) from any sentence overlapping with the
source. The KeyBERT model averages the embedding
of the sentence and computes the cosine similarity of
the contextual embeddings of text portions with this
average. For each sentence we sample the top two
key-phrases from 2 to 15 tokens using a diversity pa-
rameters of 0.6 (using Maximal Marginal Relevance).
For contextual embeddings we used the camenBERT-
base model* For the current example we obtained the
following supports: “After the failure of the Hungar-
ian revolt during the Springtime of Nations,” and “re-
claimed their full power”

We use the spacy 3 library with the fr_core_news_Ig model
to extract the support from the sentences. Notice that we
use SRC support as default value.

S. [Experimental settings

Model. In our experiments we fine-tuned three differ-
ent models: BARThez* a French model designed for
generative tasks having both encoder and decoder pre-
trained; MBARThez* model trained with objective simi-
lar to BARThez model using a multilingual setting (using
the MBART architecture); MBART* model, a multilingual
model trained on translation tasks in many languages. For
multi-lingual approaches, we use a special token to specify
the language of the input or output text. The code can be
find on github®

Corpus. To train and validate our model we use the
French datasets Piaf and FQuAD, for multilingual model
the SQuaD datasets is additionally considered. We split
the datasets to obtained the set described in table 2, and

“https://huggingface.co
Shttps://spacy.io/
®https://github.com/tgeral68/EFRQA
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Corpus | Train | Validation | Evaluation
SQuAD | 87599 — -
FQuAD | 20731 1641 1547
Piaf 7375 1082 767
QAE-A — — 252
QAE-B — — 182

Table 2: Number of question and answer pairs in the different
corpora. SQuAD has only been used for training.

Dataset ‘ MBART BARThez | MBARThez
FQuAD | 41.8/90.9 | 42.4/91.0 | 45.2/91.5

Piaf 38.5/90.5 | 38.3/90.3 | 39.7/90.6
QAE-A | 27.5/89.2 | 28.0/89.3 | 28.6/89.3
QAE-B | 354/904 | 37.3/90.5 | 38.4/90.7

Table 3: Results for the different models and dataset. We report
the RougeL / BERTScore metrics.

only use French datasets for validation. On the evaluation
side, we use both our own educational corpus, QAE-A and
QAE-B, and the test set of Piaf and FQuAD. For multilin-
gual approaches, we duplicate each training corpus having
the question translated (for FQuAD and Piaf the question is
translated into English, for SQuAD into French) using the
pre-trained MBART model.

Training. All models are fine-tuned using the same
hyper-parameters: during the first 1000 iterations we lin-
early increase the learning rate to reach 1~% (starting at
1~7). The batch size is fixed to 128 samples using gradient
accumulation. The context is truncated if exceeding 512
tokens. The optimizer is AdamW (Kingma and Ba, 2015);
an epoch is specified to use 2000 batches and the training
samples are randomly sampled. We stop the training if the
RougeL value does not increase during 5 epochs (on vali-
dation set), the model with the best validation is saved and
used in later experiments.

Evaluation. For the evaluation, we choose two metrics:
RougeL, and BERTScore. RougeL *, originally designed
for machine translation, measures the number of n-grams
shared between the prediction and the ground truth. We do
not consider approaches based on geometrical mean like
BLEU since the number of questions for each context may
vary depending on the extraction approach. BERTScore*
evaluates the similarity between two spans based on con-
textual embeddings extracted from a RoBERTa model*
(xIm-roberta-large).

6. Results and analysis

In table 3 we report the performances of the different mod-
els for the two metrics. We observe that the MBARThez
model outperforms the other models, including its mono-
lingual counterpart. This result confirms the trend that
increasing the number of parameters and exploiting the
knowledge of datasets in different languages improve per-
formance. The two models take advantage of being trained
on generative tasks. Results for MBART demonstrate that
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translation models are not the best suited for question gen-
eration, the model being potentially biased by this initial
task.

Although we did not report the side experiments where
both the MBART and MBARThez models were fine-tuned
on French corpora only, the validation results were lower,
as could be expected. This emphasizes the improvement
brought by training on datasets from different languages
and demonstrate that we can augment the training sets with
foreign corpora. We also note that BERTScore is less in-
formative as values vary only within a small range and, in
most cases, it follows the tendencies of the RougeL score.
In the following, we will only consider RougeL and the
MBARThez model.

6.1. Performances related to question support

In the following experiment, we evaluate performances
based on the extracted question support. Table 4 reports
the results obtained when considering the different ques-
tion support. In addition to mean RougeL score, we pro-
cess the mean for the best and worst rated questions, as
for each source, several supports can be extracted and one
question is generated per support, the mean number of sup-
ports extracted is also given. Extracting the object (OBJ)
give the overall best (Mean in the table) generated question
according to the four datasets while also maximizing the
worst (Min) question generated. This extracting approach
is thus reliable to generate valid questions and minimize the
risk of generating poor or incorrect questions. The noun
phrases (NP) maximize the best (Max in the table) gen-
erated questions. However, it is difficult to draw conclu-
sions as a high number of supports were extracted for each
source, and hence more questions were generated than for
the other supports. Thus, extracting certain noun phrases
allows us to get the questions most similar to those of the
annotators. However, these results do not allow us to judge
the quality of the questions, i.e. many other relevant ques-
tions can be produced for a same passage.

6.2. Human evaluation

If the previous metrics offer insights into how the models
perform and can reproduce questions from the test set, we
still lack a qualitative evaluation. We asked human anno-
tators to evaluate the question quality. Each question was
evaluated on a scale from 1 to 4 on three criteria: the syntax
correctness, the meaning of the question, the answerabil-
ity according to the context. The annotators also classified
whether a question is factual or not.

Table 5 show the judgment of 5 annotators, with 30 ques-
tions each from QRE datasets. The best performances for
syntax and question relevance are obtained with OBJ ex-
traction, this reinforces the results of section 6.1.. How-
ever, for answerability, the ENT extraction achieves better
results, it may be a consequence of the format of such ques-
tions (factual) and the format of the answer (unique entity).
This intuition is supported by the factuality ratio (FACT),
where only few (10%) questions are classified as factual.
On the contrary, less factual questions are obtained through
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Dataset | Sup | Mean | Max | Min | N

ENT | 325 | 38.8 | 26.9 | 2.3
touad | NP | 288 | 457 | 162 | 7.1
q KP | 30.7 | 37.7 | 23.7 | 2.0
OBJ | 33.6 | 36.9 | 30.6 | 1.7
ENT | 29.9 | 35.3 | 25.1 | 2.4
oo | NP 267 | 409 | 160 | 6.4
p KP | 28.0 | 342 | 21.8 | 2.0
OBJ | 315 | 345 | 287 | 1.6
ENT | 259 | 304 | 21.8 | 2.5
NP | 24.1 | 38.1 | 133 | 85
QAE-A KP | 25.7 | 344 | 174 | 34
OBJ | 259 | 206 | 228 | 2.0
ENT | 282 | 33.2 | 242 | 2.5
NP | 28.8 | 43.6 | 16.9 | 8.7
QAE-B KP | 31.3 | 41.1 | 23.0 | 3.9
OBJ | 329 | 377|289 |23

Table 4: MBARThez results for the different extraction (see sec-
tion 4.2.). RougeL is reported for the average (Mean), maxi-
mum (Max) and minimum (Min) performance of each question
grouped by source, with N indicating its mean number.

| COR | REL | ANS FAC

|
SRC | 3.63 | 3.17 | 3.17 | 60%/30%
ENT | 3.53 | 2.73 | 3.47 | 83%/10%
|

NP | 3.40 | 2.47 | 2.87 | 83%/ ™%
KP | 3.60 | 2.60 | 2.83 | 83%/16%
OBJ | 3.67 | 2.87 | 3.23 | 70%/20%
Total | 3.57 | 2.77 | 3.11 | 75%/16%

Table 5: Human evaluation for the QRE-A & QRE-B datasets
(on a scale from 1 to 4) with COR the syntax correctness, REL
the question relevance, ANS the answerability and, FAC if the
question is factual or not.

the OBJ extraction approach, which enhance its relevance
to generate more complex questions.

6.3. Performances according to question types

We show in table 6 the RougeL performances for the gener-
ated question from SRC support and OBJ support (as best
performances are reached considering this last extraction
approach). As a reminder, the course (COUR) and synthe-
sis (SYNT) questions are usually more sophisticated, and
thus harder to generate. The synthesis questions are par-
ticularly challenging since they often rely on different pas-
sages of the text. On the contrary, vocabulary questions
are much easier to generate: firstly, because the associated
text mostly relies on an explicit definition in the context,
which limits the possibles questions, e.g. “Discrimination:
treating someone differently because of their origin, skin
color, religion, gender or sexual orientation, political or
trade union orientation.”’; secondly, the questions are often
simple and have few templates available, e.g. “What is dis-
crimination?”. Although we obtain the best performances

Dataset ‘ QType ‘ Mean Max Min ‘ N

SRC (manually annotated support)

FACT | 26.2 ? ” 1.0
VOCA | 57.6 ” ” 1.0
QAE-A COUR | 26.0 ” ” 1.0
SYNT | 24.2 ” ” 1.0
FACT | 53.0 ? ” 1.0
VOCA | 53.7 ? ” 1.0
QAE-B COUR | 350 355 344 1.1
SYNT | 193 239 153 24

OBJ (support based on sentence object extraction)

FACT | 22.1 235 20.6 1.5
VOCA | 52.8 56.0 49.6 1.4

QAE-A COUR | 246 28.8 213 1.9
SYNT | 21.7 257 182 2.3
FACT | 36.0 388 332 1.3
QAE-B VOCA | 48.1 519 44.6 1.6

COUR | 33.6 36.8 303 1.6
SYNT | 183 27.0 123 | 42

Table 6: Results based on the different question type for support
based on object and source (RougeL score).

within the manually annotated support (Mean column) on
RougeL score, the results obtained considering the object
of the sentence are not far behind, thus it remains a good
candidate for generating this kind of questions. Interest-
ingly, we observe better scores for OBJ based generation
when looking at the average of maximum performances
(Max column) for both courses and synthesis questions. We
thus, empirically demonstrate that we can generate ques-
tions closer to the manually created ones and less factual
using extraction of object sentences.

7. Conclusion

We address the question generation task to generate
teacher-like questions. To this end, we developed differ-
ent algorithms and evaluated them on a new French corpus
focused on educational question generation. Furthermore,
we studied the impact of many support extraction meth-
ods in order to develop a reliable automatic question gen-
eration system for education. Then we spotlight the per-
formances according the type and complexity of the ques-
tion. We empirically demonstrate that it remains possible
to improve the quality of questions using corpora in mul-
tiple languages (section 6.). Then, we compared different
extraction methods to get the generation support. Even if
human-extracted passages led to the best performances, we
show that extracting sentence objects is a good candidate
to automatically generate questions. Our human evalua-
tion emphasized the relevance of object extraction, showing
its ability to generate non factual question. Finally, we re-
ported performances based on question types, showing that
the difficulty of the questions fits our intuition, where rea-
soning questions are difficult to reproduce according to the
current model training protocol and configuration. It is still

82



difficult to automatically state the quality of the questions;
we evaluate each generated question according to its like-
lihood with the annotated question which does not express
how good it is. In future work, we plan to explore eval-
uation metrics to better judge the quality of the generated
questions. Furthermore, for complex questions, the answer
may rely on several passages, the approaches designed here
only take into account a single span for generating ques-
tions. This point will be addressed once the amount of
collected data allows us to fine-tune transformers models
(annotation of 10.000 questions-answers pairs is planned).
Last but not least, according to the long-term objectives,
the answer extraction/generation are foreseen, particularly
to produce answers within an explanation scheme.
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Abstract

In this article we present a custom system for controlling access to embedded, offline home automation devices. The core of the system
is based on the Keyword Spotting technology. We propose and evaluate 2 ResNet neural networks suitable to realize such a system for
recognizing a custom keyword spoken in Polish. In addition, we present the accompanying modules which enable False Positive Rate
reduction to address the challenges imposed by practical applications. The proposed solution was implemented on an embedded device
and tested in realistic field trials in order to prove its computational efficiency and ability to constitute an Access Control system for the

commercial home automation device.
Keywords: keyword spotting, home automation, Polish language

1. Introduction

Recently we can observe an increasing popularity of home
automation systems controlled by voice (Baby et al., 2017).
The core element of such systems is an Automatic Speech
Recognition (ASR) along with a dedicated Dialogue Sys-
tem allowing for giving voice-based control prompts in
a natural or semi-natural language. These technologies,
however, may use a significant amount of computational
and battery resources. Many of the home automation sys-
tems, such as Amazon Alexa or Google Home, operate in
a set-up, where those resource-consuming techniques are
implemented in the cloud. Hence, they require the audio
recordings to be sent to the server which leads to the risk of
revealing them by the third parties (Cuthbertson, 2019). As
aresult, there is a need for solutions targeting strictly offline
environments which enable to fully support end-users pri-
vacy demands. These are typically implemented on small,
custom-made embedded devices, where battery efficiency
and resource demands become of paramount importance.
In this paper we target offline home automation solutions.
Due to their limitations, its necessary to equip them with
a front-side mechanism of Access Control (AC) in order
not to perform ASR continuously, but rather rely on the
method that activates this technology only when needed
(Kaklauskas, 2015).

The key components of such an access system are Voice
Activity Detection (VAD), which detects when speech oc-
curs in an audio signal and switches the device to the lis-
tening mode, as well as Keyword Spotting (KWS) module
which aims at detecting, if the particular keyword phrase
has been spoken (such as, e.g., "Hey, Siri”’). Other methods
of Access Control for home automation devices may in-
clude also Speaker Recognition (SR) technology, which is
based on voice biometrics and allows only authorized users
to access the system (Kaklauskas, 2015, Pabiszczak et al.,
2020).

Developing such an AC solution is challenging, not only
due to the scarcity of computational power and battery re-
sources, but also due to a strict demand for a very low
False Positives Rate (FPR) — so that the number of false
alarms is limited. Especially in the case of the KWS mod-
ule, even though the most recent research results are very
promising, the reported FPR levels are still not sufficient
for commercial application when applied without any sup-
porting intelligence (Sainath and Parada, 2015, Tang and
Lin, 2018, Lengerich and Hannun, 2016, Pabiszczak et al.,
2020).

To address the above requirements, we present a
voice-based AC system based on neural network (NN)
technology. The solution allows to efficiently make deci-
sions on granting access to the home automation system
and its ASR engine. The core Decision Support System
constituting this technology was presented in (Pabiszczak
et al., 2020), where the wider context was described, in-
cluding the Speaker Recognition module. Since a core part
of the proposed Access Control system is the KWS module
and the related inference engine, in this paper, we primar-
ily present our research on these technologies, focusing on
the design of a neural network suitable for recognising a
custom keyword from a non-English language. Moreover,
we also target the computationally lightweight procedures
that were proposed by us to address the problem of high
FPR. The presented results depict the performance of the
KWS system achieved for different configuration and train-
ing procedures as well as the decrease in FPR achieved with
the additional AC mechanisms. The experiments were con-
ducted in the real-life scenarios on the custom-made em-
bedded device built for the needs of home automation.

The rest of the paper is organised as follows: in Section 2,
we present a short overview of related work, followed by
the description of the proposed Access Control system in
Section 3. In Section 4, we discuss in detail the process of
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creating a KWS system for a custom keyword and evaluate
the performance of the proposed AC mechanism. Finally,
we present closing conclusions in Section 5.

2. Related Work

In the design of user interfaces for the voice-controlled
home automation systems, access control methods are one
of the key components required by a final system en-
visioned for practical implementation (Sidhartha et al.,
2014, Lee et al., 2011, Team, 2017). As the most straight-
forward solution, they are composed of VAD/KWS module
(Tang and Lin, 2018), however, the KWS system trained
on examples including silence and background noise, can
also play the role of a VAD solution. This makes the KWS
module a core part of the Access Control technologies.
Prior solutions for KWS systems where often relying on
the HMM-based ASR — one example of such a set-up be-
ing the pocketsphinx software, which can be set-up in a
keyword spotting mode instead of a full continuous speech
recognition mode. However, the most recent methods fo-
cus on applying neural networks — with particular interest
in the Convolutional Neural Networks (CNNs), which re-
quire less computational power than Recurrent Neural Net-
works (RNNs) typically used in the case of speech recog-
nition (Zhang et al., 2016, Amodei et al., 2016, Sainath and
Parada, 2015).

In this context, particularly promising are Residual Neural
Networks architectures (ResNet) with skip connections be-
tween blocks of selected layers (Tang and Lin, 2018, Xie
et al., ) — they are characterised by a lower complexity and
faster training phase and were proved to obtain very good
performance even for relatively small- sized networks —
reaching the accuracy of 95% (Tang and Lin, 2018). Sub-
stantially, this accuracy was obtained for a model trained
on a large database of examples. It constitutes a significant
challenge to create a ResNet model that would recognize
custom keyword with a limited number of keyword record-
ings.

In addition, while performance results reported in the lit-
erature are very good, they are far from being industri-
ally applicable: assuming that FPR is 2% (Tang and Lin,
2018) and the system makes a prediction every second,
there will be 72 false alarms in one hour — a number
unacceptable for practical deployments (Pabiszczak et al.,
2020). Some methods to address this problem incorporate
“push to talk” (Lee et al., 2011), active audio loudness es-
timation (Sidhartha et al., 2014) or application of advanced
features — e.g., where KWS is followed by additional rea-
soning using HMMs and re-checking in the cloud (Team,
2017). The latter kind of solutions are often very complex
and likely too resource-consuming for small embedded de-
vices (Pabiszczak et al., 2020).

3. System Architecture

We are considering an AC system for embedded home
automation devices which is working locally on the de-
vice without any access to the Internet and cloud-based re-
sources.

In the envisioned design, the home automation device is
activated by pronouncing the specified keyword — after the
AC module has decided to grant an access, a signal is gen-
erated (buzz) and the user may start making prompts to the
core ASR-based dialogue system of this device (Cavalcante
etal., 2022).

In a basic approach, the AC module would include only the
VAD and KWS blocks. In our design, we introduce also
a speaker recognition block (Cavalcante et al., 2022) and
additional modules that allow to decrease the FPR of the
entire Access Control solution, without a significant loss
in its TPR. Those additional modules include (Pabiszczak
et al., 2020):

* “Loudness Checker” — requires the incoming audio to
have a certain minimum level of loudness

* “Timer” — limits the time duration of an audio buffer
that is being processed; if the triggering word is not
observed shortly after that, it is assumed that the audio
resulted from some background noise or other conver-
sational sounds, music, radio, etc. and does not need
to be processed further

* “Score Smoothing” — performs the smoothing of the
results obtained from KWS; it is the key intelligence
engine that is making a final decision on whether the
keyword was properly registered

Below we present a more detailed overview of the proposed
elements.

3.1. Keyword Spotting module

The KWS system is based on the neural network with
ResNet architecture “res8” presented in (Tang and Lin,
2018), , which is characterised by a small number of net-
work parameters (approx. 110K). The output of the last
residual block in this architecture is fed into an average
pooling layer, flattened, and fed into dense layer of size cor-
responding to the number of labels that can be recognised
(Pabiszczak et al., 2020). Input audio signal of the envi-
sioned length of 1s is preprocessed, before being fed to the
ResNet, by computing 40 Mel-Frequency Cepstral Coeffi-
cients (MFCC) acoustic features. The network described in
(Tang and Lin, 2018) was originally trained on the Google
Speech Commands Dataset (GSCD) for recognizing 10
keywords from this dataset and, in addition, the labels of
“silence” and “unknown”. Network output is a vector of
numerical scores corresponding to each label. The system
was trained for the English keywords. Our solution is tar-
geting Polish language speakers and the selected keyword
is a product’s trade name. Hence, the above-mentioned so-
lution cannot be used directly for our goal. In this situa-
tion, the challenge was to produce a well-performing clas-
sifier having available only limited database of related au-
dio samples containing custom keyword. To address this
issue, we have used a transfer learning procedure (Yosinski
etal., 2014) in which a reference “res8” network (Tang and
Lin, 2018) was used as a “feature extractor” and only its
last layer (i.e., the classifier) was re-trained with a smaller,
problem-specific database.
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3.2. Training database

In order to train the classifier layer of our solution with 2
outputs (keyword vs. non-keyword), we have gathered a
dataset of 698 positive examples of the selected keyword
from 36 people. The negative examples were extracted
from a larger database of phonetically representative Pol-
ish speech (containing the recordings of 86 people), which
has been collected by us by means of the mPASS plat-
form (Cavalcante et al., 2016). The recordings were ad-
justed to the length of 1s. In the training phase, the exam-
ples were augmented with background noises of variable
loudness, originating from the GSCD dataset — with the
probability of 10%. These background noises were also
used to create negative examples of silence. In addition,
for the augmentation of negative samples, the time shift of
100ms (randomly to the left or right) was applied. This pro-
cedure was not performed for the positive samples to ensure
that the entire audible part of recording is kept intact.

3.3. Alternative design

The originally proposed “res-8” architecture was used
with the MFCC audio features at the preprocessing stage.
However, filterbank (FB) features are known to have
smaller computational complexity and are widely applied
for audio-related tasks. Therefore, they were intersting can-
didates from the perspective of practical application on an
embedded device. As such, we’ve created a second ver-
sion of the KWS system using FB features with the same
ResNet architecture as depicted above. The process cov-
ered training a new set-up on the GSCD for the recogni-
tion of 12 labels and performing transfer learning with the
smaller keyword-specific dataset.

In order to enable FPR reduction, there are 3 new mod-
ules introduces in the AC system. The Loudness Check-
ing module constantly reads the audio input from the mi-
crophone and checks if its mean amplitude exceeds the
specified threshold. Only in such a case the signal is fed
for further processing. This threshold was set experimen-
tally, as it depends on: 1) the particular microphone used,
2) the format of the audio encoding, and 3) a microphone
driver (Pabiszczak et al., 2020).

For the system working in real-time, a sliding window of
Is is used on the audio input, which moves by 0.2s. Since
the duration of the desired keyword is typically not longer
then Is, the Timer module limits the audio input being pro-
cessed by the KWS model to the first 1.2s of the signal
(the lacking part of the Is sliding window in the beginning
of listening is filled with zeros). With the overlapping be-
tween consecutive frames of 80%, this gives the input to
the KWS module of maximum 7 frames, which constitutes
an attention window of size 7 (Pabiszczak et al., 2020).
The third module, Score Smoothing, is placed after the NN-
based keyword spotter and contains the final evaluation en-
gine. It implements an additional logic introduced to ex-
tract the most meaningful knowledge from the KWS mod-
ule output. Based on our observations, the FPR is oo high
if an access is granted after observing only a single frame
containing the keyword. Therefore, the Score Smoothing

module aims at smoothing the scores of the KWS classi-
fier. Based on the observations from the initial field tri-
als, our approach for this block is based on calculating the
mean of the last n predictions — in the beginning of lis-
tening, when less number of predictions is available, the
lacking results are assumed to have score 0. This way, a
single, strong trigger could still be considered as a positive
activation (Pabiszczak et al., 2020). Based on the evalu-
ation described in more detail in (Pabiszczak et al., 2020),
this value has been set to 3 for best performance. The Score
Smoothing module makes a decision based on the observed
mean value — once it exceeds the threshold set for KWS,
the input audio signal is passed for further processing by
the SR module.

4. Evaluation

In this chapter we present evaluation results related to the
consecutive components of the Access Control System as
well as to the overal performance of the final solution in the
real-world set-up. The goal was to come up with a system,
capable of running on an embedded device, that would of-
fer good accuracy along with a possibly minimal FPR mea-
sures.

4.1. KWS model

The evaluation has been performed in a laboratory environ-
ment on the dataset depicted in Section 3.1.1 with the aim
to come up with model parameters and set-up which would
best address our objectives depicted above. 10-fold cross
validation (CV) procedure was applied during the transfer
learning. For each CV division in each training epoch the
resulting model was converted to the tensorflow lite version
which allows for better performance on the small-scale de-
vices. The impact of the conversion to the lite version on
the performance should be negligible. In addition, we’ve
been also experimenting with weight quantization, which
yields smaller model sizes and further reduction in compu-
tational complexity. This is, however, achieved on the cost
of decreased performance. During the experiments we also
wanted to evaluate this imapct, in particular on the FPR. In
each validation division, the Equal Error Rate (EER) point
has been estimated for each epoch (on the validation set)
and for further evaluation an epoch was chosen with the
smallest EER. This resulted in 2 models (lite and quan-
tized) per each CV division. In the next step the perfor-
mance of those models (in terms of EER) was evaluated on
the test set. The above procedure has been performed for
both investigated KWS systems: using MFCC or FB fea-
tures. The averaged results over 10 divisions are depicted
in Table 1.

It can be observed that both MFCC-based models perform
significantly better then FB models. Moreover, the rela-
tively high standard deviation values for FB models sug-
gests potential instability of this model type, which was
confirmed by further observations. In addition, for the
MFCC-based model, the performance (in terms of EER)
drops by approximately 3p.p. for the quantized version —
the difference being significant in the context of our objec-
fives.
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MFCC(l) | MFCC (q) | FB(l) | FB(q)
Average 5.74 8.69 10.50 | 10.42
Std. dev. 2.00 2.37 7.68 8.27

Table 1: Averaged EER values over the results of EER esti-
mation on the test set in 10-fold cross validation for models
with MFCC and FB features generated in 2 versions: lite
(1) and quantized (q).

ERR | MFCC(I) | MFCC (q) | FB(I) | FB(q)
set 1 2.77 9.18 154 | 1.69
set 2 3.45 5.36 536 | 4.31
set 3 5.29 10.02 348 | 3.44

Table 2: EER values evaluated on the validation set (1), test
set (2) and combined validation and test set together with
additional recordings (3), obtained for the final NN models
with MFCC and FB features generated in 2 versions: [ite
(1) and quantized (q).

Following the standard approach, the final “production”
models for each of the 4 cases should be selected as the
ones with the highest EER on the test set, among all the
models generated for transfer learning in cross-validation
experiments. However, in case of models using FB features
this would give us a case where the EER on the test set was
3.3%, while the EER on the validation set exceeded 25%
(for lite version, with similar results in case of the quantised
one). These values suggest a very instable model. Hence,
we’ve followed a heuristic approach and have selected the
model which performs well in both cases. The 4 selected
“production” models are depicted in Table 2.

Typically, the final step would require to re-train the se-
lected models with a low learning rate on the remaining
recordings, but due to a small database size, we’ve been
observing instability during this process. Hence, we’ve left
selected models intact, but have chosen the KWS system
operation point (i.e. the decision threshold for NN output
corresponding to the EER value) from the EER, which was
computed on the combined test set, validation set and ad-
ditional recordings of 5 people which ware not present in
the initial dataset. The final EER evaluation results are pre-
sented in the last column in Table 2. They depict slightly
better performance for the models with FB features, how-
ever the lite model with MFCC features is also having good
results. On the contrary, its quantized version should be re-
jected due to a significant performance drop. However, for
a full overview and in order to make potentially best de-
sign decision from the perspective of practical evaluation,
we should also take into account results presented in Table
1. They reveal potentially high instability of the FB mod-
els, while the performance of MFCC-based models is not
far from the best results obtained for FB models and seem
to be stable across different observations. Hence, for the fi-
nal system design, we’ve selected the MFCC-based lite NN
model. It’s performance is comparable to the one presented
in (Tang and Lin, 2018), which is a good result baring in
mind a very small dataset of examples used to create our
system.

4.2. Field trials on an embedded device

Although the results presented in Section 4.1. are good
from the scientific perspective, they are still not enough
to allow for a practical implementation of the envisioned
Access Control system. Therefore, we have proposed ad-
ditional modules in Section 3.2. and have evaluated the
overall system performance in the field trials on the physi-
cal embedded device. We performed two tests in diversified
conditions.

The entire AC system was implemented on a RaspberryPi
3B platform (CPU: 1,2 GHz quad-core ARM-8 Cortex-A53
(64-bit); 1 GB RAM). The device was equipped with a
custom-made microphone matrix with 5 independent mi-
crophones.

In the firs test, we have been evaluating the system per-
formance as number of false positive activations caused by
the background voices, which may occur in the household.
During these trials, 18min and 14s-long audio of varying
loudness was analysed. Radio conversations were chosen
as the audio source, containing the voices of various people.
The activation keyword was not present in the audio record-
ings. The AC system was processing this audio and the
number of false alarms was counted. FPR was calculated
as the ratio of the number of these false alarms to the num-
ber of all analysed audio frames (5471 in total) (Pabiszczak
et al., 2020).

For a reference system containing only the KWS mod-
ule described in the preceding sections, FPR of 2.23%
was obtained (122 unwanted activations per 5471 analysed
frames). Adding a Loudness Checking module allowed to
further reduce FPR 2.5 times, while using this module to-
gether with a Timer resulted in the FPR of 0.64%. After
all additional modules ware combined (together with Score
Smoother) into one processing pipeline, the number of false
alarms was reduced to 0 (Pabiszczak et al., 2020).

The aim of the second test was to identify the influence of
the selected designs on the TPR and false alarms in a chal-
lenging task, where speech samples included words that
are phonetically similar to the keyword or are household-
related. Among the 3 new modules, the Score Smoother
is the one that can potentially have negative impact on the
TPR measures (Pabiszczak et al., 2020), since Loudness
Checking and Timer modules mainly reduce the compu-
tational overhead and by limiting the amount of data pro-
cessed by the KWS module, limit also the number of false
alarms.

In this trial the audio signals were recorded live from 13
users (both female and male). For each person, the test
consisted of uttering the keyword 30 times and uttering 10
other words 3 times each. Approximately 20% of them
were phonetically similar to the keyword, which makes
this trial particularly challenging. For each utterance, the
binary result assigned by the Access Control system at the
Score Smoother output was recorded (Cavalcante et al.,
2022).

The results are presented in Table 3. Incorporating addi-
tional modules resulted in a decrease of FPR by approx.
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Design TPR [%] | FPR [%] | Acc. [%]
Only KWS 90.77 5.90 92.44
Full AC system 86.41 4.87 90.77

Table 3: TPR, FPR and accuracy in 2 system set-ups.

1p.p. The overall performance exceeding 90% in terms of
accuarcy in the challanging live test with a significant num-
ber of “difficult” samples gives promising results in the
context of future application in the home automation de-
vice. Moreover, in the final design, the AC system was also
implemented by us in the same way with the same param-
eters on the custom-made device with STM32MP157 mi-
croprocessor (ARM-7, 2 cores at 650 MHz, IGB RAM). In
such a configuration, it was still performing in real-time al-
lowing for practical system usage. The detailed evaluation
on that machine has been presented in (Cavalcante et al.,
2022).

5. Conclusion

We have proposed an Access Control system, which grants
access to the voice-controlled home automation de- vices
with the aim to decrease the FPR and allow for prac- tical
system realisation as a part of the home automation de-
vice which is continuously processing the collected au- dio
signals. For this purpose, 2 KWS system architec- tures
have been evaluated and 4 different ResNet mod- els ware
trained in a transfer learning procedure to allow for a recog-
nition of a custom keyword. In addition, we have intro-
duced 3 additional modules for the purpose of increasing
system performance in real-life scenarios. The performed
evaluation enabled to assess these candidate so- lutions
and select the variant, which would be the most suitable
for addressing challenges related to practical de- velop-
ment. The selected KWS design allowed to achieve EER
at the level of 5.29set-up resulted in highly decreased num-
ber of false sys- tem activations under realistic conditions,
while retaining acceptable TPR and keeping overall accu-
racy above 90As a result, with the proposed computation-
ally lightweight modifications, we have come up with an
Access Control system that is commercially applicable.
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Abstract

Winograd Schema Challenge (Levesque et al., 2012) has become a popular benchmark for natural language understanding and common-
sense reasoning research for English laguage, and there are many related studies, but few studies have dealt with a similar benchmark in
Japanese. In this study, we use the Winograd Schema Challenge dataset (WSC273) translated into Japanese (WSC273-ja) and propose
a method to improve the commonsense reasoning ability of Japanese language models. After conducting the same experiment in En-
glish and comparing the results, we discuss the differences in commonsense reasoning ability between Japanese and English language
models. Specifically, we first provide a baseline by evaluating a pre-trained language model using WSC273-ja in a zero-shot test. Next,
we fine-tune the language models using WSCR-ja, a Japanese dataset of pronoun disambiguation problems similar to WSC273-ja. This
WSCR-ja is a simpler but larger dataset than WSC273-ja. The model is then tested to see how well it can correctly answer the original
WSC273-ja, which consists of more complex questions. The results are used to analyze the differences and similarities between ques-
tions with low correct response rates in Japanese and English, as well as to identify future issues to be addressed.

Keywords: Winograd Schema Challenge, Dataset creation, Japanese language

1. Introduction WSCR-ja), and we test whether the scores improved when
the original WSC273-ja is used for evaluation. The results

In recent years, the emergence of pre-trained models show that Japanese scores are lower than English scores in
with self-supervised learning on large-scale unlabelled the same experiment, both at baseline and after fine-tuning.
datasets has dramatically improved model performance and At baseline, the accuracy in Japanese is 0.567, while in En-
achieved remarkable results in a variety of machine learn-  glish it is 0.619. In the Japanese language model, the ac-
ing tasks. In the field of natural language processing, curacy between baseline and after fine-tuning is improved
many pre-trained language models, including GPT (Rad-  from 0.567 to 0.578. These results confirm that fine-tuning
ford et al., 2018) and BERT (Devlin et al., 2018), have  with similar dataset is effective in improving commonsense
emerged and continued to update the state-of-the-art in  reasoning ability of the Japanese BERT.
various tasks over the past few years. For example, in
WSC273, a commonsense reasoning task, the accuracy was 2. Background
around 60% before the pre-trained language models were
introduced, but in the current state-of-the-art (Sakaguchi
et al., 2021), the accuracy is over 90%, which is almost = The Winograd Schema Challenge is a pronoun disambigua-
the same level as that of humans. However, research on  tion problem proposed by Levesque et al. (2012) as a more
this topic is most often limited to English, because the lack  practical alternative to the Turing Test. The Turing Test
of a complete Japanese WSC273 dataset, no study using is a method using dialogue system, but its high adaptabil-
WSC in this language has been conducted. In this pa- ity and flexibility made it possible to deceive the evaluator
per, we evaluate the commonsense reasoning ability of the  through various deceptions and tricks. To eliminate these
Japanese language BERT model by constructing a base- undesirable effects, it is more effective to impose a task that
line using WSC273 translated into Japanese (hereafter re-  is easy for humans but difficult for machines. The specific
ferred to as WSC273-ja) and verifying whether the model  task of the Winograd Schema Challenge (WSC) is a refer-
can achieve higher accuracy on WSC273-ja by fine-tuning  ence resolution, in which two sentences, each with a few
with a similar dataset in Japanese. As a result, it was con-  words different, are paired as shown in Ex 1 below. Each
firmed that fine-tuning with similar data is also effective in  of these sentences contains an anaphora and two candidate
the Japanese model. The structure of this experiment is de-  antecedents, and the system is asked to correctly identify
scribed below. First, we evaluate the commonsense reason-  the antecedent to which the anaphora corresponds. These
ing ability of BERT, which was pre-trained on a Japanese questions are designed in such a way that human can easily
corpus, using WSC273-ja in a zero-shot test. Next, the identify the antecedent, but are difficult for systems using
same model is fine-tuned using the Japanese translation only selectional restrictions or statistical methods to answer
of WSCR (Shibata et al., 2015) (hereafter referred to as  correctly.

2.1. Winograd Schema Challenge
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Ex 1. John couldn’t see the stage with Billy in front of
him because he is so [short/tall].
Who is so [short/tall]?
Answers: John/Billy.

Specifically, the WS must satisfy the following require-
ments. (Levesque et al., 2012)
1. Containing two antecedent candidates in a sentence
2. A pronoun or possessive adjective is used as the refer-
ent for one of the antecedents, but it is grammatically
appropriate to use it for the other antecedent
3. The question is to determine the referent of the an-
tecedent
4. It contains a word called, “special word”, which, when
replaced by another word called “alternate word”,
changes the antecedent to which the antecedent refers,
although the sentence still makes sense.
In the case of Ex 1, the special word is “short” and the
alternate word is “tall”, and in each case, the antecedent
pointed to by the anaphora “he” changes between “John”
and “Billy”. The fourth requirement makes the two sen-
tence pairs in WSC statistically very similar to each other
in terms of context, but the correct antecedents are differ-
ent from each other. This prevents the system from imme-
diately exploiting statistical features even if it has access
to a large corpus. The key point of WSC is that it is ex-
tremely unlikely that there are statistical or other features
of special or alternate words that can be reversed from one
answer to another. In a WSC constructed in this way, back-
ground knowledge that does not appear in the context is
needed to understand what is happening and to select an
answer. Levesque et al. state that bringing this background
knowledge is what thinking is all about.
The original Winograd Schema Challenge consisted of 137
pairs of sentences and a few sentences added later, and con-
sisted of 284 questions, one for each pair of sentences, as
shown in Ex 1. 273 of these questions(after excluding 11
of exceptional form) are widely used as the WSC273 eval-
uation set, which is also used in this study.

2.2. BERT

BERT uses a Masked Language Model (MLM) pre-training
objective inspired by the cloze task (Taylor, 1953), which
masks some tokens of the input by replacing them with
[MASK] tokens and predicts the masked words based on
context alone. In addition to MLM, BERT also uses Next
Sentence Prediction (NSP), which jointly pre-trains text
pairs, for pre-training purposes. The two unsupervised
learning methods are used to pre-train each other. After
pre-training with each of these two unsupervised learning
methods, the model initialized with the parameters pre-
trained here is fine-tuned with labeled data for downstream
tasks. These fine-tuned models are initialized with the same
pre-trained parameters, but after fine-tuning they become
distinct models with different parameters for each task. In
addition to the pre-training task, model size also has a sig-
nificant impact on performance. Using the same hyper-
parameters and training procedure but varying the number
of layers, hidden units, and attention heads, larger models

achieve higher accuracy.

3. Related Work

In recent years, as in case of other NLP tasks, methods us-
ing pre-trained, fine-tuned language models have dramati-
cally improved the accuracy of WSC. However, WSC273
has only 273 examples. It is too small to fine-tune pre-
trained model. WSCR (Rahman and Ng, 2012) was orig-
inally proposed to improve tasks that cannot be answered
correctly by simple statistical methods such as WSC and
consists of 941 sentence pairs. Each sentence is divided
into a first half and a second half by a conjunction. The
first half contains multiple candidate antecedents, and the
second half contains an anaphora that refers to one of the
candidate antecedents. Two sentences with the same first
half, different second halves, and different antecedents to
which the antecedent refers are paired. The dataset is about
seven times larger than WSC273, but it is not strictly the
same as WSC in that it does not necessarily require back-
ground knowledge not represented in the input sentences,
and the conditions are slightly relaxed. In addition, Rah-
man and Ng’s study (2012) did not evaluate WSC273 it-
self. Kocijan et al. (2019) were the first to use WSCR for
fine-tuning BERT. They showed that fine-tuning BERT on
the this dataset and a dataset generated from Wikipedia can
robustly improve performance. Kocijan et al. updated the
then atate-of-the-art by fine-tuning BERT with WSCR and
achieved an accuracy of 72.5%. The WSCR dataset used in
this study consists of a training set of 1,316 sentences and a
test set of 564 sentences, totaling 1,880 sentences, exclud-
ing duplications with the WSC273 dataset. The model that
has achieved the highest accuracy in this task as of 2023 is
the one proposed by Sakaguchi et al. (2021). This is a pre-
trained language model based on BERT called RoBERTa
(Liu et al., 2019), fine-tuned on a dataset called Wino-
Grande, which recorded 90.1% accuracy when evaluated
using WSC273. So far, we have shown that fine-tuning
of pre-trained language models with similar data is effec-
tive for WSC, and that state-of-the-art is reaching the hu-
man level. However, these are only studies on the original
WSC273, and all the experiments were conducted in En-
glish. In our study, we conduct fine-tuning using WSCR-ja
and the Japanese version of BERT, which was pre-trained
by the Tohoku University!, and evaluate WSC273-ja to
verify whether the above architecture is also effective for
Japanese, and compare the differences between languages.

4. Our Approach
4.1. Construction of Japanese WSC dataset

To begin the experiment, we first constructed a Japanese
version of the WSC dataset. Originally, WSC273 was
translated into Japanese by Language Media Laboratory at
Hokkaido University(WSC273-ja), but due to a few gram-
matical errors and shortcomings, we made some correc-
tions and additions following the original WSC273. We

https://www.nlp.ecei.tohoku.ac.jp/news-release/3284/
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name the dataset WSC273-ja to match its English equiva-
lent. In addition, to support input in BERT, we replaced the
anaphora with [MASK] and reformatted it as shown in Ex
2.

Ex 2. Sentence:
CohW0b DA 780, NEMDA->7BD Eich 2
DT, BANT [MASK] ZEH 7201378 57500,
The sack of potatoes had been placed above the
bag of flour, so [MASK] had to be moved first.
Candidates . U2\ b DA 57248 INE D A - 7248
The sack of potatoes, The bag of flour
Answer . U DWW DA - 7248 The sack of potatoes

4.2. Baseline construction by zero-shot

Next, a baseline is constructed by evaluating zero shots
without fine-tuning. The model is BERT-large, which is
published by Tohoku University. It follows the architec-
ture of the English version of BERT-large, with 24 lay-
ers, 1024 hidden size, and 16 attention heads. The num-
ber of parameters is also 340M, as in the original BERT-
large, but when comparing them, it should be noted that
the size of the corpus used for pre-training is smaller in
the Japanese version than in the English version. We ex-
periment with the Japanese version of the corpus without
changing the corpus size to match that of the English ver-
sion. Furthermore, we tackle the WSC273-ja task with a
model class called MASKedLM (MLM) in Japanese BERT
as described above. This model class is used in the pre-
training phase to predict the probability of [MASK] words.
In this case, the process of replacing the anaphora with
[MASK] was performed in advance. The candidate with
the higher probability is taken as the predicted answer. We
compared them with the correct answer and calculated its
accuracy, which is used as the baseline. During tokeniza-
tion, there may be multiple tokens for a candidate answer.
In this case, [MASK] tokens are added to equal the number
of tokens. Then, the harmonic mean of the probability of
each of these multiple tokens being in [MASK] is taken as
the probability of the candidate answer and compared with
the probability of the other candidate answer. Similar ex-
periments were conducted using the original WSC273 and
BERT-large, as well as constructing an English version of
the baseline.

4.3. Fine-tuning BERT with WSCR dataset

Finally, Japanese BERT is fine-tuned using the WSCR-ja
dataset, and then evaluated using WSC273-ja. WSCR-ja
follows Kocijan et al. (2019) and uses a training set of
1,316 sentences and a test set of 564 sentences, for a to-
tal of 1,880 sentences, like the original WSCR. The model
used is the same as the one used for baseline construction
in the previous section. However, in addition to MLM, a
model class called MultipleChoice (MC) is used. This is a
model class that predicts the probability of each candidate
sentence following the previous sentence given a certain
preamble and multiple candidate sentences. In this experi-
ment, the problem sentences are separated before and after
the [MASK] token, with the part before the appearance of
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[MASK] as the pre-sentence and the latter part including
[MASK] as the candidate sentence. Furthermore, two sen-
tences are used as candidate sentences, with the [MASK]
token in the candidate sentence replaced by each candi-
date answer. The probability of each of these two sentences
following the pre-sentence is predicted, and fine-tuning is
performed with the one with the larger probability as the
predicted answer. The hyperparameters for fine-tuning are
explored among a learning rate of le-5, batch size of {8,
16, 32, 64}, and number of epochs of {5, 10, 15, 30}. Like
WSCR, MLM is also fine-tuned following Kocijan et al.
(2019) with a learning rate of 5e-6, batch size of 64, and
number of epochs of 30, and the loss function is varied as
indicated in Eq 1 below. Note that ¢; and ¢y are candidate
correct and incorrect answers, s is a training sentence, and
P(c|s) represents their predicted probability. In this case,
the hyperparameters a and [3 are 20 and 0.2, respectively.

Eql. L =—logP(c1]s) +

a - max(0,logP(ca|s) — logP(c1]s) + B)

As mentioned in the original BERT paper (Devlin et al.,
2018), BERT-large tends to be unstable when fine-tuning
on small datasets. Therefore, multiple experiments are con-
ducted using random seeds, and the model with the best re-
sults is selected. In this study, each hyperparameter is fine-
tuned three times, and the model with the highest accuracy
on the WSCR-ja test set is selected as the proposed model
among all models. As described in the previous section, we
also conduct fine-tuning of the English version of the mod-
els using the original WSCR and BERT-large. These mod-
els are evaluated using WSC273-ja and WSC273, respec-
tively. In addition, we construct WSCR-ja-small dataset,
which excludes grammatically and culturally unnatural ex-
amples from WSCR-ja. The resulting WSCR-ja-small con-
sists of 1,196 training sets and 530 test sets, for a total of
1,726 examples. Then, WSCR-small is constructed from
the original WSCR, excluding the same examples that were
excluded from WSCR-ja-small. By comparing the two, we
analyze the impact of the above inappropriate examples on
fine-tuning.

5. Evaluation
5.1.

The baseline accuracy was 0.567 in Japanese and 0.619 in
English as shown in Table 1. This accuracy in English is
identical to the one reported in the related study by Kocijan
et al. (2019) described in Section 3.

Baseline

baseline WSCR WSC273
BERT-ja (MC) 0.567 0.719 0.575
BERT-ja (MLM) 0.567 0.728 0.578
BERT (MC) 0.619 0.820 0.688
BERT (MLM) 0.619 0.785 0.652

Table 1: Accuracy for each learning objective (WSCR-ja
and WSCR)

Contents



Contents

WSCR-small WSC273
BERT-ja (MC) 0.700 0.578
BERT-ja (MLM) 0.718 0.578
BERT (MC) 0.811 0.673
BERT (MLM) 0.784 0.659

Table 2: Accuracy for each learning objective (WSCR-ja-
small and WSCR-small)

BERTja | 5 10 15 30
8 0595 0.693 0698 0.716
16 | 0585 0684 0710 0.719
32 | 058 0695 0.663 0.705
64 | 0547 0595 0581 0.648
BERT 5 10 15 30
8 0.707 0.796 0.799 0519
16 | 0702 0769 0.804 0.820
32 | 0542 0744 0.794 0.808
64 | 0553 0647 0.684 0.803

Table 3: Accuracy of the WSCR test set for each hyperpa-
rameter of MC model, where the first column represents the
batch size and the column headers the number of epochs.
Each value is selected as the highest among the experiments
with three different seeds (learning rates are all le-5)

5.2. Adaptation by fine-tuning

The results of fine-tuning with WSCR or WSCR-small are
shown in Tables 1 and 2, respectively. The values in the
tables represent the accuracy when evaluating the test set
and WSC273 dataset for each model. The accuracies of
the test set at each hyperparameter when fine-tuning MC
model with the WSCR training set are shown in Table 3.
The top of Table 3 shows the results for Japanese BERT
and the bottom for the original English BERT. The first col-
umn indicates the batch size, and column headers shows the
number of epochs. These are the highest accuracy results
from the three different seeding experiments. The model
with the highest accuracy (0.719 in Japanese and 0.820
in English) is the one with batch size 16 and number of
epochs 30 in both Japanese and English, and was selected
as the proposed model for MC. As shown in Table 1, the
result for WSC273 using the proposed model is 0.575 for
Japanese, while for English it is 0.688. The MLM used
the hyperparameters described in the previous section, and
three experiments were conducted with different seeds, and
the one with the highest accuracy on the test set was used
as the proposed model. Fine-tuning with WSCR-small was
performed for both MC and MLM using the same hyper-
parameters as the above proposed model. The results are
shown in Table 2.

6. Discussion

The accuracy of the model at baseline and after fine-tuning
is 0.567 and 0.578 for the Japanese model, respectively,
while it is 0.619 and 0.688 for the English model. The re-
sults show that the accuracy of the Japanese model is lower
than that of the English model both at baseline and after

fine-tuning. There is a large gap between the accuracies
on the WSCR test set and on the WSC273 for both the
Japanese (0.728 vs. 0.578) and English (0.820 vs. 0.688)
models. In addition, although both are improved by fine-
tuning, the accuracy of Japanese is not as good as the accu-
racy of English. In this section, we discuss the results from
two viewpoints: the influence of the model and the influ-
ence of the dataset. Based on these discussion, we propose
some perspectives for future research.

6.1. The influence of the model

As mentioned in Section 4, Japanese BERT was created
following BERT, so the architecture and number of param-
eters are the same as the original BERT. However, the size
of the corpus used for pre-training Japanese BERT is only
about 1/4 of the original. We believe that this difference in
corpus size is one of the reasons why Japanese BERT was
lower than BERT in the final score. This is also mentioned
in Shibata et al.’s study (2019), which shows that the larger
the corpus size, the better the performance of the model.
One reason for the difference in results between Japanese
and English seems to be the pre-trained models themselves.
It is not clear at this point whether this is due to the cor-
pus size alone, or whether the pre-training of the language
model in a language other than English has some other ef-
fects. The first step is to build and compare pre-trained
models in English and Japanese, under several conditions
including matched corpus size. Another possible reason
for the difference in results between Japanese and English
is linguistic differences. This is discussed in detail in the
next subsection.

Next, we compare the model after fine-tuning with the ex-
isting studies: as already mentioned in Section 5, the base-
line results obtained in this study for English BERT is the
same as the value shown in the related study by Kocijan
et al. (2019) We believe that this is a reasonable base-
line for Japanese BERT, which was evaluated under the
same conditions (except for the corpus size in the pre-
training phase). However, the score after fine-tuning is
only 0.688 for the MC model in this study, while Kocijan
et al. recorded 0.714 using only WSCR. The same MLM
model as Kocijan et al. only reaches a score of about 0.652.
In this experiment, we used Hugging Face Transformer li-
brary, but it is not clear if this is the reason why we could
not reproduce the results of Kocijan et al. It is necessary
to continue to investigate the causes through, for example,
the search for hyperparameters. On the other hand, in the
Japanese model, a slight increase in accuracy was observed
for both the test set and WSC273-ja dataset when MLM
was used compared to MC. This suggests that MLM may
be more compatible with the Japanese WSC than MC.
Finally, as for the change in performance depending on the
hyperparameters, the accuracy improves with the number
of epochs in both the MC models, and the batch size of 16
appears to be most optimal.

6.2. The influence of the dataset

In the previous section, we looked at the difference between
the Japanese and English results mainly in terms of the in-
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fluence of the model, but in this section, we will discuss it in
terms of the influence of the dataset. After analyzing both
sets, we have not observed any particular differences due to
differences between languages, however it should be noted
that in Japanese subject is often omitted, which sometimes
led to creating redundant sentences for masking. As shown
above, there is a clear difference in performance improve-
ment between the Japanese and English models after fine-
tuning. At baseline, the accuracy of Japanese is 0.567 and
that of English is 0.619, with a difference of 0.052. After
fine-tuning, the accuracy of Japanese is 0.578 and that of
English is 0.688, with a difference of 0.110. The difference
is even larger than when comparing the two baselines. This
may be due to the WSCR-ja training set. As noted in the
original paper (Shibata et al., 2015), the English WSCR
contains inappropriate examples. In addition to these ex-
amples, WSCR-ja is known to contain several examples
that are inappropriate due to the translation of English into
Japanese. These examples include words that are common
in English texts but do not usually appear in Japanese texts
due to cultural differences. Therefore, we created WSCR-
small by removing those inappropriate examples (120
in the training data and 34 in the test data) and observed
the change in adaptation to WSC, as shown in Table 2. As
can be seen from the table, despite the reduction in the size
of the training data set, the accuracy of WSC273 remains
the same or even improves for the Japanese BERT. Com-
bined with the decrease in accuracy in the test set, it ap-
pears that the removal of inappropriate examples from the
WSCR data set has made the Japanese BERT more adapt-
able to the WSC273. This can be explained by the fact that
the accuracy of the test set and WSC273 decreased in the
English MC model. However, in the English MLM model,
there was a slight improvement (from 0.652 to 0.659) in
the accuracy of WSC273, suggesting that some of the re-
moved cases were inappropriate before translation. In ad-
dition to these problems, there is also issue of WSC itself
being vulnerable, as described by Sakaguchi et al. (2021)
To begin with, WSC was designed so that it could not be
solved by simple statistical methods, but as technology has
advanced, it is no longer necessarily a problem that can-
not be solved by statistical methods alone. However, as
Levesque et al. noted in their original paper (2012), statis-
tical methods have not been completely ruled out.

7. Conclusion

In this study, we constructed a baseline by evaluating the
Japanese WSC dataset with zero-shot using BERT, which
was pre-trained on a corpus in Japanese.

We also conducted fine-tuning of Japanese BERT with
WSCR-ja, a large similar dataset of WSC translated into
Japanese, and confirmed an improvement in accuracy
from 0.567 to 0.578. This indicates that fine-tuning with
Japanese WSCR is effective in improving the common
sense reasoning ability of Japanese BERT, and that the
Japanese model is not as well adapted to WSC as the
English model. Furthermore, we demonstrated that the
Japanese model is more adaptable to WSC by removing

inappropriate examples from the Japanese WSCR. Future
work includes further cross-language comparisons using
different models, testing whether background knowledge
can be used more clearly by incorporating graphs, etc., and
improving the Japanese dataset.
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Abstract

Rhetorical questions (RQs) and information-seeking questions (ISQs) differ in their pragmatic function (the first making a point, the
second requesting information). They may have identical surface forms. For human-computer interaction, but also for interaction
between humans, it is important to decode the intended function. Laboratory experiments have established that RQs are longer, more
often realized with breathy voice quality than ISQs and differ in intonational realization. However, annotation is labor-intensive. Here
we test whether the prosodic differences between RQs and ISQs are evident in the amplitude envelope modulation spectra. These capture
the slow-changing energy distribution over utterances and do not demand manual annotation. Since amplitude envelope modulation
spectra are sensitive to rhythmic differences between languages, they may be well-suited to capture the duration differences. We compare
RQs and ISQs in three closely-related languages (English, German, Icelandic) to investigate whether RQs have different amplitude
envelope modulation spectra than ISQs and whether these differences are language-specific. The results show differences between RQs
and ISQs but, depending on language, in different frequency bands. We show that the differences cannot be explained by durational
differences between RQs and ISQs alone, but that the amplitude envelopes capture the signal more holistically.

Keywords: question, prosody, amplitude envelopes, cross-linguistic, general additive mixed models

1. Introduction

The analysis of amplitude envelopes has become a widely
used method in the speech sciences, language acquisition
and neurolinguistics (Frota et al., 2022; Gross et al., 2013;
Leong & Goswami, 2015; Poeppel, 2014; Poeppel &
Assaneo, 2020). Amplitude envelopes track the amplitude
distribution over an utterance and hence represent the part
of the signal that is relevant to convey rhythm (Arvaniti,
2009). Furthermore, the method is easy to apply without
demanding manual annotation (cf. Gibbon, 2021 for
discussion of advantages of modulation-theoretic methods).
Despite the increasingly wide-spread usage across
disciplines, there is little research on which aspects of the
speech signal influence the amplitude envelopes in what
way. Cross-linguistic research has shown that a stress-timed
language (German) led to lower power around 2Hz and to
higher power between 7 and 10Hz than more syllable-timed
Brazilian Portuguese (Frota et al., 2022), cf. Tilsen &
Arvaniti (2013). Others have explored the use of amplitude
envelopes for differences in speech style (Gibbon, 2021). In
this paper, we test whether amplitude envelope modulation
spectra can distinguish also between rhetorical vs.
information-seeking questions.

Rhetorical questions do not seek information from the
addressee but serve to make a make a point and commit the
interlocutor to the presupposition expressed by the RQ. For
instance, the questions in (1), uttered as rhetorical questions,
attempt to commit the interlocutor to the statement that
nobody likes phonetics (Biezma & Rawlins, 2017)

) Who likes phonetics?
Does anyone like phonetics?

wh-question
polar question

Since the questions in (1) can also be uttered to seek
information (e.g. to find a suitable student assistant), it is
sometimes only the prosodic realization that can help
disambiguate between the two meanings. This
disambiguation is not only important for human
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communication, but also for human-computer interaction
and sentiment analysis.

Previous production data have shown consistent
differences between RQs and ISQs across intonation
languages such as English (Dehé & Braun, 2019), German
(Braunet al., 2019, 2020), and Icelandic (Dehé et al., 2018),
cf. Dehé et al., (2022) for an overview: In all of these
intonation languages, RQs have longer constituent
durations. Less consistent is the greater use of non-modal
voice quality (breathy, glottalized) in RQs compared to
ISQs. Differences in the intonational realization are
language-specific. English speakers more often produced
the nuclear (last) accent on the subject pronoun ‘anyone’ in
RQs (but not in ISQs), followed by a high plateau, while the
nuclear accent was typically produced on the final noun in
German and Icelandic. In Icelandic, the boundary tone was
always falling in both RQ and ISQs. Icelandic speakers
more often produced an early-rise in RQs (i.e. the rise
started early in the final noun), but the difference was not
strong. In German, speakers more frequently produced a
prominent rising accent (L*+H) in RQs (compared to a low
accent, L*, in ISQs). Using classification and regression
trees, German questions could be classified as RQ or ISQ
with an accuracy of 87.5% with these parameters (Braun et
al., 2018).

However, manual annotation of prosody is cost-intensive.
In this paper, we therefore test whether RQs and ISQs also
differ in terms of amplitude envelopes. Amplitude
envelopes capture the wideband energy distribution and
therefore capture suprasegmental differences such as
differences in duration or voice quality (resulting in lower
energy in high frequency areas). Modulation frequencies
can be extracted from the speech signal in a number of ways
(Poeppel & Assaneo, 2020). Most procedures first filter the
sound into a number of frequency bands (spaced either
logarithmically or such that they are equidistant on the
cochlea), typically in the range between 100 and 8,000Hz



(or 10,000Hz). These signals are then filtered to remove the
high-frequency components, leaving frequencies in the
range of 0 to approximately 10Hz. These narrowband
envelopes are then summed and the modulation frequencies
are derived by Fourier analysis. The result is a spectrum, i.e.
power values across frequency. We then compare the
patterns  holistically, rather than extracting single
parameters (Tilsen & Arvaniti, 2013).

2.Data

2.1. Methods

The data were collected in separate production experiments.
For all three languages (English, German, Icelandic),
participants saw a context description, which was
constructed to trigger a rhetorical or information-seeking
intention (illocution). They then produced a visually
presented question so that it fit the respective context.

2.1.1. Participants

For English, 21 participants (mean age 22.5 years, 14
female, 7 male), for German 12 participants (mean age 21
years, SD = 2.3 years, 10 female, 2 male,) and for Icelandic,
32 participants (aged 20-65, 20 female and 12 male) took
part in the data collection for a small fee. All participants
gave informed consent.

2.1.2. Materials

We constructed 11 wh-interrogatives that fitted both a
rhetorical and an information-seeking reading (e.g., Who
likes celery?). To this end, we used predications that — out
of context — may be true for some people and false for others
(e.g., 'liking celery'). From these wh-interrogatives, we
derived polar questions by replacing the whi-word by the
indefinite pronominal subject anyone and adapted the
syntactic structure to verb-first (V1).

For each polar question, we constructed two contexts, one
triggering an information-seeking interpretation of the
interrogative and one triggering a rhetorical one. An
example of polar question contexts is given in Table 1. To
control for information structure and specifically to avoid
effects of information structure on nuclear accent position
and type, each context introduced the predication expressed
in the sentence radical (e.g., liking celery in Table 1),
rendering the referents of the constituents in the verb phrase
discourse-given (see Braun et al., 2019 for more details).

ISQ

RQ

You cooked a dish with
celery. You would like to
know whether your guests
like this vegetable and will
eat it or not. You say to
your guests:

In the canteen they have
casserole with celery on
the menu. However, you
know that nobody likes
this disgusting vegetable.
You say to your friends:

'Does anyone like celery?'

Table 1. Example contexts for information-seeking (ISQ,

left) and rhetorical questions (RQ, right)).

The rhetorical contexts contained a sentence stating that it
is generally known (or that the speaker knows) that nobody
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agrees with a certain proposition (e.g., you know that
nobody likes celery). The information-seeking contexts
differed from the rhetorical contexts in that they stated that
the speaker was looking for some piece of information.

Additionally, 24 fillers with different syntactic structures
were added to reduce awareness of the experimental
manipulation. The materials were first designed for
German, and then translated into English and Icelandic,
with minor adaptions to account for cultural and
phonological differences.

2.1.3. Procedure

Recording. Each participant produced both the rhetorical
and the information-seeking version of each target
interrogative in randomized order. Each experiment started
with four familiarization trials, followed by a short break in
which participants were allowed to ask questions if
anything was unclear. The experiment was controlled using
the experimental software Presentation (Neurobehavioral-
Systems, 2000). Each trial started with the visual display of
the context, which the participant had to read silently,
followed — upon button press — by the target interrogative
on the next screen. The target sentence had to be produced
aloud and was recorded onto disk (44,100Hz, 16Bit).

Extraction of amplitude envelope modulation spectra. All
productions (N = 1000) were cut at utterance start and end.
Average durations across conditions are shown in Table 2
and show lengthening of RQs as compared to ISQs.

Language RQ ISQ Proportional
lengthening of RQs
English 1.456 | 1.311 11.1%
German 1.551 ] 1.330 16.7%
Icelandic 1.419 | 1.140 24.5%

Table 2. Average durations across languages (rows) and
illocution types (columns) in seconds, including the
proportional durational increase from ISQ to RQ.

Amplitude envelopes for all questions were extracted,
following the descriptions in the literature (Chandrasekaran
et al., 2009; Frota et al., 2022; Gross et al., 2013). First, we
calculated the narrowband amplitude envelopes (He &
Dellwo, 2016, 2017). The speech signal was first down-
sampled to 22,050Hz and then filtered into nine frequency
bands in the range from 100-10,000Hz, which are
equidistant on the cochlear map (Gross et al., 2013). The
cutoff frequencies were 100.5Hz, 250.7Hz, 458.6Hz,
748.8Hz, 1159.0Hz, 1449.0Hz, 2619.8Hz, 3954.2Hz,
6121.8Hz and 10000.8Hz. To remove high-frequency
components, the signals were low-pass filtered (Hann filter
between 0 and 10Hz with 1 Hz smoothing). The resulting
narrowband envelopes were then added to compute the
wideband amplitude envelope. These were spectrally
analyzed in 100 0.1Hz steps. This approach is conceptually
similar to approaches that do not compute narrowband
envelopes (Gibbon, 2021; Tilsen & Johnson, 2008). The
wideband envelope was spectrally analyzed in 100 0.1Hz
steps (fast Fourier transform). All signal processing was
done in Praat (Boersma & Weenink, 2018).

Statistical modeling. To model the effect of language and
illocution type across frequency bands, we used generalized
additive mixed models, GAMMs (Wieling et al., 2012;
Wood, 2006, 2015; Wood & Saefken, 2016; Zahner et al.,

Contents



(ontents

2019). They are well-suited to pinpoint in which frequency
bands differences occur; taking into account non-linear
relationships and auto-correlation. The response variable
was log-normalized power. We modelled non-linear
dependencies of language and illocution type first as
separate smooth terms (e.g., s(fband Hz, by = language,
bs="tp’, k = 20)). These smooth functions include a pre-
specified number of base functions of different shapes, e.g.,
linear and parabolic functions of different complexity. The
two factors language and illouction type were further added
as parametric effects. Smooths for speakers (random
intercept and over frequency bands) were also included
(s(speaker, fband Hz, by="re’). For model fitting, we
employed the R package mgcv (Wood, 2015). The model
was corrected for auto-correlation in the data using a
correlation parameter, determined by the acf resid()
function. We use the function gam.check() to check whether
the number of smooth functions (k) and the smoother (thin
plate regression, ‘tp’) were adequate and adjusted if
necessary.

2.2. Predictions

All the languages lengthened RQs compared to ISQs, most
strongly in Icelandic (24.5%), see Table 2. This lengthening
is expected to affect the amplitude envelopes in all three
languages and is predicted to result in higher power in
lower-frequency bands in RQs compared to ISQs. The
differences are expected to be strongest in Icelandic and
weakest in English, based on the extent of lengthening.

2.3. Results

For reasons of space, we do not show the spectra of the two
illocution types separately, but directly present the
differences in power spectra for RQs vs. ISQs (Figs. 1-3).

English Polar Question: Difference RQ vs. ISQ

0.4

0.2

Est. difference in logpower
-0.2 0.0
I

-0.6
L
difference, excl. random

fband_Hz

Fig. 1: Effect of illocution type (RQ minus ISQ) in
English. Positive values indicate higher power for RQs
than RQs. If the gray band of the confidence interval does
not include 0, the difference is considered statistically
significant at o= 0.05.
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The languages differ in how strongly illocution type
affects the amplitude envelope modulation spectra. On the
one hand, there were strong effects of illocution type on the
English data (Fig. 1). English polar RQs had a lower power
in the frequency range 1.4 — 1.9Hz and, prominently, higher
power in the frequency range 3.1 — 4.7Hz.

Icelandic Polar Question: Difference RQ vs. ISQ
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Fig. 2: Effect of illocution type (RQ minus ISQ) in
Icelandic.

Icelandic (Fig. 2) shows differences as well, but in a smaller
frequency range (0.5 — 1.2Hz and 3.4 — 3.8Hz) and with
smaller differences in power. Furthermore, the differences
occur in a slightly lower frequency band. German (Fig. 3)
is again different: It exhibits a biphasic pattern very late, in
the area between 7.3Hz and 9.1Hz, first lower power for
RQs, then higher power for RQs. However, compared to
English, the differences in power are small.

German Polar Question: Difference RQ vs. ISQ

0.6
|

0.2

2V \JV

Est. difference in logpower
0.0

difference, excl. random

foand_Hz

Fig. 3: Effect of illocution type (RQ minus ISQ) in
German.



To investigate whether the differences across languages
are significant, we fit a model with a smooth for the
interaction language and illocution type and compared it
with a model with smooths for the individual terms
language and illocution type, using the package itsadug
(van Rijj et al., 2015). Model comparison showed that the
model with the interaction-smooth provided a significantly
better fit than the model without (X2(14.00)=62.450, p<2e-
16). To corroborate the interaction between language and
illocution type indicated in the model, we constructed
additional models containing binary difference smooth
terms that capture the difference of the difference over
frequency band between two languages (English vs.
German, English vs. Icelandic, German vs. Icelandic),
closely following the procedure described in van Rijj et al.,
(2019, pp. 11-13) and Wieling (2018, p. 1091Y).

The results showed a number of frequency bands with
significant differences across language pairs. These
differences are as follows:

e English differed from German in the frequency band
from 3 — 5Hz and 6.5 — 8.5Hz.

e English differed from Icelandic in the frequency band
from 3 — 5Hz and 7.8 — 9.5Hz.

e German differed from Icelandic in the frequency band
from 0.2 - 1.2Hz,4.8 —52Hz and 7 — 9.5Hz.

2.4. Discussion

All languages showed an effect of illocution type on the
amplitude envelopes. Since information structure was
controlled across illocution types (i.e. the same for ISQs and
RQs), the differences cannot be related to that factor. There
were significant differences between the three intonation
languages on the frequency bands in which RQs differed
from ISQs. The power differences were strongest in
English, with a pronounced peak in energy around 4Hz. The
amplitude envelope differences across languages do not
mirror the durational lengthening (Table 1). Therefore, it is
unlikely that the amplitude envelopes only track the
durational differences between RQs and ISQs.
Interestingly, the English and Icelandic power differences
show a similar pattern in the lower frequency range, but the
Icelandic differences are much smaller. The German data
show a pronounced difference in the higher frequency band
(from 7.5 — 10 Hz).

If duration is a bad predictor for these power differences
between RQs and ISQs, we need to take a closer look at
other prosodic cues that may explain the cross-linguistic
differences. In terms of voice quality, German is the only
language with differences in voice quality across illocution
types (in German 36% of the first words in RQs were
breathy, compared to 10% in ISQs, cf. Braun et al., 2019).
This cue may explain the biphasic pattern in the high
frequency bands, which is absent in English and Icelandic.
These latter two languages do not show voice quality
differences for polar questions (Dehé & Braun, 2019; Dehé
& Wochner, 2022). Intonationally, Icelandic and English
are similar in terms of accent placement: in both languages,
the subject (‘anyone’ in (1)) has a higher probability of
receiving an accent in RQs compared to ISQ (28.8% vs. 0%
in English, 12.3% vs. 0.6% in Icelandic). This may explain
the power differences below 2Hz and around 4Hz. On the
contrary, the fact that both German and English end RQs
with high plateau boundary tones (and ISQs with high rising
boundary tones) does not seem to be reflected in the
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amplitude modulation. For automatic classification of
questions as ISQ or RQ, parallel consideration of f0 may
prove useful (Gibbon, 2021; Ludusan et al., 2011).

Taken together, amplitude envelope modulation spectra
differ across illocution types and are most likely influenced
by differences in voice quality and accent placement, and
less by intonational contour.

3. General Discussion

We showed that amplitude envelope modulation spectra
distinguish rhetorical and information-seeking questions in
three closely related Germanic languages. We predicted that
differences would be largest in Icelandic because this
language showed the largest duration differences between
RQs and ISQs. However, the amplitude envelope
modulation spectra were not largest for Icelandic, but for
English. Therefore, the amplitude envelope modulation
spectra differences were not (or at least not only) caused by
durational differences between RQs and ISQs. Relating
amplitude envelope modulation spectra differences to
prosodic differences across conditions suggests that voice
quality differences and differences in accent placement may
play a significant role. In particular, voice quality
differences on the first word of the question (more often
breathy in RQs in German) seem to have an effect on higher
frequency bands, most likely because breathy voice reduces
the spectral power of the words. Furthermore, English and
Icelandic often placed an accent on the subject pronoun
‘anyone’, which affects the macro-prosodic rhythm of the
utterance (Jun, 2012).

In future work, we plan to include typologically different
languages, e.g., such as tone languages (Zahner-Ritter et al.,
2022 for Chinese) or accentual phrase languages to get a
better overview on the factors that influence amplitude
envelope modulation spectra. Furthermore, we plan to use
the parameters from the general additive mixed models for
automatic classification of utterances as RQs vs. ISQs.

4. Conclusion

This paper adds to our understanding of the factors that
influence amplitude envelope modulation spectra by testing
three intonation languages. Previous research has shown
differences between rhythmically different languages
(stressed-timed German vs. more syllable-timed Brazilian
Portuguese, cf. Frota et al., 2022). We show that even within
one and the same language, amplitude envelope modulation
spectra can differ quite extensively (in particular in English
polar RQs vs. ISQs). The results showed that lengthening is
a poor predictor of differences in amplitude envelope
modulation spectra across languages. Differences in voice
quality and accent placement also seem to play a role.
Clearly, more analyses of carefully controlled materials
from typologically different languages are necessary to
understand better, which information is encoded in which
way in amplitude envelope modulation spectra.
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Abstract

This article proposes to improve an automatic speech recognition system by rescoring N-best recognition lists with models that could
enhance the semantic consistency of the hypotheses. We believe that in noisy parts of speech, the semantic model can help remove
acoustic ambiguities. The estimate of a pairwise score for each pair of hypotheses is performed by BERT representations. The acoustic
likelihood and LM scores are used as features in order to incorporate acoustic, language, and textual information together. In this research
work, two new ideas are investigated: to use a fine-grained semantic representation at the word token level and to rely on the previously
recognized sentences. On the TED-LIUM 3 dataset, in clean and noisy conditions, the best performance is obtained by leveraging context
beyond the current utterance, which significantly outperforms the rescoring using the state-of-the-art GPT-2 model and the work of Fohr

and Illina (2021).

Keywords: automatic speech recognition, semantic context, Transformer-based language models.

1. Introduction

Nowadays, automatic speech recognition systems (ASR) are
widely used in everyday life. However, in the presence of
noise, the degradation in performance can be detrimental to
real applications (Deng et al., 2014). In noisy conditions, the
speech signal is less reliable and other knowledge is required
to guide the recognition process. One possibility is to take into
account the long-term context through a semantic model.

Semantic information is increasingly explored in recent
works. Zhao et al. (2021) explore the denoising autoencoder
for pretraining sequence-to-sequence semantic correction
method and use transfer learning. Level ez al. (2020) introduce
the notions of a context part and possibility zones. Kumar et al.
(2017) extract the semantic relations from the DBpedia (Auer
et al.,2007) and uses them as features for rescoring.

An efficient solution to incorporate long-range semantic
information can be through the rescoring of the ASR N-best
hypotheses list. Ogawa et al. (2018, 2019) introduce N-best
rescoring through a Long Short-Term Memory (LSTM) based
encoder network. Liu et al. (2021) present a domain-aware
rescoring framework for achieving domain adaptation during
second-pass rescoring. A large range of textual information
from different NLP models and a procedure to automatically
estimate their weights are used by Song er al (2021). A
domain-aware rescoring framework to achieve domain
adaptation during second-pass rescoring is proposed by Liu et
al. (2021). In Xu et al. (2022), for second-pass rescoring the
authors propose to train a Bidirectional FEncoder
Representations from Transformers (BERT) (Devlin et al.,
2019; Wang and Cho, 2019) on a discriminative objective such
as minimum word error rate.

Some studies have attempted to include semantic
information in ASR using a context larger than the current
sentence to be recognized. Irie et al. (2019) train language
models based on LSTM and transformers using long training
sequences obtained by concatenation of sentences and study
their robustness. Parthasarathy et al. (2019) focus on the ability
of LSTM and transformer language models to learn context
across sentence boundaries. Futami et al. (2020) exploit both
left and right contexts of an utterance by applying BERT as an
external language model through knowledge distillation. All
these works show that it is relevant to rely on a broad context
beyond sentence boundaries.

In previous works, Fohr and Illina, (2021) and Illina and
Fohr, (2021) incorporated sentence-level semantic information
(SI) into ASR. For this, the rescoring of the list of N-best
hypotheses is carried out using distant contextual
dependencies, which are important, especially for noisy
conditions. In noisy parts of speech, the semantic model can
help remove acoustic ambiguities. An efficient DNN
architecture, based on BERT, and using semantic, acoustic and
language model scores has been proposed. This model deals
with pairs of N-best hypotheses to provide a pseudo-
probability of the former being semantically more likely than
the other. For example, in the following hypotheses for one
sentence to recognize, taken from the TED-LIUM 3 corpus:
“hypl: in antarctica we observe now a negative eyes balance”;
“hyp2: in antarctica we observe now a negative ice balance”,
the second hypothesis is more coherent semantically.

Compared to the work of Fohr and Illina (2021), the aim of
the current paper is to extend this model. Two N-best rescoring
approaches are proposed: the first one uses fine-grained
information at the word token level; the second one relies on
the previously recognized sentences. The combination of these
two ideas is also studied. Compared with Ogawa et al. (2019),
we use the BERT model that benefits from the pre-training on
large corpora and not just on speech training corpus. Moreover,
we exploit previous sentence information. In comparison to
(Shin et al. (2019), where the BERT model computes word-
level pseudo probabilities, we use the sentence prediction
capability of the BERT model and the Generative Pre-Training
Transformer (GPT-2) model (Radford et al., 2019). Regarding
Irie et al. (2019), where previous sentence information is used
to improve the language model for the lattice rescoring, we
integrate the information from the previous sentence into the
BERT-based pairwise model for N-best re-ranking.

Our proposed approach using the previous sentence
significantly outperforms the state-of-the-art GPT-2 rescoring
and the rescoring model of Fohr and Illina (2021). This
research work was carried out as part of an industrial project.
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2. Proposed methodology

2.1 DNN based rescoring model

Methods, proposed in this article, are based on the
methodology presented in (Fohr and Illina, 2021) where it is
proposed to take into account the SI by rescoring the best
hypotheses list of the ASR system. In this section, we give a
brief overview of this methodology.

In this approach, to improve the ASR system, semantic
model is introduced and combined with the acoustic
probability Py (h;), the language model probability P, (h;), and
the semantic score Py (%), using specific weights a,  and v:

W = argmaxhieH Pac(hi)a * le(hi)l3 * Psem(hi)y (1)
where £;1s a hypothesis from the N-best list 4. The goal is to
estimate the semantic score P, (;) using a DNN-based model.

The rescoring is based on a comparison of ASR hypotheses,
two per two to obtain a tractable size of the rescoring DNN
input vectors. DNN rescoring model (denoted BERTiem)
computes SI, associated with each pair of hypotheses.

For each hypothesis pair (%; 4;), during the training the
expected DNN output v is: (a) I, if the WER of %; is lower than
the WER of /%;; (b) otherwise, 0.

The computation of Py.(h;) is done as follows. For each
hypothesis 4; of a given sentence, the cumulated score
scoresem(h;) is evaluated. For this, for each pair of hypotheses
(hi, h;) of the N-best list of this sentence: (a) the output value v;
(between 0 and 1) is obtained by DNN model, which relies on
the BERT model. A value v; close to / means that /; is better
than 4;. This value is used to compute the scores for these
hypotheses; (b) the scores of both hypotheses are updated:

scoresem(hi) += vij; scoresem(hy) += 1-vij

We normalise the cumulated score scoregn(h;) by dividing
by N-1 and use it as pseudo probability Psen(h;). The obtained
value is combined with the acoustic and language model
likelihoods (see eq. (1)). Finally, the hypothesis with the best
score is chosen as the recognized sentence.

2.2 BERT usem rescoring model

In this section, we recall the architecture of the BERT yjem
model from (Fohr and Illina, 2021), used as the starting point
for the current work. alsem denotes “Acoustic, Linguistic and
SEMantic” information, because we use acoustic and textual
information. The advantage of this model is that the relative
importance of acoustic, language model, and SI is learned
together to provide a powerful model.

In Figure 1 (without the dotted block), the text of the pair of
hypotheses (4; and 4)) is given to the BERT model. The outputs
of BERT are given to a bi-LSTM layer, max pooling, average
pooling, and then to a fully connected (FC) layer with a ReLU
(Rectified Linear Unit) activation function (Nair and Hinton,
2010). The output of this FC layer, the acoustic probabilities,
and language model probabilities are concatenated. The final
FC layer (followed by a sigmoid activation function) computes
output v;.

2.3 Fine grained rescoring model BERTuisem-fs

This section presents the first rescoring method proposed in
this paper. The objective is to provide BERT 45en model with
fine-grained information (at the word token level and not just
at the sentence level as in BERT,n). We would like to
integrate the probability of each word token of a given
hypothesis. This value represents the probability of a token
given all previous tokens of the hypothesis. For a pair of
hypotheses, two vectors of token probabilities are generated,
one for each hypothesis (see Figure 1, dotted part). Each vector

is assigned as input to a neural network layer. Since such a
vector is a temporal sequence, bi-LSTM or CNN are the best
suited to process this type of information and to obtain a fixed
length vector. The outputs of these two layers (one for each
hypothesis) are concatenated with the acoustic and language
model scores, and SI of the hypothesis pair is calculated by
BERT. This concatenation is passed through an FC layer
followed by a sigmoid activation function. Finally, the output
v;; of this network is obtained. We call this model fine-grained
BERT ssem-se-

To estimate the probability of each word token of a given
hypothesis, GPT-2 is used. The first advantage of using GPT-
2 is its attention mechanisms allowing the model to selectively
focus on the most relevant word tokens. The second potential
advantage is to provide complementary information compared
to the BERT model included in BERT yisem

2.4 Rescoring using previous sentences P-BER Tuisem

This part focuses on the second proposed method taking into
account the ASR output of the previously recognized sentences
for improving the recognition of the current sentence. We
would like to combine the SI of one or more previous sentences
with the SI of the current sentence. Indeed, the SI contained in
the previous sentences and in the current sentence of a
discourse are related (Irie et al., 2019). This relationship can
link some words from the previous sentences with words from
the current sentence. Our objective is to take into account these
semantic relations to select the best hypothesis.

The proposed rescoring model using the previously
recognized sentences is denoted P-BERT 45em. Compared to the
BERT yi5em, we added the words from the previously recognized
sentences to each hypothesis of a hypothesis pair. This
information is given to the BERT model. Concerning the
acoustic and language model information part of BERTisem, We
modify the language model probabilities by replacing them
with the conditional probabilities Py.(h; | prev_sent) and P (h;
| prev_sent). The acoustic probabilities are unchanged.

2.5 Combined rescoring model P-BERTusem-1;

The two proposed approaches perhaps contain complementary
information and can be combined into a single model, denoted
P-BERT jjsem-fo- In this model, for a given pair of hypotheses, the
model input is composed of Puc(hi), Pac(hj), Pim(hilprev_sent),
Piu(hjlprev_sent), text of each hypothesis preceded by the text
of the previously recognized sentences. The rest of the
methodology is unchanged.

3. Experimental conditions

3.1 Corpus description

We use the publicly available TED-LIUM 3 corpus (Fernandez
et al., 2018), containing recordings from TED conferences.
Each conference of this corpus focuses on a particular subject;
thereby the data are well suited to our study. The train,
development, and test partitions are provided within the TED-
LIUM 3 corpus: (a) train: 2,351 talks, 4.8M words, 452h; (b)
development: 8 talks, 17,783 words, 1h36; (c) test: 11 talks,
27,500 words, 2h37. We use the development set to choose the
best parameter configuration, and the test set to evaluate the
proposed methods with the best configuration.

In this paper, the study of the ASR in noisy conditions was
performed because this work is a part of an industrial project
(noisy ASR, more precisely in fighter aircrafts). We add noise
to the train, development and test sets to get closer to the actual
conditions of an aircraft. For the train part, we add different
noises from NOISEX-92 corpus (Varga and Steeneken, 1993)
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Fig. 1: Architecture of the proposed BERT jjsem-jz rescoring model

(excluding F16 noise, used for development and test data) at
SNR from 0 to 20 dB. We keep the size of the training set
unchanged (no training data augmentation). Furthermore, we
evaluate the proposed approaches in clean conditions.

3.2 Speech recognition system

Our recognition system is based on the Kaldi speech
recognition toolbox (Povey et al., 2011). Time Delay Neural
Network (TDNN) (Waibel et al., 1989) triphone acoustic
models are trained on the training part of TED-LIUM 3 using
sMBR training (State-level Minimum Bayes Risk) (Kingsbury,
2009). The lexicon and language models were provided in the
TED-LIUM 3 distribution. The lexicon contains 150k words.
The LM used for the lattice generation has 2 million 4-grams
and was estimated from a textual corpus of 250 million words.
We perform N-best list generation with a more powerful LM:
the RNNLM model (LSTM) (Sundermeyer ez al., 2012). Since
this DNN model only compares two hypotheses and cannot
output the word probabilities, it is not possible to calculate the
perplexity of this model. We compute the word error rate
(WER) to measure the performance.

It is worth noting that in (Fohr and Illina, 2021) the acoustic
model was trained only on clean speech. In the current work,
we carry out training on noisy data. The obtained model is more
accurate for noisy ASR and the WERs are lower than in (Fohr
and Illina, 2021).

3.3  Rescoring models

We have chosen to use an N-best list of 20 hypotheses in all
experiments (Illina and Fohr, 2021). During the training of the
proposed models, we do not use the hypothesis pairs which
obtain the same WER. When evaluating (development and
testing), we consider all hypothesis pairs, because the WERs
are not available for these hypotheses.

For each model, the combination weight values a, B, and y
achieving the best rescoring performance on the development
set are selected as the optimal value for the test data. For all the
experiments, optimal values of the combination weights are:
o=1, B is between 8 and 10, and y is between 80 and 100. This
large difference between the values is explained by the fact that
we use likelihood or pseudo probabilities that are not
normalized.

For our semantic models, we downloaded Google’s pre-
trained BERT model (110M parameters, 12 layers, and the size
of the hidden layers is 768) (Turc et al., 2019). We use the

Adam optimizer (Kingma and Ba, 2015) and binary cross-
entropy loss function.

We iterate the training of BERT en as follows: during the
first epoch, the layer weights of the BERT model are frozen,
and during the following epochs all BERT weights are updated.
The dropout is 30 %. Two methods could be employed to use
BERT with application-specific data: masked LM and next-
sentence prediction. We use next-sentence prediction because
we put two hypotheses as input to the BERT model (see figure
1, right part).

We downloaded pre-trained GPT-2 LM from the Hugging
Face site. The model has 117M parameters and was trained by
OpenAl on 40GB of Internet text. In our experiments, this
model is used for several purposes: (a) as a language model
Piy(h;) during N-best rescoring (see eq. (1)); (b) inside
BERT ysem to represent the language model score Py, (h;) of each
hypothesis (see figure 1); (c) inside BERTuisem s to compute the
score of each word token Pg,.(tok) of each hypothesis; (d)
inside P-BERTsn to compute Pi,(h|prev_sent). In all
configurations, GPT-2 is fine-tuned on the transcriptions
(references) of the train part of TED-LIUM 3.

In our preliminary experiments, during N-best rescoring, a
Masked Language Model (MLM) (Salazar et al., 2020)
performed worse than GPT-2 and therefore the results will be
not presented here.

4. Experimental results

We report the WER for the development and test sets of TED-
LIUM 3 in clean speech and under noisy conditions (noise
added at 10 and 5 dB). We recall that the acoustic model is
trained on noisy speech. In Table 1, different notations are
introduced: (a) Random represents the random selection of the
recognition result from the N-best hypotheses (without using a
rescoring model); (b) Baseline corresponds to the standard
speech recognition system (without using a rescoring model);
(¢) Oracle gives the maximum performance that can be
obtained by selecting in the N-best hypotheses: the hypothesis
which minimizes the WER for each sentence is chosen; (d)
GPT-2 resc. corresponds to a state-of-the-art rescoring based
on the fine-tuned GPT-2 model. We perform this rescoring to
fairly compare the proposed transformer-based models to a
state-of-the-art transformer-based model introducing long-
range context dependencies. We rescore N-best hypotheses
using eq. (1), where P (h) is computed by the GPT-2. The
semantic model is not used (y=0); (¢) BERTusem with GPT-2
resc (Fohr and Illina, 2021) is performed to compare the
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Methods/systems SNR 5 dB SNR 10 dB no added noise

Dey Test Dey Test Dey Test

1 Random system 15.1 19.4 10.8 13.9 9.2 11.0
2 Baseline system 13.6 17.1 8.6 10.9 6.9 7.4
3 Baseline system with GPT-2 resc. 11.6 14.6 7.3 8.9 5.8 6.0
4 BERTaisem with GPT-2 resc. (Fohr and Illina, 2021) 11.4 14.5 7.1 8.9 5.6 5.9
5 BERTuisem-fe (CNN) with GPT-2 resc. 11.5 14.5 7.1% 8.8% 5.6% 5.9
6 BERTaisem-fz (bi-LSTM) with GPT-2 resc. 11.4%* 14.5 7.1% 8.8% 5.6% 5.9

7 P-BERTaisem with GPT-2 resc, 1sent 11.2%~ 14.3* 6.9%~ 8.5%~ 5.3%~ 5.7%~

8 P-BERTuisem with GPT-2 resc, 1sent30w, stop wrds remov. | 11.1 *~ 14.2*%~ 6.9%~ 8.4%~ 5.3%~ 5.7%~

9 P-BERTuisem with GPT-2 resc, 2sen30w, stop wrds remov. | 11.2 *~ 14.2%~ 6.8%~ 8.5%~ 5.3%~ 5.7%~
10 | Oracle 9.5 11.3 5.4 6.1 4.0 3.6

Table 1. ASR WER (%) on the TED-LIUM 3 development and test sets, SNR of 10 and 5 dB, 20-best hypotheses. “*” denotes
significantly different result compared to GPT-2 resc. configuration (line 3). “~” denotes significantly different result compared

to BERT yisem With GPT-2 resc. configuration (line 4)

transformer-based models, proposed in this paper, with
BERT ui5em proposed by Fohr and Illina (2021). It corresponds
to the rescoring of the N-best hypotheses using eq. (1) with Py,
(h) given by BERT yjeen  and Py, (h) given by the GPT-2. The
other lines of Table 1 give the performance of the proposed
approaches. The best results are presented in bold.

For the rescoring models proposed in this article, we studied
three configurations: (a) BERTusem-fz with GPT-2 represents
rescoring using BERT yisem-fz. Configurations with CNN and bi-
LSTM models are shown; (b) P-BER Tuisem with GPT-2 gives
the results for the approach taking into account the previous
sentence; (¢) P-BERTusem-rz with GPT-2: the combined model
gives no additional improvement compared to P-BER Tuisem
with GPT-2 and the results are not presented in this paper.

For P-BERT iem tescoring model, to avoid the overflow of
the number of the BERT input tokens, we use at most M last
words from the previous sentence (M=30). Nevertheless, to
compute Py, (h|prev_sent) with the GPT-2, the whole previous
sentences are used.

To analyse the results, we make the comparisons with: (a)
the state-of-the-art rescoring model with GPT-2 (line 3); (b) the
best configuration of BERT ysem rescoring model (line 4, (Fohr
and Illina, 2021)).

The significance of the results is indicated by “*” in Table 1

compared to line 3, and by “~” compared to line 4. The
confidence interval at the 5% significance level is calculated
using the matched pairs test (Gillick and Cox, 1989),
considering the effects of two different treatments (algorithms)
on equivalent subjects (speech segments) aligned by a dynamic
programming algorithm.
BERTusem rescoring model. By studying the results of
BERT 5em (line 4), we see that the conclusions given by Fohr
and Illina (2021) are still valid when the noisy acoustic model
is used: the BERT.sem provides consistent WER reduction
compared to the baseline model with GPT-2 rescoring (line 3).
Fine-grained rescoring model: BER Tusem-rz The BERT wisem-12
shows an improvement over the baseline system with GPT-2
rescoring (line 6 versus line 3, the significance is indicated by
“*” in Table 1). The CNN architecture (line 5) shows similar
results to the bi-LSTM one (line 6).

The proposed BERT usem-s; displays a similar performance as
BERT yi5em (lines 5, 6 versus line 4). This means that probably
adding fine-grained information (GPT-2 probabilities at the
word token level) does not bring complementary information
compared to the BERT.sn model. It is difficult to predict
whether pre-trained GPT-2 and BERT models contain
complementary information because these two models are

learned on different corpora but are based on the same principle
(Transformers).
Rescoring model using previous sentences: P-BER Tusem The
lines 8 and 9 display the results for our P-BERT 450 model. We
use one or two previous sentences. Two configurations were
studied: using M words of previous sentences or using only
non-stop M words of the previous sentences (stop words
contain little semantic information and were removed). The
results for the second case are slightly better, therefore we
present only the results for the second case.
Statistically significant improvements are observed for all
noise levels and clean speech for the P-BERT y5en compared to
the GPT-2 resc configuration (lines 8 and 9 versus line 3, the
significance is indicated by “*”). Comparing P-BERT yen With
BERT y5en, model (Fohr and Illina, 2021) (without the previous
sentence information, lines 8 and 9 versus line 4), we see that
the integration of the previous sentence information helps in
the selection of the best hypothesis. This improvement is
significant in almost all configurations (the significance is
indicated by “~“ in Table 1).
Analysing the results of P-BERT.n, We observe that the
model corrects syntactic and semantic errors, compared to
BERT ysem (lines 8 and 9 versus line 4). Here is one example of
a semantic error corrected by P-BERT e, model for 5dB noisy
condition, test set:
ref: I got to lhasa that i understood the face behind the statistics
you hear about six thousand sacred monuments...

hypl: I got to loss that i understood the face behind these statistics
you hear about six thousand sacred monuments...

hyp2: I got to lhasa that i understood the face behind these
statistics you hear about six thousand sacred monuments ...

The second hypothesis is selected as the sentence recognized
by P-BERTus.n because the previous sentence contains the
word “Tibet”.

Using one or two previous sentences (lines 8 and 9) gives
similar results. We performed the experiments using three
previous sentences and obtained no improvement. The results
are not given here.

In conclusion, the best system P-BERT ysem gives between 1%
and 3% relative WER reduction compared to BERT jem
rescoring model (Fohr and Illina, 2021) (lines 8, 9 versus line
4). These improvements are statistically significant according
to the matched pairs test (Gillick and Cox, 1989) (see “~” in
Table 1).

5. Conclusion

The aim of this article is to improve ASR in clean and noisy
environments. In the framework of the pairwise rescoring of
ASR N-best hypotheses, we would like to enrich the rescoring
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model BERTusen. We have introduced two rescoring
approaches, based on semantic representations. The first one is
designed to integrate fine-grained information at the word
token level. The second one exploits the context beyond the
current utterance by considering the previously recognized
sentences. The proposed models are based on DNN, BERT, and
GPT-2 models. Experimental evaluation, carried out on TED-
LIUM 3 corpus with clean and noisy speech, showed that the
approach using one previous sentence gives a statistically
significant improvement, outperforming the state-of-the-art
rescoring using the advanced GPT-2 model and previous work
of Fohr and Illina (2021) in almost all configurations.
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Abstract

Even though language modelling in recent years is a constantly evolving topic in natural language processing and new generation
models are used to solve all traditional downstream tasks accurately, their operation is very complex and we know as little part of it as
of human thinking. We compare several language models (n-gram and vector-based ones) to gain insight into how the mental language
model relates to them. The task is a word guessing game similar to the cloze-test, in which the word in question has to be guessed
based on one or more different contexts (e.g. concordance). This task is the same task in which neural language models are trained. We
gathered a small amount of data from human participants, which led us to several surprising results and conclusions. In this paper, we
use Hungarian, a moderately agglutinating language, but with our code experiments can be conducted for any language equally well.

Keywords: cloze-test, language modelling, word context, BERT, Word2Vec, KenLM

1. Introduction

The last decade in NLP is dominated by the new gen-
eration language models. This revolution has come to the
point where GPT-3 (Elkins and Chun, 2020) can generate
text that is indistinguishable from human-created ones.

In this paper we utilise a form of Cloze-test (Taylor,
1953) as this task can be often found in language com-
prehension tasks and exams to evaluate language learners’
capabilities and neural language models are trained on this
task as well. We slightly modified the task: missing words
can have left and right context with specifiable length —
we call this an example — and by adding other examples to
help the guessing we are actually creating a concordance
for the missing words (Indig and Lévai, 2022).

To test it with human subjects we implemented a game
which can be played alone or in two player mode against
a machine opponent (language model). Using this game
we could create multiple experimental setups in a versatile
manner. We think this gamification approach as a platform
could be great starting point for further psycholinguistic
experiments on human language comprehension as well as
automatically comparing the comprehension of artificial
language models from a less studied perspective.

While writing and speaking happen by advancing
forward in time monotonically, in reading and hearing
we can observe delay and non-monotonous eye move-
ments (Laubrock and Kliegl, 2015). This asymmetry has
preoccupied many researchers over the past decade.

Incremental parsers which try to utilise the left con-
text only deal with loss of accuracy, which can be mostly
restored by using a look-ahead window (Prészéky et al.,
2014) or abandoning strong monotonicity (Kohn and
Menzel, 2014). These results fit into the contemporary
trend which can be summarised by (Indig et al., 2016) and
culminated in the modern language models which use 4-4
tokens from the left and right context (9-gram in total) as
a safe default for convenience (Collobert et al., 2011).
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2. The Different Language Models

N-gram language models like KenL.M (Heafield, 2011)
use many tricks to handle the data sparsity problem due
to the primitive nature of n-grams!. It is perfect to
showcase the practical maximum which an n-gram model
can achieve in an environment with constrained contexts.
The new generation embedding-based language models
change n-grams to high-dimensional vector representation
of words and their contexts. This abstraction solves the
data sparsity via implicit SVD (Levy and Goldberg, 2014)
and the word ordering problem at once with the continu-
ous bag-of-words model (CBOW) with very fast compu-
tation times (Mikolov et al., 2013b). To test these non-
contextual neural models (Pennington et al., 2014) we
used Gensim (Rehurek and Sojka, 2011).

The de facto standard of such models nowadays is
BERT (Devlin et al., 2019), a multi-layer, bidirectional
transformer-based encoder model (Vaswani et al., 2017).
As an encoder it creates word embedding: it assigns a
vector for every word—context pair and tries to guess the
masked word similar to language models, but accepts ar-
bitrary length contexts as input. As being sensitive to
complex, long-range relationships (Goldberg, 2019), this
model is ideal for guessing the missing word.

An important common property of these models is that
the user has to define the used context size — or the order
of the used n-grams — for the trained model without any
solid evidence to aid the decision (Collobert et al., 2011).

3. The Used Corpora

For test corpus, our main candidate was Hungarian
Webcorpus 2.0 (Nemeskey, 2021b) which the first Hun-
garian BERT model called huBERT (Nemeskey, 2021b;
Nemeskey, 2021a) was created from, but as we tested

"For example Word2Vec (Mikolov et al., 2013b) solves this
problem with the high-dimensional vectorspaces.



Orig. no. of | Filtered no. of

Orig. no. of | Filtered no. of

Sentences Sentences % Words Words %
Webcorpus 1.0 42,482,107 13,915,132 | 32.75 589,080,971 272,544,786 | 46.26
Webcorpus 2.0 | 589,398,448 199,627,778 | 33.86 | 9,217,857,283 | 4,036,428,613 | 43.78

Table 1: The size of the selected corpora before and after filtering. About one third of the sentences remains with about the
half of the original size for both corpora which is quite surprising considering the lax filtering rules.

huBERT the underlying corpus could be used for train-
ing purposes only. We needed another corpus for testing
which has minimal or no text in common with Hungar-
ian Webcorpus 2.0. Nowadays most of the publicly avail-
able corpora come from the currently available web pages.
This fact ruled out several other corpora. However, the
Hungarian Webcorpus 1.0 (Halacsy et al., 2004) had the
highest possibility of differing text content, due to its age.

We cleaned the selected corpora (see Table 1.) to fil-
ter all possible garbage that might spoil the user experi-
ence or would give an advantage to the machine player
(see details the repository). From the untokenised form
of sentences we generated contexts for words which con-
tained 4 to 40 lowercase letters only, and kept those which
could be analysed with the emMorph morphological anal-
yser (Novak et al., 2016) to eliminate non-words. We kept
KWICs with at least 30 unique context and random sam-
pled them to balance all KIWC to 30 occurrences, before
selecting 8 000 random KWIC with 240 000 unique con-
text for the context banks for each corpus for comparison.

4. The Setup of the Experiment

All models were given a fixed word list to choose from.
This list was created from the 3 million most frequent
words of the Hungarian Webcorpus 2.0. The test exam-
ples were sampled from the Hungarian Webcorpus 1.0 to
avoid training on the test set.

4.1. KenLM

We trained a 5-gram model and to reduce the mem-
ory requirements, we pruned the low frequency n-grams
to the following lower frequency boundary: 2-grams to 4,
3-grams to 9, 4-grams to 16 and 5-grams to 25.

The model filters the candidate words with matching
size from the aforementioned list. For each remaining
word, the program inserts the word to all displayed ex-
amples and computes the log probability for the resulting
word sequences and sums up the results to get the joint log
probabilities. The guess will be the candidate word with
the highest joint log probability.

4.2. BERT (huBERT)

No training is needed for huBERT, as it was trained
on the Hungarian Webcorpus 2.0. BERT uses the Word-
Piece (Schuster and Nakajima, 2012) tokenizer algorithm
which segments words into subwords. We must help the
guesser and tell how many subwords it should search for.

To optimise the running time, we tokenized each can-
didate word to know how many tokens they contain. We
built a trie where the edges are the words and the ver-
tices are defined by inclusion relation of the edges they
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connect. On guessing a multi-subword word, we choose
all the vertices for the specified depth, we compute the
probabilities for the subwords which adds up each word
and multiply them for each vertex. BERT does not handle
joint-probability of examples.

4.3. Context-free Word Embedding

We experimented with multiple models: CBOW, skip-
gram (Mikolov et al., 2013b) and FastText (Bojanowski
et al.,, 2017). The Gensim library’s function to predict
missing words gave very wild guesses so we ceased fur-
ther experiments with this model. This is not surprising
because these kind of models are used mainly for word
analogy (Mikolov et al., 2013a) and in downstream tasks.
This gave us the idea to keep the FastText model as a
helper for the human player as it can yield usable infor-
mation on the analogical similarity between the guessed
and missing words.

5. Results

We will go through how the models perform against
each other with regards to different context sizes and sides,
and present our findings on the human vs. computer cases.

In case of the computer models, we are interested in
two questions: what is the minimal context size based on
which the models can guess the missing word; the second
one is how many contexts are needed for a given word and
context size in order to guess the missing word.

5.1. Two-sided Contexts

We measured the smallest size of the context needed to
correctly predict the target word (see Figure 1). First and
foremost, KenLM performed a lot worse than the BERT,
and the number of cases where the KenLLM could not guess
correctly while the BERT could was very low (4.4%). In
addition to this, BERT guessed with any context size much
more words (65.0% vs. 32.1%).

KenLM hardly improves when given a third or a fourth
context word (7- and 9-gram), meaning that the words in
this distance provide a very low amount of information
for the (5-gram) model. In contrast to this, BERT steadily
improves as the context size increases — it can use the in-
formation provided by long distance relationships, which
is a well-known property of BERT-like architectures.

In our second measurement, we compared how many
contexts the models need to guess the missing word with
the restriction that they can only guess each word once,
effectively limiting the vocabulary. At every step, we ap-
pended another context for the previous contexts and the
models guessed based on every context (see Figure 2.).
KenLLM cannot use the information provided by multiple
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Two-sided context size needed to guess the missing word
(if any of the models guessed it) 6793/10000
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Context size for BERT
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Context size for KenLM
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Figure 1: The context size needed for each model. -1
means that the model did not guess the target word with
any context size, the 6793/10000 in the title means that
from the 10000 word—context input, only 6793 have been
guessed by at least one model. The peaks are reached at 1
long contexts (both sides + word = 3 gram) for both mod-
els, but BERT has slow decay (fading rows), KenLM’s
maximum is at 2 (columns top at 2, i.e. 5-grams).

contexts — only in 6.9% of the cases guessed the missing
word, compared to the 33.6% of cases in case of BERT.

With 10-wide two-sided contexts
how many context does each model need
(in case any models have guessed correctly) 375/1000

1 e

count

Number of contexts for KenLM

0 5 10

Number of contexts for BERT

Figure 2: The number of contexts needed for each model.
-1 means that the model did not guess the target word with
any number of contexts, the 375/1000 in the title means
that we are only showing 375 concordances — the rest has
not been guessed by any of the models thus are omitted
from the figure. BERT reached the peak at 1-2 contexts
(last row), while KenLM performed poorly (columns).

The models return the 10 most likely words. In case
of BERT, the guesses show a considerable variation as the
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number of contexts grows. The guesses of KenLM often
“freeze” (do not change): the guess after the first context
can only be correct if the target word was already among
the top 10 guesses, since the the most likely word in the
list of guesses was discarded after each guess.

The number of correct guesses was much lower in the
case of already 10-long contexts (see Figure 2.) compared
to the increasing context lengths (see Figure 1). This could
be explained by the method we used to select the missing
words — we opted for high-frequency words, which in turn
have common neighbouring words, thus it is easier for the
models to guess the missing word from their neighbours
only, while in case of the longer contexts, BERT looked
contexts at their entirety and guessed less common words.

Based on this, we examined whether the target word
was among the top 10 guesses. In case of KenLLM, if the
target was not among the top 10 guesses for the first con-
text, it only appeared in the later context with a percentage
of 1.3% — in case of BERT, the target word appeared in
17.5% of the cases. It is clear that BERT benefits greatly
from the increasing number of contexts, as for KenLM,
the probability distribution of guesses is so flat that the
guesses hardly change after the first one or two contexts.

5.2. One-sided Contexts

Similarly to the two-sided contexts, we measured the
minimal context size needed and the number of the con-
texts needed for each model. The main observations are
similar for both models: the performance of both models
are mostly independent of the side. The BERT model (see
Figure 3.) outperformed the KenLM by a large margin.
For all of the correct guesses, about half of them could
only be guessed from a left-sided context, the other half
from a right-sided context, and the overlap between two
groups, e.g. the number of words that could be guessed
both from left and right contexts independently was lower
than expected. This overlap for BERT was 23% (if the
target word could be guessed from either side), meaning
that 23% could be guessed from both left-sided and right-
sided context individually. KenLM was more sensitive to
the side: only 9% of the correct words could be guessed
from both left-sided and right-sided contexts separately.

We experimented with concordances with shorter one-
sided contexts to compare the effect of multiple concor-
dances, this can be seen on Figure 4. We would expect a
steady decrease in newly guessed words — but this is not
the case for BERT. There is an inflection point around the
third-fourth context, until that point, the number of newly
guessed ones increase, and after that point, they decrease
— showing that for the BERT model, the third and fourth
contexts give the most additional information on the target
word. This shows that the BERT can not only detect and
use longer relations, but it can gather information from
multiple contexts as well.

5.3. Human Evaluation

After seeing these surprising results, we have chosen
500 contexts with 8-wide context on both sides from the
context bank and inflated it to 3000 by taking the 4-wide
one-sided contexts, the 8-wide one-sided contexts, and



Context size needed to guess the missing word
(if the model guessed the missing word) 5001/10000

count

k
-_I

Right-sided context size for BERT

Left-sided context size for BERT

Figure 3: The context size needed for BERT on a given
side (right side = rows, left side = columns). -1 means that
the model did not guess correctly with any context size.
There is hardly any overlap between the sides (both axes
with positive value and good guesses), meaning that the
target words are only guessable from one side.

With 5-wide left-sided contexts
how many contexts are needed to guess the missing word
(in case either of the models guessed the word) 346/1000

count

|| 40

10

Number of contexts needed for KenLM

0 5 10

Number of contexts needed for BERT

Figure 4: How many contexts are needed for each model.
-1 means that the model did not guess correctly with any
number of contexts. It can be clearly seen that the words
KenLLM guessed are roughly the subset of those that BERT
guessed (the first column’s values are very low).

the 4+4 and 8+8-wide two-sided contexts. The human
evaluators received randomly from this context bank with
uniform distribution. In the end we have received 1258
guesses on 550 contexts from 8 evaluators out of the 3000
contexts we have chosen, thus we were able to evaluate it
against the language models - with the caveat that we are
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unable to make quantitative analysis on the different sides
and widths. Figure 5. shows the number of guesses it took
to guess the correct word for each player. BERT guessed
the most contexts correctly (33.4%), the second one is the
human evaluation (23.2%), the last one is KenLM with
22.2%. We can also see that humans did not make 10
guesses in general — in most cases, they gave up after 2-3
guesses, so this comparison is not entirely fair.

How many guesses are needed to guess the missing word? (-1: could not guess correctly)

s 32230 ;26
152616 151705 061803 061002 0712 0909 0210  1ilo
. millm Zml o0s 06os 0eltoz 0712 0309 ozl0
2 3 S g 7

0 1 2 3 7 s g o)

Number of guesses

Figure 5: The number of correct guesses needed. -1 means
that the model/human did not guess the word correctly.

Figure 6. shows the distribution of the cosine similar-
ities to the target word until the correct guess — meaning
that the correct guess was excluded (since it has a similar-
ity of 1). Itis well known that the cosine similarity in word
embeddings strongly correlate with the semantic similar-
ity (Chandrasekaran and Mago, 2021). This plot’s aim is
to quantify the semantic correctness of the guesses based
on the cosine similarity between the guess and the target
word. We can see that the distribution of human guesses
shown in green is skewed to the right, indicating that the
guesses made by humans had higher cosine similarity to
the target word, therefore the guesses are more semanti-
cally similar to the target word.

We can also see that humans guessed better when nor-
malised over the number of guesses rather than over the
number of contexts (as in Figure 5.) — meaning that the
human evaluators guessed less, but more correctly. It is
important that the marginal box plots are notched, indi-
cating statistical significance between the median cosine
similarities: the humans’ guesses are more related to the
target word by a statistical significant margin.

Histogram of cosine similarities to the target word

§
s
pomo g i3 h ‘ J sl e
o =7 g 02 os os % :

Cosine similarity to the target word

Figure 6: The distribution of cosine similarities. There is a
notched boxplot marking the quartiles and the significance
of the medians.
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6. Conclusion and Discussion

We created a platform and conducted multiple exper-
iments with open source code base’. We compared dif-
ferent artificial language models to the human language
comprehension procedure under different constraints.

Context-free word embedding are suitable only for
quantifying analogical similarity, but not for guessing.
The guesses of the examined n-gram model do not im-
prove over 3-gram context, while the BERT-based guesser
improved slightly with slow decay. Contextual word em-
bedding models were hardly able to improve their initial
guesses by using the other examples, while the n-grams
were not able to improve them at all. In the question of
left and right contexts, head-to-head results were obtained,
there was little overlap between the sides: if one side of the
context could guess the word, the other hardly could.

Humans tend to give up more easily, but generally are
guessing better: both in terms of accuracy and semantic
relatedness. It is not surprising based on our experiences
with the evaluators — when in this test, people tend to think
in terms of semantic relatedness, i.e. what is the meaning
of the missing word, and only after that start searching for
words of given length, compared to the language models,
which first filter based on the length, and then choose the
best word based on the probability distribution.

As future work, it would be interesting to see whether
we can input the semantic relatedness as a BERT train-
ing or fine-tuning objective, because the current target of
the training is based on whether the given target word is
guessed, and semantic similarity is not considered.
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Abstract

This paper discusses a computational linguistic analysis of Hungarian modal and infinitive constructs. The aim is to identify the
constructional realisations of the mentioned grammatical structure. Our research is motivated by functional construction grammar and
holistic cognitive grammar. The rationale for the present study is that (i) a comprehensive description of the Hungarian auxiliary +
infinitive has not yet been made using corpus-driven methods, and (ii) it is assumed that the method used in our research can be adapted
to other agglutinative languages. The detection of pattern similarities extracted by a semi-automatic process is not only relevant to
linguistics, but can also be used in the applications of NLP, because the similar formal structures found may indicate functionally
related expressions. In order to exploit the different abstraction patterns of the components of the constructs, we used a method based
on mosaic n-grams. This semi-automatic procedure shortens the time for finding candidates and reduces the bias of manual analysis.
We compared the results with a similar approach based on a bag of words model to identify patterns where the order of the words can

be altered to change the emphasis.

Keywords: n-grams, bag of words, auxiliaries, corpus-based, constructions, Sketch Engine

1. Introduction

In everyday conversations, as in systematic learning of for-
eign languages, different linguistic patterns are noticeably
represented. Various types of descriptive grammar attempt
to formalise these patterns from different assumptions.
Our research is motivated by functional construction gram-
mar and cognitive grammar (Diessel, 2015; Goldberg,
1995). In this linguistic approach, it is widely assumed
that production interacts dynamically with the user’s lin-
guistic knowledge (Bybee, 2006; Langacker, 1987), and
thus usage influences the representation of mentally stored
schema (Bybee, 2010, 9). Constructs are form-meaning
pairs on the lexicon-syntax continuum, with limited predic-
tion of meaning from segmented processing of their com-
ponents (Goldberg, 1995, 8).

A comprehensive semantic description of the Hungarian
auxiliary + infinitive has not yet been made from a con-
structional approach using corpus-driven methods. De-
scriptions of Hungarian auxiliaries, focusing on semantics
and word order, are not without precedent, but with a few
exceptions (Timari, 2019) they do not exploit the corpus as
a linguistic resource (Kdlman et al., 1989; Tolcsvai, 2009).
We assume (i) that the category of auxiliaries is not
closed (in accordance with (Imrényi, 2013; Timari, 2019;
Tolcsvai, 2009), but rather can be handled as a construc-
tion type and (ii) the slight differences between the pat-
terns of the auxiliary types are likely to be visible in the
results of usage-based constructional investigations. The
verbal phrases selected for the study consist of quasi-
synonymous expressions and elements related to different
semantic spaces as well. The aim of the selection was to
include expressions that occur with the infinitive and that

activate some mental/emotional domain. These are the con-
ceptual domains that can potentially create with relation of
possibility by crossing from the premodal domain to the
modal (Van Linden, 2010).

2. Data sources

In order to set our hypothesis on the first corpus and test it
on the second one, we used two independent corpora: the
same steps were performed on both corpora and the results
were compared. The possible false results due to the speci-
ficities of each corpus were eliminated by this method.

We chose the Hungarian Gigaword Corpus 2.0.5 (Oravecz
et al., 2014) as the first corpus, as it is the de facto standard
corpus for most linguistic experiments. It consists of 1.04
billion words. Its texts originate from six stylistic layers,
and are divided into five regional language varieties. The
other corpus we used is WebCorpus 2.0 (Nemeskey, 2021),
which contains 9 billion words and are derived from Com-
mon Crawl'.

The two corpora are expected to be disjoint in content as
far as language usage allows. Both are available through
the NoSketch Engine corpus query framework (Kilgarriff
et al., 2014), but with different POS-tagging. We took the
largest possible sample size, taking into account the capac-
ity of the corpus and the limits of the system. For select-
ing the example sentences, we used the available annota-
tions, but the selected complete sentences were re-analysed
to obtain a uniform and state-of-the-art annotation. The
e-magyar framework (emtsv) (Indig et al., 2019) contain-
ing the morphological codes of the emMorph morphologi-
cal analyser (Novdk et al., 2016) was chosen because it is

'Mttps://commoncrawl .org/the-data/

111

Contents



Contents

accurate and matches language-specific morphological fea-
tures well, while only one tag needs to be managed, com-
pared to the UD’s ‘main POS tag’ and ‘features’ partition-
ing scheme (Nivre et al., 2017). The characteristics of the
samples is shown in Tables 1. and 2., however, we can only
describe a few examples in details as an illustration.

Type of Schemes Original  Filtered %
Akar ['want to’] 610836 419324 | 68.65
Bir [can’] 22 191 15387 | 69.34
Imad [’love’] 5081 2323 | 45.72
Kivan [’wish to’] 192 678 139498 | 72.40
Mer [*dare to’] 63729 39177 | 61.47
Ohajt ['wish to’] 5500 4232 | 76.95
Szeret(ne)

[’ (would) like (t0)’] 484 448 278 834 | 57.56
Tud [’can’] 675000 466 863 | 69.16
Utal ["hate’] 1448 947 | 65.40

Table 1: The sample size of MNSz2: 2 302 963 clauses,
reduced to 1 508 468 (avg. 65.50%) after filtering.

Type of Schemes Original  Filtered %
Akar ["want to’] 650000 518123 | 79.71
Bir ["can’] 179846 112112 | 62.34
Imad [’love’] 79430 32997 | 41.54
Kivéan ['wish to’] 650 000 391413 | 60.22
Mer [’dare to’] 473966 278 887 | 58.84
Ohajt [*wish to’] 21225 15161 | 71.43
Szeret(ne)

[ (would) like (t0)'] 650 000 448324 | 68.97
Tud [’can’] 650000 540175 | 83.10
Utal ["hate’] 16 652 9464 | 56.83

Table 2: Sample size of WebCorpus 2.0: 4 579 915 clauses,
reduced to 3 143 574 (avg. 68.64%) after filtering.

3. Method

As currently there is no real way to look inside the state-
of-the-art deep learning-based language models to find out
if they are utilising patterns similar to intuitive linguistic
constructions or they were actually seen literal fragments of
text in the training data which are utilised well as they work
like a black box, and most of them are trained on corpora
not available publicly for further examination. Therefore
the only real way for linguists to gather evidence for the
existence of mental constructions is finding examples in a
large representative corpora.

One great tool for querying corpora is (No)Sketch En-
gine (Kilgarriff et al., 2014). It defines the Corpus Query
Language (CQL) which can be seen as an extension of the
common regular expression syntax to formalise complex
queries in search of lexical patterns. The simplest case is
when one defines a list of tokens, — which can also be con-
sidered an n-gram, — but each word can be specified on
a different level with the help of the predefined features,
which traditionally include the word form, lemma and POS

tags. The matching examples can be examined manually
or grouped by the frequency of their elements, etc. to draw
linguistic conclusions. This method can be very precise
depending on the cleanness of the corpus, however, can
lead the linguist in a biased direction that strengthens their
own intuition based on the content of the initial query. It
is very hard to cross-check without a doubt if there is a
more appropriate or more general query to formalise the
sought linguistic phenomenon. Still, this method is very
popular and accepted among linguists because of its sim-
plicity. The idea of mosaic n-grams (Indig, 2017) comes
from this recognition.

3.1. Mosaic n-grams and bag of mosaics

One can easily take any n-gram from the specified
(sub)corpus and generate all possible patterns from it by
substituting words with their features. For example, if we
choose a trigram which has words with lemmas and POS
tags, we can create 27 distinct mosaic n-grams (no. of fea-
tures per word raised to the power of the no. of words).
The resulting mosaic n-grams could be counted for their
frequencies and the most frequent ones should contain the
important patterns found in the corpus.
As constructions can span up to five or more tokens ex-
haustively generating and counting all possible forms this
is both a very difficult task and in most cases unnecessary.
We can make a lot of a priori assumptions that reduces the
number of candidates significantly while keeping the gen-
erality of the model. For example, examining the vocab-
ulary of the corpus and omitting features that do not have
a predefined minimal frequency. Similarly, those features
that have too broad or too narrow meaning can also omit-
ted: ideally, every word has a lemma and a POS-tag, but
e.g. the lemma of function words are most likely equal with
their form as they have only one form at all. On the other
hand POS-tags for function words are probably too broad
in the context of constructions as they might have differ-
ent distributions in the corpora. These elements have high
overall frequency and a significant reduction (about 33% of
feature value types) is achieved by removing them?.
The candidate patterns (mosaic n-grams) which were de-
fined this way can be statistically examined without the
bias of the researchers’ intuition, as it reveals all relevant
constructions which is contained in the corpus and ranks
them automatically. To reduce the number of candidates
further automatically, one can check each pattern against
their source examples, as all mosaic n-grams are gener-
ated from a specific set of example clauses and those sets
may yield entries on different specificity level, which do
not cover other examples. The algorithm eliminates unnec-
essary abstractions and rare elements in the following way:
1. All entries below a specific frequency are discarded
2. For the most frequent mosaic n-gram we check all
other remaining mosaic n-gram entries if they are gen-
erated from the same subset of examples

’These assumptions are widely used, in machine learning
to reduce the size of vocabulary to fit in the memory of the
GPU.
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3. If a matching entry has equal frequency, we keep the
most concrete one only (unnecessary abstraction)

4. Matching mosaic n-grams with lower frequency are
classified as inferior, because they are less abstract
aliases (i.e. matches less sentence) than the main one

5. Steps (2), (3) and (4) can be iterated while there are
independent mosaic n-grams available

This structure allows a better insight compared to the flat
list of mosaic n-grams. In order to manually check if the
selected mosaic n-gram covers relevant examples or is just
an artefact, one can easily generate a CQL expression from
it for use in Sketch Engine. While this method is not per-
fect to yield only good constructions, it can safely reduce
the search space to a size where manual postprocessing be-
comes feasible, without the fear that one’s investigation
will not be sufficiently objective or thorough. Construc-
tions with variable word orders can be easily represented as
one entry by substituting n-grams to bag of words (BoW) in
the matching stage of step 2. Using mosaic n-grams also
allow us to find typical word orders of a bag of words con-
struction if required.

Our method can be adapted to languages for which a POS-
tagging tool is available (e.g. UD). The algorithms we offer
can be implemented language-independently on morpho-
logically and lexically annotated texts. Due to the rich mor-
phology and the relatively flexible word order-tendencies,
it is assumed that the methods will be more noticeably ex-
ploited in the study of agglutinative languages.

3.2. Our process

As we search for constructions in the at most few-word
context of infinitival structures within a single clause, we
had to define clauses first to reduce the example sentences
to such clauses or n-grams, whichever is narrower. Edited
texts clauses were separated by punctuation, but if a clause
was too long we took a three token long window outwards
from the modal and infinite verbs. This helped us to over-
come the missing punctuation in unedited texts. We took
only one instance of each clause regardless of its frequency
in the corpus. This eliminated the bias coming from count-
ing raw frequencies.
The next step was the targeted reduction of the number of
features to fit our experiments. We performed the following
modifications on the example clauses:

* Deleting false examples with specific POS-tags

» Keeping only finite verbs’ lemmas

* Deleting specific POS-tags and keeping only their to-

kens
* Deleting specific tokens and keeping only their POS-
tags

» Using lowercase first word (normalise sentence start)

* Substituting specific POS-tags to simplify them
This procedure reduced the number of possible mosaic n-
grams to such an extent that they can be generated without
major infrastructure®. We generated the mosaic n-grams

31t also shows if the corpus contains enough examples for
a specific structure to draw statistical conclusions or not.

from the clauses with the procedure described in Section
3.1. and performed manual evaluation.

4. Evaluation

Due to space constraints, we can not provide full insight
to the results of the manual evaluation, but we would like
to highlight some of the fruitful aspects of the role that the
mosaic n-gram-based method and the bag of words model
can play in linguistic pattern identification. The length of
the clauses ranges from 2 to 9 and their frequency usually
peaks at 5. We have chosen 4 long clauses because they
exhibit the most diverse information in a compact form.
Tables 3. and 4. show the top ten most frequent overall pat-
terns (first column) extracted from WebCorpus 2.0, mosaic
4-gram and bag of words respectively. The other columns
show the rank of the pattern for the individual verbal struc-
tures in their own frequency list. Patterns occurring less
than 25 times were filtered out (‘< 25”).

The word order is primary for the mosaic n-grams, but
BoWs only reflect the types of elements contained. The
word order in construction patterns can, but does not al-
ways have a prominent role in semantic functions elabora-
tion in Hungarian, since the rich morphology allows a freer
word order. To capture the similarity of the lexical elements
and the differences in their typical word orders as well, it is
appropriate to use the two models simultaneously.

Among the general patterns (first columns), the occurrence
of NEGATIVE environments is prominent for most of the
types studied (except imdd (’love’) and utdl (Chate’)). This
tendency can be observed in the first, seventh and ninth
rows of Table 3. and in the fourth, eighth and ninth rows
of Table 4. The difference is not due to the word order,
but specifically to the auxiliary verbal environment itself.
The semantic profile of the exceptions is very similar, be-
cause all of them express the subject’s (or the speaker’s)
emotional attitudes with greater intensity. The more gram-
maticalized szeret(ne) ("(would) like (to)’) tends to con-
verge towards the general schema, but not as strongly as
the verbs with ABILITY default meaning. While we can
still detect the attitude marking function in it, the patterns
of use shift more towards the expression of intentions. The
BoW model reveals that negation can occur in the context
of verbs denoting stronger emotional intensity, but with a
lower frequency of occurrence. This trend also holds for
mosaic n-grams and BoWs of lengths 3 and 5.

In the seventh row of Table 3., can be seen a verb-initial pat-
tern that is common for attitudinal constructions, but differs
from non- or less emotional types (like fud (’can’) or akar
(Cwant’). In this case, szeret(ne) (’(would) like (to)’) tends
to be more similar to the attitudinal group, but in negating
contexts it is closer to the other cluster. The word-order
in these constructions has impact on the observed patterns,
which is also detectable in the non-attitudinal types (sev-
enth row of Table 4).

The use of mental space-building (Fauconnier, 1994) ha
(’if”) is more common in the context of auxiliary verbs that
express INTENTION. This also confirms that the results of
the mosaic n-gram method can be interpreted more mean-
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f&kar Bir | Imad I’(i\fén ’Mer Oh'ajt S’zeret(ne) Tud Utal
Top 10 4-gram patterns | want |, , |, R wish dare | ’wish (would) o, R
, can love X R . t can hate
to to to to’ like (to)
[/Cnj]
nem 'not’ 2nd Ist | <25 3rd Ist Ist 5th Ist | <25
[/V] [/VI[Inf]
[/Cnj] [/Prev]
[IV] [IVIlInf] Ist | 11th | <25 8th 2nd | <25 8th 2nd | <25
[/[%J]] [ilvl\%i;]c] 3rd | <25 | <25| 2nd| 32nd | 4th Ist | 20th | <25
[/Adj][Nom]
[/N][Acc] 5th | <25 | <25 1st | 286th 2nd 3rd 5th | <25
[/V] [/V][Inf]
4 ?/’% ZZ‘\,’;[[Z ;,]'”] Tth | <25 | 19th | 38th | 75th | <25 4th | 40th | 2nd
[/V] [/V][Inf]
[/Det|Art.Def] 191st | <25 2nd 37th 15th | <25 2nd | 75th 4th
[/N][Acc]
hogy ’that’
nem 'not’ 17th 3rd | <25 24th 4th <25 98th 4th | <25
[/V] [/V][Inf]
hogy ’that’
[/Prev] 11th | 29th | <25 <25 Oth | <25 119th 3rd | <25
[/V] [/V][Inf]
nem 'not’ [/V]
[/N][Acc] Oth | <25 | <25 15th 10th 3rd 23rd Oth | <25
[/VI[Inf]
ha ’if’
[/N][Acc] 34th | <25 | <25 79th | <25 11th 6th | 365th | <25
[/V] [/V][Inf]

Table 3: The top 10 4-gram patterns in total and their frequency position by auxiliary verb type (WebCorpus 2.0).

ingfully compared to the BoW model. Specifically, we can
observe in Table 4 that INTENTION-type auxiliaries are fre-
quently used in conditional environments, which is not ap-
parent from the mosaic n-gram results alone. This pattern
can also be found for the most frequent mosaic 3-grams and
BoWs, but at length 5 the conditional frame is no longer
prominent in the 10 most frequent patterns.

The four length mosaic n-gram provides insights into the
behavioural tendencies of auxiliary verbal phrase embed-
ding in compound sentences. In Table 3. one can see
seven rows in which the conjunction is elaborated at dif-
ferent levels of abstraction. The subordinating conjunctive
structure, hogy (’that’) was more prominent in the NEGA-
TIVE contexts for tud ("can’), mer (dare’), and bir ("can’).
This tendency slightly changes in declarative subordinate
clauses. The prominence of mer (’dare’) is reduced, while
the frequency of akar ("want’) instances is increased, how-
ever the occurrence of other INTENTION-type verbs remain
low. The prominence of the hogy ("that’) subordination in
the case of mosaic 4-grams may be due to the fact that the
word order of this subordination type is relatively fixed, the
hogy always appears in the first position of the clause. This
assumption may be confirmed by the results of the BowW
method, can be seen in Table 4. the dominance of hogy-

type subordination is disappearing, although the frequency
of conjunctions is similarly significant in the patterns.

5. Conclusion

With the demonstrated methods (mosaic n-grams and bag
of words) massive amount of examples can be examined
semi-automatically to discover linguistic patterns corre-
sponding to construction grammar which can save a lot of
time compared to manual testing. Moreover, the simultane-
ous use of different levels of abstraction offers the possibil-
ity to reveal patterns that would potentially remain hidden
in a homogeneous data representation. It is important that
the quality of the corpus chosen can affect the results of
these methods. It might be worth to consider integrating
collostructional measurements in the future to perform a
more sophisticated linguistic analysis.

The methodological details dominate the description to
overcome linguistic limitations, and the evaluation on Hun-
garian infinitive constructions showcases a real-life sce-
nario. Many observations are made using the two methods
side by side. For further results and the code under copyleft
license see Github repository: https://github.com/b
ajzattimi/Research-of-infinitive-structure
s—related-to-the-modal-semantic—domain.
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Top 10 BoW Akar | po | pmgq | Kivan | Mer | Ohajt | Szeretne) | o 4 | 4
want |, ., |, R wish dare wish (would) S, R
for 4-length , can love X , , . t can hate
to to to to like (to)
[/Cnj]
nem ’'not’ Ist Ist | <25 3rd Ist 1st 6th Ist | <25
[/V] [/V][Inf]
[/Cnj] [/N][Acc]
[IV] [IVI[Inf] 3rd | 60th 6th 2nd 5th 3rd Ist 4th 1st
[/Cnj] [/Prev]
[IV] [IV][Inf] 2nd 9th 68th 7th | 2nd 17th 13th | 2nd | <25
nem 'not’ [/V]
[INJ[Ace] [/V][Inf] 5th 7th | <25 4th 6th 2nd 14th 3rd 34th
[/Adj][Nom] [/N][Acc]
(V] [IVI[Inf] 10th | 68th 35th Ist | 29th 4th 3rd 5th | <25
[/Cnj] [/N][Nom]
6th | 81th 5th 15th | 13th 6th 4th | 10th 2nd
[/V] [/V][Inf] !
[/V1[/VI[Inf]
[/Det|Art.Def] 11th | <25 4th 5th | 16th | <25 2nd | 13th 4th
[/N][Acc]
nem 'not’ [/N][Nom]
7th 6th | <25 16th 7th | <25 20th 8th | 33rd
[/V1 [/V][Inf] '
de ’but’ nem 'not’
[/V] /VI[Inf] 13th 5th | <25 32nd 3rd 10th 35th 6th | <25
ha ’if’ [/N][Acc]
Oth | <25 | <25 10th | 30th 11th S5th | 42th | <25
[/V] [/V][Inf]

Table 4: The top 10 bags of words in total and their frequency position by auxiliary verb type (WebCorpus 2.0).
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Abstract

A defamatory email is received from an anonymous mailer—who wrote it? When confronted, the presumptive author denies having
anything to do with it. By studying the style in which it was written, it may be possible to determine (with high accuracy) whether it
really was written by that person. But what if we got it wrong? A wrong decision, especially a legal decision, could be a horribly
unjust experience. This paper discusses the role of formal consensus standards in forensic science and how they can be applied to
improve the practice of stylometric analysis within and also outside the legal system.

Keywords: stylometry, forensics, text analysis, standards

1. Introduction

Stylometry is an important developing field in NLP
research. By looking at the writing style of a document,
one can identify the author with reasonable accuracy.
Given how common documents and documentary evidence
are in the legal system, it is unsurprising that courts are
increasingly accepting of evidence obtained through
stylometry—Ainsworth and Juola (2019) list more than a
dozen example cases that hinge on questions of authorship.

However, the consequences of a judicial decision can be
significant, and a wrong decision can be a disaster. This
paper discusses issues of reliability in the context of
forensic science generally, with particular attention paid to
issues in NLP and stylometry, and discusses how
consensus standards created to address other issues of
reliability in forensic science can be used to improve
reliability in our fields.

2. Background

2.1. Stylometry

Stylometry, also called stylistics or simply authorship
attribution, is the analysis of the language and writing style
of a document to determine the author (or, failing that,
attributes of the author such as nationality, age, gender,
etc.) In some sense, it is the reverse of common NLP tasks
such as sentiment analysis: instead of identifying common
meanings irrespective of individual expressive quirks, it
focuses on stylistic quirks independent of context or
meaning. Like sentiment analysis, it is often structured as
a machine learning classification task where the analysis
identifies patterns in a training set, to be searched for in as
set of questioned documents, and the results of the search
yield a classification of these documents.

Stylometric theory hinges, ultimately, upon a theory of
language choices. “[Florensic authorship attribution begins
with the linguistics-based premise that language users have
individual preferences and habits that determine their use
of language.” (Ainsworth and Juola, 2019) As Coulthard
(2013) puts it, “all speaker/writers of a given language
have their own personal form of that language, technically
labeled an idiolect. A speaker/writer's idiolect will
manifest itself in distinctive and cumulatively unique rule-
governed choices for encoding meaning linguistically in

the written and spoken communications they produce.”
For example, Mosteller and Wallace (1963) were able to
show clear and persistent differences in the frequency of
common English words between the writers of The
Federalist Papers, even among words that were part of
their shared vocabulary.

In the past thirty years, there has been a great increase in
the amount of research in this area and a corresponding
improvement in the potential applicability and accuracy of
stylistic analysis. In this paper, we focus specifically on
stylometry as a form of legal evidence. For example, the
words used in a ransom note could reveal the identity of
the kidnapper (Shuy, 2001), or the writing style of a piece
of email could show fraudulent and forged evidence
(McMenamin, 2010). Stylometry has even helped to solve
murders (Chaski, 2005; Grant, 2013). But at the same
time, we must ask ourselves whether the courts should be
relying upon stylometric evidence. Or, perhaps more
accurately, we should be asking ourselves—because courts
will continue to rely on stylometric evidence regardless of
our wishes—how best to ensure that stylometric evidence
can be relied upon.

2.2. Forensic Science and Reliability

The (US) National Academies and National Research
Council (2009) recognized in an influential report that
“significant improvements are needed in forensic science”
(generally), that too many unreliable reports are admitted,
and that “faulty forensic science analyses may have
contributed to wrongful convictions of innocent people.”
Forensic odontology/bitemark analysis, in particular, was
singled out as having “no evidence of an existing scientific
basis.” The President’s Council of Advisors on Science
and Technology (Lander, 2016) agreed that there were
issues with the validity and reliability of many forms of
forensic science— “It has become apparent, over the past
decade, that faulty forensic [analysis] has led to numerous
miscarriages of justice.” (For example, a study of hair
comparisons in criminal cased “revealed that 11 percent of
hair samples found to match microscopically actually
came from different individuals” when DNA was
compared.) PCAST drew a key distinction between
“foundational validity,” showing that “a method can, in
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principle, be reliable,” and “validity as applied,” showing
that the method has been reliably applied in a specific
case.

Numerous studies have shown that stylometry is
foundationally valid, with a well-developed theory as
discussed above and numerous formalizations and
software packages that will reliably perform with usefully
low error rates. However, not all analyses submitted to
courts are reliable (Rudman, 1997; see also the following
section). Human error, bias, and ignorance may result in
problematic analyses, faulty reports, and wrong
conclusions. Among PCAST’s recommendations are the
development and establishment of standards of practice,
best practices, and protocols to minimize the chances of
such errors.

2.3. The Yukos Report Controversy

The Yukos case' (Coulthard, 2022; Grant, 2022) is recent
illustrative example. As Grant (2022) puts it, “In 2005,
HVY, a consortium of former owners of 60 per cent of the
Yukos oil company, took the Russian Federation to the
Permanent Court of Arbitration in The Hague. In 2014, a
tribunal — comprising three arbitrators along with tribunal
assistant Martin Valasek — found that the Russian
Federation had illegally seized assets from Yukos, and
awarded HVY USS$50 billion in compensation.” The
Russian Federation contested this finding on, among other
grounds, the basis that the awards document had been
illicitly written by an unauthorized person. As of this
writing, the appeals continue—with more than $50 billion
at stake.

Many researchers (Coulthard, 2022; Grant, 2022; Juola
and Napolitano Jawerbaum, 2022) have analyzed the
expert reports supporting this claim of illicit authorship
and found them wanting. Among other issues, they have
found eight questionable assumptions or methodological
flaws in the reports, some of which can only be
characterized as “rookie mistakes.” For example, the
training data have not been shown to be representative of
the disputed award document; the documents in question
are not pure samples of the relevant authors’ writings,
being (like most legal documents) full of quotations from
the law or other cases, and the samples may not be large
enough to provide sufficient statistical power. Indeed, the
two reports in question, while agreeing on the main fact of
authorship, disagreed with each other on enough other
points to be largely contradictory.

Given these flaws, it is the authors’ contention that the
report should not have been admitted into evidence, and
that, even if admitted, should have been largely ignored as
unreliable. In other words, even though stylometry may be
foundationally valid, it is not, in this case, valid as applied.
However, admission decisions are made by judges, not by
domain experts. How could the judges be educated
effectively in such matters?

! Formally: HVY v. The Russian Federation [2020] —
Hulley Enterprises Limited (Cyprus), Veteran Petroleum
Limited (Cyprus), Yukos Universal Limited (Isle of Man) v.
The Russian Federation [2020] The Hague Court of
Appeal Case No. ECLI:NL: GHDHA:2020:234, Judgment
dated 18 February 2020.

For scholarly publications (conference presentations and
journal articles), the peer review process provides
validation, if partial and not-completely-reliable, of the
quality of the information. In the legal system, there are
usually no “peers” to review and the quality judgments are
made by the judge.

3. Standards and Practices

3.1. Standards in the Legal System

In most legal systems, the admissibility of scientific
evidence is covered by rules of evidence. Although these
rules are administered by judges, they usually follow a
reasonable layman’s understanding of the scientific
process and scientific validity. In the United States, in
particular, scientific evidence is controlled by the Daubert?
rule, which suggests several factors for the court to
consider as part of an admissibility decision: “(1) whether
the scientific theory behind the evidence can be (and has
been) tested; (2) whether the theory behind the evidence
has been subjected to peer review; (3) the known or
potential rate of error for the methods used to generate the
evidence; (4) the existence and maintenance of standards
controlling the technique’s operation, and (5) whether the
technique has achieved general acceptance in the relevant
expert community.” (Ainsworth and Juola, 2019). Of
course, this specific standard does not apply world-wide,
but most jurisdictions have similar reliability requirements
for admissibility. For example, the UK Crown Protection
Service’s guidance for expert evidence (Crown Protection
Service, 2022) states that the expert’s evidence is
admissible only if it is “‘reliable,”” and specifically cites
case law\footnote{Lundy v R [2013] UKPC 28} to
enumerate four factors very similar to the Daubert factors,
including the standards question.

As discussed above, there is a well-established theory of
how stylometry works (factors 1 and 2) (Coulthard, 2013)
a substantial body of empirical work measuring error rates
(factor 3) (Juola, 2006;Juola, 2021), and a relevant expert
community (factor 5) including the audience of the present
paper.

The fourth factor should be of interest to this
community. Rules for expert testimony exist precisely
because it is not reasonable to expect legal practitioners to
know the details of all other scholarly disciplines. As a
simple example, simple classification tasks are often
handled by #-tests (Student, 1908), using estimates of
group means and variances. The #-test is understandable,
easy to use, robust, and powerful. However, it assumes
that the underlying data is normally distributed. With
small samples of data (as is typical of forensic problems)
and non-normal data (for example, as in potentially co-
authored data), the analysis may prove unreliable or
incorrect. This is well-understood by any statistician, but
not necessarily by everyone who can use the T.TEST()
function in a spreadsheet, or by everyone who may read
the report that contains such an unreliable statistical
practice.

2 Daubert vs. Merrell Dow Pharmaceuticals, Inc. 509 U.S.
579, 593-97 (1993).
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Despite numerous critical analyses of individual practices
(see, for example, Rudman, 1997), the stylometric
community has not embraced the idea of codifying best
practices in a citable and teachable form. There is no
“handbook of stylometry” or “lab manual for authorship
attribution,” nor are there any easy ways for lawyers and
judges to learn how to distinguish good science from bad.
In many other types of forensic science, this role is played
by community standards, formal document written by
expert working groups, reviewed and commented upon by
interested parties, and finally published as formal
statements that represent the “consensus” of what is and is
not acceptable.

3.2. Standards-Making

Both the NRC and PCAST recommended that forensic
science communities should establish voluntary standards
and guidelines for the improvement of reliability and
validity. As the NRC wrote, “standards and best practices
create a professional environment that allows
organizations and professions to create quality systems,
policies, and procedures and maintain autonomy from
vested interest groups. Standards ensure desirable
characteristics of services and techniques such as quality,
reliability,  efficiency, and consistency = among
practitioners.” One example of this process is the 2015
creation by the American Academy of Forensic Sciences
of an “Academy Standards Board,” with the remit of
developing standards and similar documents that represent
the consensus opinions of practitioners and stakeholders in
a variety of areas. Current “consensus bodies” include
Anthropology, Bloodstain  Patterns, Crime Scene
Investigation, DNA, and many others. While Stylometry
does not have a CB of its own, there is a Forensic
Document Examination Consensus Body. Normally,
FDEs are asked to opine upon physical documents—e.g.
“questioned document examination involves the
comparison and analysis of documents and printing and
writing instruments in order to identify or eliminate
persons as the source of the handwriting” (NRC, 2009).
However, many of the questions asked of document
examiners—did this person write this document?—are also
asked of stylometrists, and thus the document examination
standards may be useful as models.

While the process of creating a standard can be complex,
there are some key factors that practitioners should
understand. First, standards created by the AAFS ASB
and similar organizations are voluntary—there is no law or
professional rule requiring that they be followed.
However, if judges and lawyers are aware of a published
standard, they can certainly compare the report against the
standard, and ask a testifying expert some pointed
questions if there appear to be discrepancies. This
provides an enforcement and gatekeeping function where
it is needed (in court, taking important decisions with real-
world consequences) while still allowing freedom of
research and scholarship.

Secondly, the process is designed to establish a broad
consensus among all stakeholders. The membership of the
consensus body ensures that “All appropriate interests that
are directly and materially affected by the standards

activity of the AAFS Standards Board have the
opportunity for fair and equitable participation” (Academy
Standards Board, 2021). Members are chosen to reflect a
variety of interest categories including (among others)
researchers, legal experts, organizations, and users.
Proposed standards go through a rigorous, repeated, period
of public review and commentary, during which anyone in
the world can comment and/or request changes. These
comments must be addressed before publication.

Only after all public commentary has been resolved will
a draft standard be sent to a standards-publishing agency
such as the American National Standards Institute (ANSI)
or the International Standards Organization (ISO). This
helps ensure that proposed standards represent, as broadly
as possible, the scientific consensus and not the narrow
interests of a few (possibly biased) individuals.

Finally, standards themselves come with a built-in
expiration date and must be reviewed and updated on a
regular basis. This should ensure that standards reflect the
current state-of-the-art as scholarship and practice
improves.

Of course, other countries than the United States exist,
but the procedures for establishing standards are broadly
similar in that that they are typically a lengthy process
involving multiple rounds of consultation by domain
experts followed by public commentary and revision.

3.3. Standards Content

What lessons can we draw from the existing FDE
standards? For example, one recently published standard?
(related to the analysis of handwriting, for example, in the
case of a possibly-forged signature) requires (in section
6.2.5) that “[t]lhe examiner shall analyze the submitted
item(s) to determine sufficiency relative to the scope.” In
simpler language, the examiner should make sure that that
s/he has enough data (both training and test) available.
Insufficiency of data was one of the issues raised about the
Yukos reports by Coulthard (2022) and is often a practical
issue in many ML projects generally.

We digress briefly to explain some aspects of standards
language. The word “shall,” in a standard, means that it is
mandatory for this step to be done—an analysis that omits
this step does not comply with the standard, and a smart
lawyer will notice this and ask about it. Furthermore,
applying the principle that “if you didn’t write it down,
you didn’t do it,” a compliant report must include a
statement to the effect that “I checked the data and found it
sufficient because ...” Thus, this standard would not only
have provided a potential critical analysis of the Yukos
reports, but also a relatively simple way to find this
potential flaw.

Similarly, another section (6.4.3) states that “If there are
unresolved inconsistencies within [the data] (for example,
suggestive of multiple writers), contact the submitter for
authentication. If any inconsistencies are not resolved to
the examiner’s satisfaction, discontinue these procedures
for the affected group(s), and report accordingly.” Again,

3 https://www.aafs.org/asb-standard/standard-examination-
handwritten-items. Accessed 2 November 2022.
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this is a “shall” clause, meaning that a standards-compliant
report would have dealt explicitly with this issue.

Furthermore, this standard provides the equivalent of a
checklist. A canny attorney can read the report with the
standards document in hand and note any inconsistencies
with the standards; in the event that a report is offered that
does comply, the attorney can move to block the report
from being admitted on the grounds that it is inconsistent
with the standards and therefore unreliable.

Of course, the standards for stylometric analysis will
vary in detail from the standards for the examination of
physical document; the FDE standard also demands that
that the examiner have magnifying equipment available to
look at pertinent fine detail, something that is probably not
necessary for examination of digital documents. But this
example should make it clear that a simple list of errors to
avoid would create a powerful tool for the gatekeeping to
exclude unreliable evidence, and by extension, to prevent
miscarriages of justice. For example, it is clear that the
Yukos report is littered with external quotations
(Coulthard, 2022). If a similar standard for stylometric
document examination existed, a standards-compliant
report would have dealt explicitly with this issue and
enabled the lawyers to argue over whether or not the
external quotations had been appropriately dealt with. A
noncompliant report would have been a red flag for
potential exclusion as above. In either case, the Yukos
litigation would have gone differently, and presumably in
a more informed way.

It is clear that there is need (or at least, a use case) for
standards in stylometric analysis.

4. Discussion and Conclusions

As stylometry becomes more and more common, and as it
also becomes more and more widely accepted, one can
expect an increase in the number of legal cases that use
stylometric evidence. While one hopes that scholarship
and professionalism mean that the average quality,
accuracy, and reliability go up, sheer volume argues that
more bad analysis will be offered. This paper argues that
by developing and publishing consensus standards through
organizations such as the AAFS ASB (or its equivalents,
including in other countries) can be one key factor to limit
the damage done by bad analyses. By listing elements that
an examiner shall and shall not do (or even “should” and
“should not” do), these standards provide a way for non-
experts to evaluate whether or not a proposed study is fit to
be relied upon.

This gatekeeping role can apply even outside of the legal
system. For example, plagiarism in education is often
dealt with harshly, and a false accusation of plagiarism can
results in serious damage to a person’s career and lifestyle.
To the extent that plagiarism detection systems are not
compliant with the best practices for legal evidence, they
are also of questionable use in making academic decisions.
In general, any decision we would like to be accurate
(which one hopes is most of them) should have positive
answers to most if not all of the following questions:

e I[s there science behind the decision?
e Have other people validated the science?

e  How accurate is the system in practice?

e  Are there standards to make sure you are doing it
right?

e s this a normal use of this particular science?

Otherwise, if there’s no science behind a decision to fail
a student or deny a mortgage, it’s a bad (or at least unfair)
decision.

It is clear that there is need (or at least, a use case) for
standards in stylometric analysis. We are all familiar with
bad analytic practices, but the broader public may not
recognize them as such. Standards, however, will not
write themselves; the research community as a whole will
need to participate in writing them. Indeed, society as a
whole needs to participate in writing them. But the
participation of technical experts is key to creating an
important tool with important public consequences.
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Abstract

This paper describes the current state of text simplification for Ukrainian and presents the analysis of the Ukrainian word complexity
in the text simplification task. All experiments were carried out on the ASSETUKR dataset, which was obtained by translating the
ASSET dataset into Ukrainian and then manually checking the translation. Using ASSETUKR, such features as the number of
syllables, word length, and frequency were analyzed. Experiments have shown these properties can be used to define a complex/simple

term and simplify the text in Ukrainian.

Keywords: text simplification, lexical simplification, Ukrainian language, complex term

1. Introduction

The task of text simplification is not new, but quite
challenging. The main goal of text simplification is to
make complex text accessible to a wide audience by
increasing its readability. Automatic text simplification
(TS) is the process of reducing the linguistic complexity of
a text, so to improve its understandability and readability,
while still maintaining its original information content and
meaning (Saggion, 2017). This task is similar to text
summarization, in which key content is selected to remain
in the summary and other content is elided. In text
simplification, ideally, all relevant content is also
preserved (Al-Thanyyan et al.,, 2021; cf Laban et al.,
2021:1).

Text simplification commonly focuses on two tasks,
which are lexical simplification and syntactic
simplification (Al-Thanyyan and Azmi, 2021). Lexical
simplification attempts to identify and replace complex
words with simpler synonyms. Syntactic simplification
tries to simplify the grammatical complexity by identifying
complicated syntactic structures such as coordination,
subordination, relative clauses, and passive relative
clauses, which may be difficult to read or understand by
certain readers. Text simplification for the Ukrainian
language is not sufficiently developed, this is due to the
limited number of linguistic resources and the
corresponding models. More detailed research on this issue
will be described in the next section.

This paper has the following structure. Section 2 shows a
review of works of lexical and syntactic simplification,
existing lexical resources, and corpora that can be used to
simplify the Ukrainian text. Section 3 describes word
complexity analysis for lexical text simplification in
Ukrainian. This section also presents the new dataset for
the Ukrainian text simplification — ASSETUKR. It can be
used to train the model and evaluate the quality of different
models on text simplification. Finally, in Section 4 the
conclusions and plans for the further development of
models and lexical resources for Ukrainian text
simplification were described.

2. Related Work

Lexical simplification (LS) is the technique that aims to
reduce text complexity by identifying and substituting

complex words with simpler, more understandable,
synonyms without simplifying the syntax of the text.
Typically, this is a four-step process (Al-Thanyyan et al.,
2021; Alarcon et al., 2019): (1) complex word
identification to identify the complex terms in a document,
(2) substitutions generation to produce a list of
substitutions for each one, (3) substitutions selection to
refine those substitutions to keep the most appropriate
synonyms for the given context, and (4) substitutions
ranking to rank the remaining substitution according to
their simplicity. Research on LS can be divided into two
approaches, rule-based and data-driven. The rule-based
approach is the oldest in TS but is still used for languages
where large parallel corpora do not exist in order to allow
for a data-driven approach.

Syntactic simplification (SS) is the task of simplifying
the complex syntactic structures in a text while preserving
its information content and original meaning.

The emergence of models using the architecture of
transformers has made a breakthrough in the task of
simplifying the text. So, the paper (Stajner et al., 2022)
shows the use of various models based on transformers to
simplify the texts. And in the work (Sheang et al. 2021),
the authors paid special attention to the use of the T5
model and did experiments with various control tokens,
such as the account of the frequency of words and their
length, etc. This work also considers the fact that long
words are very often complex.

Regarding the simplification of the Ukrainian language
and studies of the complexity of terms, in the works
(Cherednichenko et al., 2018, 2021) the authors presented
their studies of the complexity of terms in the medical
domain.

Thus, the main problem for the development of text
simplification models of the Ukrainian language is the lack
of a special dataset that can be used both for validation and
for tuning the simplification model.

3. Word Complexity Analysis

This section provides a description of Ukrainian word
complexity estimation in the text simplification problem.
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3.1. Data Description

In this work, the experiments used the ASSET dataset. It is
a dataset for evaluating Sentence Simplification systems in
English with multiple rewriting transformations (Alva-
Manchego et al., 2020). The authors of the dataset
extended TurkCorpus (Xu et al., 2016) by using the same
original ~ sentences, but  crowdsourced  manual
simplifications that encompass a richer set of rewriting
transformations. The corpus is composed of 2000
validation and 359 test original sentences that were each
simplified 10 times by different annotators. Hereinafter,
we will name the original sentences “original”, and those
that were created by the annotators “simplified”.

The original dataset is presented in English, but we need
a Ukrainian dataset for our experiments. Accordingly, we
translated the ASSET! dataset into Ukrainian and
manually checked all sentences. For the translation used
the Helsinki-NLP/opus-mt-en-uk model’. The quality of
translation is rather high. However, there were still
inaccuracies in the translation, so the entire dataset was
checked manually by two native Ukrainian speakers.

During text translation, questions arose about how to
translate proper names from English into Ukrainian. It was
decided to translate those terms for which there is an
established translation in Ukrainian. Proper names such as
company names like Sunflowers, NRC, CMLN, World
Working Entertainment were left unchanged in English.
Such proper names as E00i Ieppepo, Panuo-Ilanoc-Bepoe,
Azopcwruil nisocmpis, Bixinedis were translated.

This dataset is downloaded on GitHub®. We named it
ASSETUKR. This dataset not only allows for the analysis
of complex and simple Ukrainian words, but its main focus
is to evaluate various methods for text simplification in
Ukrainian. Examples of some sentences from the
ASSETUKR are presented in Table 1.

Datasets Sentences

ASSET The New York City Housing
Authority Police Department existed
from 1952 to 1995.

ASSETUKR |ITomiueiicbkuii Bifin
NPaBOOXOPOHHUX  opraHiB  Hbio
Mopxa icayBas 3 1952 1o 1995 pik.
Saint Martin is an island located in the
Caribbean, 300 km east of Puerto
Rico.

ASSETUKR |Cesituit  Maprin — 1e ocTpiB y
Kapubcbrkomy mopi, 300 kiomeTpiB
Ha cxiz Big [Tyepro-Puko.

ASSET

Table 1. Examples of sentence translation from English to
Ukrainian.

Fig. 1 and Fig. 2 show information about of ASSETUKR
dataset: total number of sentences, number of tokens, and
average number of tokens per sentence for validation and
test parts of the dataset. The average token length in

!https://github.com/facebookresearch/asset

2 https://huggingface.co/Helsinki-NLP/opus-mt-en-uk
3 https://github.com/olgakanishcheva/Ukrainian-Text-
Simplification/tree/main/ASSETUKR

“Original texts” is 5.74 and 5.63 in “Simplified texts”.
These values were received on the lists of unique tokens.

For all data, the coefficient of the text syntactic
complexity was calculated by the formula (1).

P
K=1-_, (1)
where K is the coefficient of syntactic complexity, P is the
number of sentences, W is the number of words in the
entire text. The larger the fraction (within [0;1]), the more
verbose the sentences of such a text are in general, and
therefore, the higher the possibility of a variety of syntactic
relations between words in a separate sentence.

Value
Original texts (valid) 13,12
Simplified texts (valid) 9,04
Original texts (test) 13,93
Simplified texts (test) 9,06

Table 2. The coefficient of syntactic complexity for all
subsets of ASSETUKR.

Table 2 shows that the syntactic complexity of the
simplified Ukrainian texts is much less than that of the
original texts. Thus, the translation process of the ASSET
dataset into Ukrainian did not affect the text complexity.
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Fig. 1: The statistical information of the ASSETUKR
dataset (validation dataset)
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3.2. Features of Complex Word

The works (Al-Thanyyan et al., 2021; Sheang, 2021)
present various features that allow one to identify a word
as complex and then search for its synonyms and simplify
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it. Almost all authors identify the following features: the
number of syllables in a word and the frequency of use
(usually in some corpus). However, these are mainly
works related to English, Spanish, etc. For the general text
simplification of the Ukrainian language, such research has
not been conducted, and just the presence of the
ASSETUKR corpus allows us to analyze complex and
simplified data in the Ukrainian language.

Many works on lexical simplification point to the fact
that complex terms usually have a low frequency of use.
The frequency of use is usually taken from the corpus of
the language for which the lexical simplification is
performed. For example, in the work (Sheang, 2021) the
authors wrote “word length can be an additional factor as
long words tend to be hard to read. Moreover, corpus
studies of original and simplified texts show that simple
texts contain shorter and more frequent words”.

For the Ukrainian language, the most popular is the
GRAK* corpus (General Regionally Annotated Corpus of
Ukrainian) (Shvedova, 2020). It’s the largest and most
comprehensive corpus of Ukrainian as of today. GRAC is
a large representative collection of texts in Ukrainian
accompanied by a program that enables customization of
subcorpora, searching words, grammatical forms, and their
combinations as well as post-processing of the query
results. The corpus encompasses the timespan between
1816 and 2022 and includes more than 130,000 texts by
about 30,000 authors. All frequency values of Ukrainian
words for experiments were obtained from this corpus.

3.3. Experiments

All the obtained experiments were carried out on the
ASSETUKR corpus, which contains original sentences in
Ukrainian and their corresponding simplified sentences.
For each original sentence, there are 10 simplified variants
of the sentence.

The original data and the simplified data were processed
separately. In the beginning, splitting into sentences,
removing punctuation, tokenization, and lemmatization
(data preprocessing) were realized for each string.

At the next stage, these tokens were analyzed for the
number of syllables, since this feature is one of the most
significant in determining the word complexity. The
results of the experiments are presented in Table 3.

Table 4 shows the same data but as a percentage. From
the obtained results, it can be seen that in simplified texts,
compared to the original ones, the number of words with
two syllables decreases, but the number of words with 4 or
more syllables slightly increases. Perhaps this is due to the
peculiarities of the Ukrainian language, and once again
proves that the number of syllables cannot be the only
feature that determines the term complexity.

Certainly, the number of syllables affecting the lexical
complexity is also true for the Ukrainian language as for

'‘comparable’, 'block’) have more than three syllables and
are hard to understand.

Number of tokens
2 syllables |3 syllables |4 and more
syllables

Original 3010 2233 2445
texts (valid)
Simplified [6033 4552 5736
texts (valid)
Original 958 687 725
texts (test)
Simplified |2040 1567 1823
texts (test)

Table 3. Information about the token’s syllables.

Percent
2 syllables |3 syllables |4 and more
syllables

Original 39.15% 29.05% 31.80%
texts (valid)
Simplified [36.96% 27.89% 35.14%
texts (valid)
Original 40.42% 28.99% 30.59%
texts (test)
Simplified |37.57% 28.86% 33.57%
texts (test)

Table 4. Information about the token’s syllables in percent.

There are such words as ‘sinox’, 'cydos’, 'sumip’, xio’,
'puc', 'oposa’, 'exio', 'wmou', 'smax' (en. translation:
‘wreath', 'judge', 'measure’, 'course', 'rice', 'firewood',
‘entrance’, 'key', 'sign') they are simple. But there are
exceptions, for example, words have many syllables, but
are quite common in use, or words are short, but rarely
used. For example, complex words 2 syllables 'cnipany’,
‘propa’, 'kpamep', 'wamynep', 3om0' etc. (en. tramslation
'spiral’, 'flora’, ‘crater’, 'chancellor’, ‘probe’).

For example, simple words with 3 or 4 syllables
'nonosuna’, 'pyrasuuka’, 'icmopis’, 'Hecamueno’,
'Oeparcasa’, 'cnisauka’ etc. (en. translation 'half’, 'glove’,
'history', 'negative’, 'state’, 'singer’).

Therefore, the next step was to check what frequency
corresponds to words with a large number and with a small
number of syllables. Fig. 3 and Fig. 4 show information
about syllable numbers and frequency in the example of
one complex file and corresponding simple file.

The list of lemmatized Ukrainian words with their
frequency was obtained on the GRAK corpus. The value
of 5000 was taken as the threshold frequency value,
however, experiments were carried out with other values.
However, the proportional distribution between the

t'he other l'anguagefs. For w'examplc'a,. words hk? number of syllables and frequency has almost always been

'npononyeam'u, ' byosaKkosutl’, / eld?erMumuCﬂ; similar.

HEnasMUcho, - nepemeopiolotiL, frocuaamuci , Figures 3 and 4 show that in the simplified texts, there

modepuizyeamu’,  '3a60pyuienns’, rausniusosuiul,  are more words with two syllables, and the number of

nopienannuil’, 'sabnokyeamu’ (eng. translation: ‘offer’, ords with three or more syllables has decreased.

thistle',  'separate’,  'inadvertently',  'transforming’,  In (Qiang, Jipeng et al., 2020), Zipf's law is used to

reference’, 'modernize’, 'riot’, 'the most influential, gelect the best simple candidate to replace a compound
word in a text. We also analyzed the distribution of words
according to Zipf's law in the ASSETUKR dataset and

4 http://uacorpus.org/Kyiv/ua identified that not always a simple word has a coefficient
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higher than a complex one. This assumption works for a
large number of words. For example, the word
“excrpaopaunHapHuii”/’extraordinary” has a  higher
frequency in the GRAC corpus than the word
“octpi”/“island”. And there are many such examples.

600

IS
o
©

500
400

200 169
100 74 %
&7

1 syllable

AN

more than 3
syllables

2 syllables 3 syllables

% frequency > 5000 4 frequency < 5000

Fig. 3: The frequency and syllable numbers of
complex texts

500
450
400
350

288
100 282
" e os]
250 333 239 2$ed 236
2223 352 5
178 *4e roed
200 44 352
+44 reed
150 +44 352
+44 reed
69 33 2441
100 8844 o4
rvvy +44 S22
50 1322 44 352
1322 +44 222
0 reeq e [222)
1 syllable 2 syllables 3 syllables more than 3
syllables
T frequency > 5000 X frequency < 5000

Fig. 4: The frequency and syllable numbers of
simple texts

4. Conclusions

This paper describes the ASSETUKR corpus that can be
used for the Ukrainian text simplification task. It was
obtained by translating the ASSET dataset into Ukrainian,
followed by manual verification of the translation. The
resulting dataset can be used both for validating models to
simplify the Ukrainian text and for fine-tuning models.

As part of this work, an analysis of complex and
simplified texts in the ASSETUKR dataset was also
carried out. The analysis was aimed at understanding
whether it is possible to use such features as the number of
syllables, word length, and frequency to identify a
complex term and, in general, whether these features affect
the complexity of the text or not. The conducted
experiments showed that this is practically indeed the case,
these features are important for the task of simplifying
texts in the Ukrainian language.
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Abstract

Until recently, most basic research in Natural Language Technology (NLT) has been performed on “major” languages such as
(predominantly) English but also German, Japanese, Chinese, French, and Spanish. At the same time, Low-Density Languages (LDL)
are competing to take advantage of modern digital technologies implemented in high-quality computing systems. As a result, the long-
term viability of languages not specifically supported by NLT is at risk, which can lead to digital extinction.

We discuss the development of a crucial NLT tool: a Feature-Based Context-Free Grammar (FCFG) or Featured Grammar parser for the
Less-Resourced Georgian language. Generative lexicalized parsing models, which are the mainstay for probabilistic parsing, do not
perform as well when applied to languages with free word order or rich morphology. Based on the syntactic valency property of the verb
and language-specific features such as productive morphology, we designed a prototype FCFG parser for automatic syntactic

chunking/shallow parsing of the Georgian clause, which we present here.

Keywords: Less-Resourced Languages, Georgian Language Processing, Feature-Based Grammar, Syntactic Parser

“The Georgian verb is a sentence in miniature”.
Arnold Chikobava

1. Introduction

Human languages, supported by key software products
offering powerful computational facilities for text
processing, provide almost unlimited access to information
in those languages. To the extent that language technology
becomes involved, giving explicit access to the particular
languages in which content is transmitted, it becomes an
important key to a language’s future. The long-term
viability of languages not specifically supported by
Language Technologies (LT) is therefore put at risk and
they can seriously face digital extinction.

There are a multitude of academic grammars and
dictionaries of the Georgian language designed for human
users. However, computational resources and applications
currently available for Georgian text processing are still
limited.

This paper presents an undertaking for developing
computational applications involving Georgian in order to
fill a gap with computationally well-equipped languages
and to lower the current scarcity of technological resources
for Georgian text processing.

Here, we will focus on a crucial tool for the Georgian
language - a shallow syntactic parser drawing on the
Feature-Based = Context-Free Grammar (FCFQ).
Generalized lexical models do not seem to be as easily
adaptable to languages with rich morphology and such a
different language-specific property as free word order.

Georgian is an agglutinative language that uses both
suffixing and prefixing for wordform production. Since
morphological analysis is one of the basic concerns for
agglutinative languages, a morphoparser is considered an

indispensable computational tool for Georgian text
analysis.

The initial step for building FCFG for the unsupervised
syntactic analysis of Georgian clauses is a morphological
parser that is capable to tokenize, POS tag, and lemmatize
the Georgian text.

2. A finite-state morphological
parser/POS tagger for Georgian

The first version of the morphological transducer for
Georgian developed a decade ago drew on XEROX finite-
state libraries (Kapanadze, 2010). FST techniques have
been very popular and successful in computational
morphology and other lower-level applications in natural
language engineering. The basic claim of finite-state
approach is that a morphological analyzer for a natural
language can be implemented as a data structure called a
Finite-State Transducer (Beesley and Karttunen, 2003).
The finite-state approach is built around two practical
concepts: constructing lexicographical descriptions of the
language using a tool called Lexc and expressing
morphophonological variations as regular expression rules.
Lexc supports a simple right-linear morphosyntactic
grammar  formalism.  Consequently, for every
morphological description, we have collections of lexicons
(lists of morphemes) that start with a root lexicon. Each
morpheme in a lexicon has continuation lexicons, which in
turn determine the set of morphemes that can succeed the
morpheme (Drobac et al., 2014).
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Derived from the Georgian conventional grammar, this
means that each collection of lemmas for nouns, pronouns
and adjectives is considered as a single Root lexicon
(N_St). Each entry of the corresponding Root lexicon can
be succeeded by a plural morpheme (PL_MK) that in turn
must be succeeded by a lexicon of seven case markers
(C_MK) possibly followed by postfixes (PSTF). Some of
those morphemes can be followed by a so-called emphatic
vocal (Eph_V) and emphatic particles (Eph_ PT) at the end
of a wordform.

N_St + PL_MK + C_MK + Eph_V + PSTF + Eph_V + Eph_ PT

In the above scheme, mandatory lexicons are in bold and
the optional ranks in the noun patterns are indicated by the
fonts in cursive.

For the Georgian verb, a similar scheme can be depicted
as a chain of interconnected lexicons marked with alphabet
letters:

A+B+C+ROOT+E+F +D+ H+G

A is a lexicon of optional preverbs containing also a null
allomorph manifested in the present tense (an uncompleted
aspect) group. They can be succeeded by B lexicon of verb
subject-object marker morphemes, which in turn are
succeeded by a C lexicon of passive-active mood
morphemes. The last two lexicon entries are in
complementary distribution with each other. Just the fourth
lexicon in the row ROOT is a lexicon of verb stems. Every
verb stem can be succeeded by five lexicons (E+F+D+H+G)
of suffixes. All in all, a single Georgian verb may be built
from left to right as a chain of morphemes from nine
lexicons including a verb stem.

To prevent combinatorial blow-ups in lexical
transducers, special symbols - an extension of the Xerox
finite-state implementation - “flag diacritics” are used.
They provide feature-settings and feature-unification
operations that keep transducers small and simplify
grammars. Flag Diacritics are also used for “long distance”
constraints on the co-occurrence of morphemes within
words. They are normal multi-character symbols that
appear in strings. However, they do not match against the
symbols of the input string, and they do not appear in the
output string. A network saturated with Flag Diacritics
typically contain many illegal paths that would normally
result in overrecognition. Flag Diacritics allow to block
illegal paths at runtime by keeping the transducer small
(Beesley and Karttunen, 2003).

During the morphological transduction, the tokens of the
plain input text are annotated with necessary morphological
features, since morphological analysis is one of the basic
challenges for agglutinating languages. It provides useful
clues for resolving syntactic ambiguity, and the parsing
model should have a way of utilizing these hints. A lexicon-
based parse engine has been oriented to highlight aspects
of the predicate-argument structure of the Georgian clause.
It captures the specifics of the Georgian verb manifesting
rich structural clues (the syntactic valency and the
predicate-argument structure) as “a sentence in miniature”
(Chikobava, 1928).

An output of the morphoparser after reimplementation
of the initially developed lexical transducer for Georgian,

as a deterministic part-of-speech tagger, is capable to
produce a morphologically annotated Georgian corpus
achieving almost 100% accuracy after manual
disambiguation.

A tokenized, lemmatized and tagged output for a small
Georgian clause:

“Jogngdds Mombastoom 3oggdl bodstoeng” (1)

(Lit. “let [you] women tell [the] men [the] truth”)
looks as follows:

Joegods

<lemma='gs¢gw' morph="Pl.Erg" pos="NN"/>

<lemma='gsgw' morph="Pl.Erg" pos="NN"/>
MObIHOM
TV [VAL=EDN, SR=1,voice=ACT,mood=IND, prs=P13]
35690

<lemma='g3s3' morph="Pl.Dat" pos="NN"/>
LodsGogng

<lemma='bodsGmg' morph="Sg*.Nom"
pos="NI"/>

<lemma='b0odsGmgg' morph="Sg*.Voc"
pos="NI"/>

<lemma=1" pos="$."/>

Tokens are annotated with POS tags such as Normal Noun
(NN), Transitive Verb (TV), Infinitival Noun (NI) and end
of clause ($.) without lemma.

They are saturated with morphological features of
number Pl(ural) and Sg*(singular tantum) for Infinitival
Noun; case characteristics - Ergative (Erg), Dative (Dat),
Nominative (Nom) for Normal Nouns. Punctuation marks
(pos="8$,"/ pos="8$.") and tokens without inflections are
tagged with lemma ="--".

Transitive Verb is annotated with features for Syntactic
Valency (VAL) characteristics such as
E(rgative)D(ative)N(ominative), Tense form (SR=1),
voice=ACT(ive), mood=IND(icative) and person prs=P13
(3" person plural).

The next step is a manual disambiguation of the tagged
text, since the token ’Jogmgdds’ can be lemmatized as
lemma="gsew’ for two source lexical entities — ‘Jsewo’ (a
woman) and ‘gogws’ (a skull). Another token with
morphological homonymy is ‘Gods6oxmg’ that is annotated
with Nom(inative) and Voc(ative) case features. In this
specific case it is assigned the Nominative case feature.

3. A syntactic chunker for unsupervised
parsing of the Georgian clause

Shallow syntactic parsing (also known as Chunking) aims
at identifying syntactic constituents like a noun or a verb
phrase within a clause. Theoretically, it can consist of a VP
(Verb Phrase) and n mandatory NPs. The number of NPs
in the clause (resp. graph/tree) is determined by the
syntactic valency (VAL) parameter of the Georgian Finite
Verb Form. VAL is inferred in the process of
morphological analysis of the Georgian text, unlike the
Discriminative Parsing procedures used for German
(Versley and Rehbein, 2009) in which syntactic
information is determined from a special Weighted

127

Contents



Contents

Constraint Dependency Grammar Parser lexicon. Using
information from the WCDG parser for German (Foth and
Menzel, 2006) verbs are marked according to the
arguments that they can take.

However, a “static” source in the form of a lexicon would
not work for Georgian verbs, since their syntactic valency
frame may change according to the series as suggested in
Table 1. Therefore, for each finite verb, it is determined
“on the fly” in the process of morphological analysis.

Derived from valency data/syntactic frames, one can
perform automatic shallow parsing to produce chunks of
text as NPs. They can be constructed as the maximal
projection (using the longest match rule) of a head word_j
(normally noun or equivalent) of the corresponding NP _j.

Pursuant to syntactic valency and case marker
distributions of NPs across the 3 series adopted in the
Georgian academic grammar, a table is suggested that
specifies syntactic frames for 14 clusters of Transitive (TV)
and Intransitive (ITV) verb sets:

Cluster I serie II serie 111 serie

1/ 1TV VAL=ND VAL=ED VAL=D (D+postf)
2/ 1TV VAL=N VAL=E VAL=D

3/ TV VAL=ND VAL=ED VAL=DN

4/ 1TV VAL=ND VAL=ED VAL=D (D+postf)
5/ TV VAL=NDD | VAL=EDD VAL=DN (D+postf)
6/ ITV VAL=N VAL=N VAL=N

7/ 1TV VAL=ND VAL=ND VAL=ND

8/ ITV VAL=N VAL=N VAL=N

9/ 1TV VAL=N VAL=N VAL=N

10/ ITV VAL=ND VAL=ND VAL=DN

11/ 1TV VAL=N VAL=N VAL=N

12/ 1TV VAL=DN VAL=DN VAL=DN

13/ ITV VAL=D VAL=D VAL=D

14/ ITV VAL=0 VAL=0 VAL=0

Table 1. Syntactic frame distribution for Georgian verb
sets.

In the table the valency parameter (VAL) points to verb
arguments (resp. syntactic valency). Their number can vary
depending to the verb transitivity and series. As it can be
observed, VAL for cluster 1/ITV and 4/ITV in the I serie
are bi-valent, though, in the III serie it is reduced to a
monovalent verb as the second argument is inflected with a
postfix (D+postf) and, consequently, it may not be identified
as a syntactic place holder or syntactic argument in the
verbal frame.

The same phenomenon can be traced also for cluster
5/TV with transitive verbs, which from a trivalent option in
the I and II series is represented as a bi-valent invariant in
the III serie with (D-+postf).

The capital letters in VAL parameter stand for the case
markers of the head words in consequent NP phrases,
which number (») in a clause can vary as [0,1,2,3]:

If n=I, the consequent NP phrase as a maximal
projection of its head word is assigned a syntactic function
of Subject.

If n =2 with transitive verb, clausal constituents NP1 and
NP2 (derived from consequent head words’ case markers)
will be labelled as maximal projections of a Subject and a
Direct_Object.

For n=2 with intransitive verb, NP1 and NP2 will be
distributed as maximal projections of a Subject and a
Direct_Object.

With n =3, by default, NP1, NP2 and NP3, depending to
their consequent head word’s case formants, are longest
matches of a Subject, a Direct Object and an
Indirect Object phrasal constituents.

Clauses with zero (‘0’) syntactic valency denoting the
natural phenomena are without any phrasal constituent
(Cluster 14 in the table).

We already mentioned that in some VAL parameter
samples the parentheses contain the case marker (D+postf)
of a head word for NPs that may appear for specific verb
clusters (1,4,5) in the III serie presented in the Syntactic
frame distribution in Table 1.

The verb Transitivity in the suggested shallow parsing
scheme is a redundant feature. It is included in Table 1 just
to refer to the grammatical characteristics used in
traditional syntactic analysis systems for most natural
languages.

Once all the mandatory and optional constituents as NP’s
maximal projections are identified in a clause/sentence,
applying production rules, a syntactic parser can produce a
shallow syntactic parse tree of a clause/sentence under
analysis.

Drawing on the sketched principles and compiled
Grammar with the Lexical production rules for Georgian
text, the NLTK libraries come into play for the automatic
construction of morphologically and syntactically
annotated shallow parse trees. Production rules can be
created completely manually or semi-automatically, where
a parser assigns some syntactic structure to a text that is
then checked by linguists and, if necessary, corrected.

The number of NPs in a clause (resp. graph/tree) is
determined by the syntactic valency of a head verb of the
clause, identified by the morphoparser and percolated as a
feature in VP. The annotated text is usually in a form of
syntactic bracket labelling so that the pre-processed
sentence will be grouped into a hierarchical form of phrase
structure.

An instance of NLTK output of clause (1) as a syntactic
tree is introduced in Fig. 1:

< Tree(S[], [Tree(NP[SF='SUB'], [Tree(NN[SF=HEAD',
case='Erg'], ['Joqngd8sT)]), Tree(VP[SF='HEAD', VAL="ED'],
[Tree(TV[SF=HEAD', SR=1, VAL='EDN', mood="IND",
prs="P13', voice='ACT'], ['oobs®om'])]), Tree(NP[SF=TOB'],
[Tree(NN[SF=HEAD', case="Dat"], ['35390L'])]),
Tree(NP[SF=DOB'], [Tree(NN[SF=HEAD', case="Nom'],
[bodstorxg D>

Fig. 1: An instance of NLTK output of clause (1)

A more readable output with indented nodes is presented in
Fig. 2:

(sI1
(NP[SF='SUB'] (NN[SF='HEAD', case='Erg' ]dbqpaﬁab) )
(VP[SF='HEAD', VAL='EDN']
(TV[SF='HEAD',SR=1,VAL='EDN' ,mood='IND',
prs='P1l3', voice='ACT'] #ombstrom))
(NP[SF='IOB'] (NN[SF='HEAD', case='Dat'] 3sggol))
(NP[SF='DOB'] (NN[SF='HEAD', case='Nom']
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Lodstoeg ) ))
Fig. 2: An output of the NLTK parser with indented nodes

The same morphologically and syntactically annotated
clause with feature structures as a directed acyclic graph
(DAG) equivalent to Attribute-Value Matrix (ATM) is
depicted in Fig. 3:

[type*="§']

[*type®="NP' ] “type*='VP' ] [ "type” = 'NP" | [ *type”="NP" ]
[SF ='SUB'] SF ='HEAD']  [SF =10B'] [SF ='DOB']
| VAL ='EDN' | N | |
[*type"="NN' ] \ [*type*="NN' ] [*type"="'NN" ]
[SF ='"HEAD'] - . [SF ='HEAD'] [SF ='HEAD']
[case ='Erg' ] type*="TV' | [case ='Dat' ] [case ='Nom']
| g; ="HEAD'] | |
Jomidas o _=1'EDI]\I'] 406000 s
mood ='IND' ]
prs ='PI3' ]
voice ="ACT' |
|
mbatom

Fig. 3: morphologically and syntactically annotated clause
with feature structures as a directed acyclic graph

In the parse process, the NLTK FBG parser generates an
output as a graph of adjacent nodes (resp. adjacent
vertices). Every graph node is linked with the rest of the
graph nodes by edges. The graph mathematically is
described by means of an adjacent matrix. Its elements A4(7j)
=1, if i and are linked by an edge and A4(ij) = 0, if the nodes
are not connected with each other.

The graph reflects two sorts of rules instantiated in the
Feature-Based Grammar: the phrasal-level grammar rules
and lexical rules. The last one builds the nodes saturated
with a bunch number of different features and morpho-
syntactic class labels (resp. POS tags). The ‘type’ feature
on a clausal level denotes the phrasal labels such as S, VP
and NP. The same nodes are supplied also with SF
(Syntactic Function) indicators as SUB (Subject), DO
(Direct Object), and HEAD (Head of clause/phrase).

The VP node contains a grammatical feature TENSE
with a value SR=1 (the First Sery of the Tense Set) and
VAL="END’ that are percolated from the terminal node of
‘type’="TV’ (Transitive Verb). A value ‘END’ of VAL-
feature (syntactic valency) points to

e a case marker (case="Erg[ative]’) of the head
word in the left NP with syntactic function
(SF="SUB’);

e a case marker (case= ‘Nom[inative]’) of the head
word in the last right NP as SF="DOB’
(Direct_Object).

e a case marker (case="Dat[ive]’) of the head word
in the right NP as SF="IOB’ (Indirect_Object).

The general scheme of the graph for phrasal categories
and their syntactic relations in the clause is constructed in
the X-Bar projection tradition (Kornai, 1990). The clause
predicate-argument structure (syntactic functions/labels) is
based on the grammatical concept of syntactic valency, an
analogue of “head feature principle” in (Pollard and Sag,
1994).

Frequently, the Georgian clauses are not complete
sentences, despite the “predicted” syntactic valency by the
finite verb form. Some mandatory phrasal constituents

might be completely dropped, although their meaning in he
clause is compensated for by the finite verb grammatical
form. In Georgian linguistic literature, these kinds of
clauses are referred to as “Incomplete Sentences” (SU).

Theoretically, the Georgian clause, as in other
languages, may also comprise optional NPs which cannot
be “counted” by the verb syntactic valency. However, the
Weighted Constraint Dependency Grammar Parser for
German (Foth and Menzel, 2006) makes use of information
about entries for genitive or clausal complements alongside
which also the accusative and dative complements are
encoded in the WCDG lexicon.

But this is not the case in the proposed FBG parser for
Georgian. In the syntactic analysis process, optional
arguments can be determined by a case marker or an
adjacent postposition formant of the subsequent NP head
word that will be assigned the label of O(rdinal) OB(jects).
As an example with the same verb from clause (1) but with
an alternative syntactic valency distribution, we suggest a
clause:

‘Joergdds Mmbs®oo 353701 Mol Fglabgd’. (2)
(Lit. “let [you] women tell [the] men about [the] war”

The output of tokenizing, lemmatizing and POS tagging
procedures for (2) looks as follows:

Joemqgdds

<lemma='gsqw’ morph="Pl.Erg" pos="NN"/>

<lemma='gsqw’ morph="Pl.Erg" pos="NN"/>
MobsMOom
TV [VAL=EDN, SR=1,voice=ACT,mood=IND,prs=P13]
39300L

<lemma=’353’ morph="Pl.Dat" pos="NN"/>
3ol

<lemma=’' M3’ morph="Sg.Gen" pos="NN"/>
QBglsbgd

<lemma='9glsbgd’ pos="PPS_GEN"/>

<lemma="--" pos="§$."/>

This time, the syntactic parser output will construct a
syntactic tree for an incompleted clause (SU) with bi-valent
syntactic frame, though morphological analysis has
identified the clause head verb (‘mobséom’) with a feature
VAL=EDN for Subject (E), Indirect Object (D) and Direct
Object(N).

[pe=S]
[tpe'=NP']  ['pe'=VP']  [tpe'=NP']  [ype'=NP'] [ ‘type’ = NP |
[SF ='SUB] [SF =HEAD] [SF =10B]  [SF ='DOB] [SF ='00B]
| VAL =ED' ] |
[type’ ="' | \ [pe'='NN ] [type'=NN' ] [ype'sNN'] [ 'type’='PPS GEN']
[SF =HEAD] . [SF =HEAD'] [SF =HEAD'] [SF =WD'] [SF ='HEAD ]
[case =Exg' ] tpe'=W' ] case =Daf]  [case =Nom'] [case ='Gen'] [pos ='PPS GEN]
‘ SF =HEAD'] | ‘ ‘
fomgddy ﬁiL ::1'ED']] 3up00b bodofomgmy miob Bglabgd
mood ='ND']
prs =PI
voice ='ACT' |

qhofon

Fig.4: A sample of a clause with an optional NP assigned
the Syntactic Function of “Ordinal Object” (SF="O0B’)
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At the same time the graph in Fig. 4 presents an
additional NP which by default could not be anticipated as
a syntactic place holder in the clause under analysis. Its
syntactic function is an Ordinal Object (SF="O0OB’) with
two sister edges and consequent two terminal nodes ‘m30b
Bgbsbgd’ (about [the] war’). The second terminal node
(‘Bgbsbgd’) as the head word of the NP with SF="OOB’ is
assigned a Syntactic Function (SF= ‘HEAD?’), whereas the
preceding terminal node as NN ‘m8ol’ is marked with a
Syntactic Function of Modifier (SF= ‘MD’) annotated
morphologically as Normal Noun (NN) in Genitive
(case="Gen’).

4. Conclusion and Future Plans

In the presented paper, we have featured an option for
developing a syntactic chunker/shallow parser for the
Georgian language clause.

As the initial step to the syntactic analysis, we
reimplemented a Finite-State Morphological Transducer
with output in TIGER XML format (Brants and Hansen,
2000) for Georgian text morphological analysis,
lemmatization and POS tagging.

As anecessary step in the syntactic valency-driven FBG
parser implementation, we have studied the Georgian verb
stock from (Melikishvili, 2001). Fourteen verb clusters
with different valency distributions, bound with syntactic
frames, are identified to date. For each cluster, we intend to
compile and train a prototype FBG grammar.

As a syntactic parsing testbed, we have utilized the
broadly recognized open-source library NLTK (Natural
Language Toolkit) developed using the Python
programming language (Bird et al., 2009). To build an
interface between the TIGER XML scheme and an input
format for NLTK, we had to disambiguate manually and
reformat the output of the Georgian morphoparser.

The NLTK output consists of powerful database-
oriented representations for graph structures in which each
leaf (= token) and each node (= linguistic constituent) has
a unique identifier. It visualizes a hybrid approach to the
syntactic annotation issue as tree-like graphs and integrates
annotation according to the constituency representations
(NP, VP, etc.) and functional relations — Subject (SUB),
Head of Phrase (HD), Indirect Object (IOB), Direct Object
(DOB) and MD (Modifier).

For training of the Georgian Feature-Based Grammar
using the NLTK parser, we have built manually the set of
grammar and lexical production rules. To increase the
coverage of syntagmatic patterns used by the future NLTK
Georgian parser, we intend to extract the phrase-structure
grammar rules from a monolingual Georgian TreeBank
(Kapanadze O. and Kapanadze, N., 2017, Kapanadze, et
al., 2022).

Currently the development of a converter that would
automatically reformat the results of morphological
analysis in TIGER XML into the format acceptable for
NLTK input is in its last phase. It will render the developers
an opportunity of linking the proposed two technological
tools into a pipeline in which the output of the
morphoparser will feed the input of the syntactic chunker
engine with necessary data for the automatic building of

morphologically and syntactically annotated phrase
structure trees of the Georgian clause/sentence.
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Abstract
This paper discusses the optimizations of well-known NLP algorithms for the Georgian language (however, it can be useful for a
computer processing of other languages in the future). As the Georgian language is unique, it has such features which are characteristic
only for it. Consequently, the direct application of approaches that work successfully for well-developed languages (English, German,
French, Russian, etc.) may not be sufficiently flexible and effective for Georgian. Or, in some cases, it can give us the same result, but
the amount of work to be done is greater and the process is more complicated (that still leaves a problem). Therefore, we present an
approach that uses the peculiarity of the Georgian language and its grammar as a tool to modify already well-known algorithms, such
as: Minimum Editing Distance (MED), Text Classification, Language Modeling (LM). Generally speaking, we can say that our approach

will work successfully where there is a need to have a words’ corpus.

Keywords: Language Modeling, MED, NLP, Optimization, Text Classification.

1. Introduction

During the previous researches, when we were creating
systems of morphological synthesis and analysis of
Georgian words, it became known to us that about 5000
grammatically correct word-forms can be produced from
the unchanged part of one Georgian word. In addition, the
given word can be considered simultaneously as a verb, as
a noun and as an adjective. Of course, not all words have
such characteristic, but there are quite a lot of words with
similar properties in the Georgian language. Therefore, it
was necessary to develop such a system, which could
produce all grammatically correct word-forms from the
unchanged part of the word (lemma), according to the rules
given by us in advance. By realizing this idea, it was
possible to create a words’ base / corpus not by typing all
the words from the keyboard by a person, but by our system
(in general, not by human, but by a computer). That is, we
can currently produce all the correct word-forms of an
interesting word with the above system without any
additional effort. In addition, it should be noted that if one
copy of any type works correctly, then any other
representatives of the same type will be produced correctly.
This possibility, in turn, saves the time required to create a
large corpus and the amount of work to be carried out.
Besides it should be emphasized that it is impossible to get
a wrong form of a word into the database (because all types
of word production modules are tested on at least one copy).
Now let's ask the question, if we can produce dynamically
all the needed words using the appropriate system, what is
the need to create and use a database of words? It is obvious
that performing some NLP manipulations based on a given
corpus, where for example we have ten million words, will
require more resources and time than just producing the
necessary words and then using them. If it is not known
(there will be many such cases), which type the given word
belongs to, we use the morphological analysis system of
Georgian words created by us to clarify this issue. It breaks
down the word into morphemes, can describe each element
and determine which type the word stem belongs to, and
then passes it to the production module to give all the word-
forms. We also use this approach in one of our current
investigations, which deals with the identification and

determination of ancient manuscript authors. In this
direction, there are many cases when the author of the found
manuscript is unknown and it is necessary to conduct a
multifaceted analysis to determine it. If it is impossible to
determine the author, it is at least possible to determine the
approximate geographic origin of the manuscript. To
achieve this, we start with the morphological synthesis
module of our system. Thanks to it, we can determine the
overall structure of the word order in the sentences of the
given text. This allows us to identify the unique writing
style of an individual author. Then, we compare it with other
data we have and obtain approximate answers (this direction
is not yet totally perfect).

So, this paper at this stage contains the synthesis of the
capabilities discussed above and the Minimum Editing
Distance, Text Classification, Language Modeling
algorithms (Jurafsky and Martin, 2019), in order to reduce
the dependence on the words’ database, work time, and the
amount of work required to achieve the desired result.

2. Existing NLP algorithms and their
modification

2.1 Minimum Edit Distance

To find the most correct candidate Weorreet With the wrongly
given word Weror, first of all, it is necessary to calculate the
minimal editing distance of the word. This approach
requires checking all the members of the word block (a
unique list of words). That is, if V=1000000, then the major
cycle's iteration is i=V=1000000, too. Finding the minimal
editing distance could be done by the following classical
algorithm (1) with deletion, insertion and substitution
(Jurafsky and Martin, 2019):

D[i,j] = minof —

D[i —1,j] + del — cost(sourcel[i]) (1)
- D[i,j — 1] + ins — cost(target[j])
D[i —1,j — 1] + sub — cost(sourceli], target[j])
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In this case the value of every single activity is: insert=1,
delete=1 and substitution=1; also, the number of minimum
editing steps = minimum sum of the weights of the editing
activities. This is because the weight of each of the three
activities equals to one another. There is an approach where
the substitution = 2. In this case accordingly, the third
branch of the algorithm looks differently. See Formula (2)
(Jurafsky and Martin, 2019):

D[i —1,j] + del — cost(sourceli])
D[i,j — 1] + ins — cost(target][j])
2;if sourceli] # targetl[j]
0; if sourceli] = targetl[j]

D[i,j] = min (2)

D[i—l,j—1]+{

The principle of its operation is shown in the dynamic
programming table and how it is possible to transform one
word by the best replacement candidate. See Figure 1.

Now back to the number of iterations needed to reach the
desired goal. As we said, for example i = V = 1000000.
However, this value in the case of the Georgian language
can be indefinitely high. Based on the results of our earlier
studies, we can claim that Georgian possesses words by
whose unchanging part (so-called lemma) and the correct
concatenation  of the  matching  morphological
representatives around several thousand grammatically
correct forms of the given word may be generated (Kardava
etal., 2019; Kardava et al., 2022); ¢. i, V in this case will be
extremely high, maybe tens of millions. See the picture
where using a root ‘{9’ (Eng.: to write) all the word-forms
have automatically been generated by our program (Antidze
et al., 2013). See Figure 2.

It presents one side of the issue. On the other hand, for
instance, in a decentralized system information is scattered
around on different locations, such a high iteration rate for
each word will lift the problem to a much higher degree
(Kardava and Esiava 2022).

# ¢ X e c u t i 0 n
AN § B 2 2 ey L | P e pls e
i 11 [ Ret2|Ret3] Retd| Ret S| Ret6|Ret T < 6 e qlL B
ni+t2 &t 3| netd] RetS| Rt 6| et TRt 8 $7 iR Rl e
t| 13"t d|RetS| "et6| RetT | Ret8| RT7| 48| \&t9| 8
el 14 .3 L &5 —6 o] cr R s e 40 19
nit3 14 Rt et 6] RetT Ret8[=et19 et 10 |met 11 k1 10
t| 16 +5 Ret 0] met7 | Rut8|lme +O N i Ul e | EANIE
Tl 2 £y I g R U LAY £ ) 19 = 8 ee 1)
ol 18] 17[=et8] 19|t 10[ret 11| 110 107 X8| -9
n|l+9 + 8| Rt 9| Ret 10| Ret 11 [xet 12] 111 1+ 10| 19| = 8

Figure 1. Diagram design after Gusfield (1997)
(Jurafsky and Martin, 2019).

Now, let's go back to the needed iteration number to
achieve the aim. As we mentioned in the example
i=V=1000000; This value can be limitlessly higher for the
Georgian language, though.

Our approach enables to generate all the correct forms
automatically by giving the unchanging part of the word
(Melikishvili, 2001; Melikishvili, 2008).

303930 [ 3200 Loigol Gdol / Satols bdos RIS e R Syt e =75
BT g0
Iy I bados
sFagol >f3gol waaqa:
sfdgm
goFacgdo sfdgo a¥ya sfagm V9330920
3¥aSogee > 3¥26 - 3¥a6so
dgogs dgogomols w2y
dgmgsro bm bogdgmd.
bagoFgégdo dgmgoro -306 | 8gmgswo -3o®mdomo
30F9%9%0 v -3F9® - ©33F96p0

Figure 2. Generated words.
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That means, if we say that in the classical case, for example
i =V = 1000000, as a result of this optimization, we use
only those words that the program itself gave us, i.e.
i=V=5000 (Antidze et al., 2013). The difference is big and
obvious. It, also, should be underlined that in the first case
V is constant or in worse case a growing value. After the
modification, vice versa, V is no longer constant and has a
low value in many cases - based on the nature of the word
it may not be 5000 but considerably less (of course not
every word has about 5000 grammatically correct word
forms). In fact, the number of V will change from static to
dynamic and will be different at different times depending
on the characteristics of the given word.

2.2 Multinomial Naive Bayes Model
Now, let us generalize this method and apply it to other
cases, for example, Multinomial Naive Bayes Model (3).

count (Wi,Cj)

P(wile;)= 3)

Ywey count (W,Cj)

In this case, the probability that the given word or
document w; belongs to the given class c; depends on the
number of unique words contained in the corpus, i.e., On V.
This unit plays a vital role in the quantity of iteration as in
the value of probability. In our situation, decreasing V
increases the calculation speed and (it also requires less
computer resources), in addition, the probability - a new
value (unit) specific to the context of this algorithm. It is
necessary to mention that the classical V - is the unit size
and, in our approach - the consequence or collection subset

4.
VNewz{Vl, V2, V3 ...Vn} (4)
In the specific case we have (5):

VNew: VParticular

And therefore end up with (6):

cou nt(wi,cj)

P(wo)=5 ()

count(w,cj)

WEVparticular

Now let’s consider the general case when the given word
is entirely unknown to the model. Without a doubt,
according to the formula mentioned above, its quantity will
equal zero, and consequently, the classification process in
sum will be zero, too. It is obvious that such a case should
be avoided.

To avoid this, there is of course a simple solution to ensure
that such issues do not interfere with the probability
calculation process.

2.3 Laplace (add-1) smoothing for Naive Bayes
Hence, let’s use the Laplace (add-1) smoothing for Naive
Bayes which is represented in the following formula
(Algorithm for calculating probability) (7):

)_ count(w;, 0 +1
‘ Y eveount(w, c) + |V]

P(w;| (7)

The (6) depicts that even if in the numerator, count (wi, )
is equal to zero, it will always have a constant one added to
it, which completely excludes the existence of zero in the
sum. It should be mentioned that the input of a constant
value is normalized-compensated by the number of words
in the corpus. Using our method increases the probability
and spares the calculating resource expanses, as shown in
the formula below:

count(w;, ©) + 1 (8)

z:\’VEVparticular COUI’]‘t(W, C) i3 |vparticular|

P(wo)-

On the other hand, our approach looks at cases whose
implementation simplifies the decision-making process for
the system. For instance, it implies improving the notion of
a confusion matrix by giving additional mechanisms.
However, this issue is not discussed in detail in this paper.

2.3 Language Modeling - Add-one (Laplace)
smoothing

In the direction of creating a language model, we
additionally used the morphological analysis module. We
tried to generalize the existing approaches and reduce the
dependence on specific words. In particular, at first, let's try
to calculate the probability that the word ‘gom®Maol’ (Eng.:
Giorgi, a name) is followed by ‘poovmfig®os’ (Eng.:
copied) with the algorithm (9) (Maximum Likelihood
Estimation).

Pyre(wi|Wi_y) = Wiy i) (9)

c(wi-1)

For this, of course, it is necessary to have the initial text (or
in other words a train set — a raw information) and then
perform the actions corresponding to the above algorithm.
To avoid division by zero, add-one estimation should be
used:

c(wi_,w) +1
cwi_) +V

Prga—1(wi|W;_1) = (10)

Our approach consists in reducing V and also having a
morphological description of words instead of specific
words in the word base (in general, we can say that all the
algorithms used for natural language computer processing
depend more or less on the number of unique words, or in
our particular case — Vparicular. Hence, we can assume that it
is possible to optimize the algorithms that are not discussed
in this paper).

Praa—1(wi|[W;_y)
C(Wi—lr Wi) + 1

C(Wi—l) + Vparticular

(11)
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About 145 different types of verbs and 12 types of nouns
are included in our morphological synthesis and analysis
system. It is possible on them:

a) Morphological synthesis, and
b) conducting morphological analysis.

These two modules allow us to generate the desired word
/ word-form (if such exists with the data selected by the
user) by giving the morphological categories and
unchanged part of some x word. Or vice versa, it is possible
to decompose the given word into morphemes and
determine the category of its elements. See images: Figure
3, Figure 4 Figure 5.

i o S

| o T byfion
afilgmb magmo
aflygel
aFAym 2 azadammo Jegdan jboms
[@1.
| <5
| 3
g
dymg2pol wagge
T ponil it Agmpmamals
ilgmq e ppn Ao m daden deg o g baaoe
Wil
|

Figure 4. Module for morphological synthesis of verbs.

UsbmGiggemo gmdg / dofo Bgoggsbger 3§ S>>
Bgedboge Labigdggmoa..

bdémbgs.. co3bgo.. m2bogdyEo..

@ Labggomdomo @ dbmgmdomo @ gom [GRT-13]

) dmob@domo ) 8dagenmdama ) mab ) maba
71 dogzgdomo 7 baf-mab-osbo & Gba (@) ‘ﬂt{’m’)
) Bamglamdoma @ Fo ) ogosb
© 3mj3gegdomn © ogol © 3g0y

) gomatigdoma © b

O Fomgdooo © ggb

Figure 5. Module for morphological synthesis of nouns.

Rsfafioo Lalofgaeo Logyas
3396 do

3Bsemobols Bywop0
03 - 536oLffobo
3 - 306350 3060L 9bmmmdomo
Gmogbzol 6odabo
o= 9 - 68mgasbo 3Gyxz0]Lo
i b - gmdy
Figure 5. Module for morphological analysis of verbs

Figure 5 — on the left side is given the verb ‘©s39bmgd0’
and on the right side is the result of its morphological
analysis (Aho and Ullman, 1972; Kardava et al., 2017):

Q> - pre verb;

3 - singular number sign;
9 - vowel prefix;

b6 o - root;

In short, as a result of the analysis of the given text, we can
generally have:

noun_tl > verb_t45. In
(noun_t1) root tl+morph 1->
(verb_t45) morphl+morph2+root t45+morph3+morph4

more detail:

If a word data base and a language model are built using
this approach, their size will be significantly reduced. And
those words that have exactly the same characteristics, but
are not stored in them, will still be processed. That is,
instead of ‘qom®Myol’ (Eng.: Giorgi, a name) we can use
any other name that is exactly the same type from the 12
mentioned above.

We can give a more general example from the case of
CMU Sphinx. As you know, along with other required data,
we need to have audio files to train the acoustic model. If
the training process is successful, the speech recognition
system can only recognize the words that are in the language
model (that is, words whose audio versions were present
during training). If it becomes necessary to recognize other
words, then they should be additionally included in the
language model (their audio versions are no longer needed
after successful training) (Kardava, 2016; Kardava et al.
2016). According to our approach, instead of words,
morphological definitions of words should be stored in the
model, which does not require the existence of a specific
word(s). That is, let's make a comparison with the
elementary issue of programming. In a strongly typed
programming language, if we have a variable of type ‘int’,
it can take any value within the range of type ‘int’ at various
times. So, we do not need to write all the values specifically,
instead we have only one variable.

Similarly, implementing our approach reduces the number
of words in the database and makes the system more flexible
to unknown words. However, it should be noted here that
this part is still in testing mode, but it is working
successfully so far.

3. Final Remarks

This research was inspired and supported by Shota
Rustaveli ~ National Science =~ Foundation within  the
project: "Natural science (chemical-technological and
mineralogical-gemological) knowledge in Georgian and
Eastern manuscripts preserved in the antiquities of Georgia
"(grant agreement FR-21-620). This project aims to
determine the importance of Georgian, Arabic and Persian
natural  science  (chemistry-technology, mineralogy-
gemology) manuscripts preserved in the antiquities of
Georgia in the world scientific heritage - by including
interdisciplinary research, systematization and international
circulation of the received data, interactive catalog
(electronic database), geo-informational map
and through the creation and distribution of relevant public
ations. In the given paper, we discussed how to reduce
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according to our approach the size of the word database and
how to optimize some existing NLP algorithms. We believe
that the mentioned technique will work successfully in the
direction of computer processing of the Georgian language,
even after its completion test. In addition, we do not rule out
the possibility of new circumstances that may make the
process even easier for us. However, since we are still in the
experimental stage, it is difficult to say anything with
certainty in advance. But it should be underlined the fact
that so far its positive potential is obvious. As for the
generalization of the same approaches to other similar
languages, this is a matter of further collaboration and
research.
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Abstract

Contemporary studies on interpersonal communication confirm that in order to understand and model this multifaceted process, not only
speech but also other components, including gestures, facial expressions, or body postures, must be taken into account. In our contribu-
tion, we present a corpus designed to support and facilitate such a research approach. The 15-hour corpus will comprise three sections,
representing monologues, dialogues and multilogues. While monologue and multilogue sections will be based on materials available in
public media or archives, the dialogue section will contain task-oriented dialogues recorded specifically for the present resource. The
speakers will be young to middle-aged Polish adults. Speech will be transcribed orthographically and phonemically, segmented into
words, syllables and phones. Body movement annotation will vary among the subcorpora. Along with the dialogue recordings, synchro-
nised depth-sensor data will be available. In the monologue and multilogue subcorpora, manual annotation of selected categories of
gestures will be provided. The corpus is aimed to fill a significant gap in the body of Polish resources, and to encourage studies of
multimodal communication from a number of perspectives. Potential applications of the corpus include education, media and industry.

The corpus will be freely available for research purposes via the CLARIN-PL infrastructure upon project completion.

Keywords: multimodal corpus, multimodal communication, Polish, persuasive speech, sports language

1. Motivation and scientific background

Interpersonal face-to-face communication typically invol-
ves more than one sensory modality [e.g., Higham and He-
bets, 2013; Bonacchi and Karpinski, 2014; Frohlich et al.,
2019]. While their roles and contributions may differ, each
of them brings in information which may prove essential for
the process of interaction and for achieving communication
goals. In order to understand, explain, and model its mech-
anisms, visual and auditory modalities are taken most often
into account. Even though this perspective seems to be com-
monly accepted, the theoretical complexity of such a holis-
tic, interdisciplinary approach, and technological challenges
related to data acquisition, processing, and analysis are of-
ten intimidating and may severely impede research pro-
gress. Data acquisition and annotation for multimodal com-
munication analysis is expensive and time-consuming as it
requires extensive use of technical infrastructure, dealing
with numerous issues related to sensitive data, working with
large groups of recording participants, and tedious, often
manual, identification and description of various categories
of phenomena. A limited number of multimodal corpora has
been reported for the Polish language (e.g., Jarmotowicz et
al. 2007; Lis 2012; Czyzewski et al. 2017), but most of them
are highly specialised (e.g., visual support for speech recog-
nition), while noone features combined multilevel gesture
and speech segmentation and annotation, being based on
quasi-spontaneous speech. In order to fill this gap and ad-
dress the requirements of multimodal communication re-
search, a new corpus of Polish is being developed. It will
consist of three sections, containing media (movie and
sound files), time-aligned annotations (including transcrip-

tion of speech and description of selected body move-
ments), and metadata on speakers and recording settings.

2. Corpus design

Three categories of communicative situations will be repre-
sented in the corpus, (1) monologue, (2) dialogue, and (3)
multilogue, to provide researchers and commercial users
with information on a wide spectrum of communicative be-
haviour. In monologues, speakers may be focused on the
audience as a group of people present at the location or only
imagined by the speaker. In dialogues, speakers turn to each
other and tend to address each other. In multilogues, the en-
tire group or its part may be addressed by each participant.
In dialogues and multilogues, the process of turn-taking
may be tracked, while in monologues, one may observe the
arrangement of speeches less influenced by the flow of in-
teraction. We assume that these differences entail also
changes in communicative behaviour that can be detected
in prosody and gesticulation.

In order to find samples which would represent each of
the categories and would meet other requirements regarding
the coherence of the content and technical quality, publicly
available media resources were explored.

a. Monologues: Parliamentary speeches and motivational
speeches were selected as examples of persuasive speeches
addressed to the public present in the room and listening to
the speaker. In the former case, the material was acquired
from online archives of the Polish Parliament, while in the
latter, from the TEDx YouTube platform (see: acknowl-
edgements).

b. Dialogues: Dialogue recordings meeting our initial as-
sumptions related to the topic (same for all the talks),
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structure (stable, relatively fixed structure), coherent profile
of the participants (young, educated speakers), or duration,
are difficult to find in public media resources except for in-
terviews but these are often characterised by a high degree
of asymmetry and framing which is unnatural for a dialogue
(speakers sitting side-by-side), or significantly limits visi-
bility (speakers standing face-to-face, photographed from
one side). Because of the special importance of dialogue re-
cordings as representing the most prototypical communica-
tion settings, it was decided to record task-oriented dialogue
interaction in a laboratory using multiple cameras and a mo-
tion capture system.

c. Multilogues: Obtaining multilogue recordings of ac-
ceptable quality and meeting interactivity and spontaneity
criteria would be technically challenging and expensive
(e.g., Carletta 2007; Campbell 2009). Therefore, publicly
available media materials were selected for this section of
the corpus. Sports programs engaging a number of partici-
pants moderated by a journalist turned out to meet the crite-
ria best as they often involve emotionally engaging discus-
sion and expressive participants while still being moderated
by a journalist and following a certain scenario.

2.1 Monologues: Persuasive speeches

The monologue section will comprise two subcorpora of
persuasive speech, each of a total duration of 2.5 hours. The
parliamentary subcorpus will contain 33 speeches from the
parliamentary debate that took place on March 2™ and
March 27" 2020, and concerned the preparation of the
Polish state to prevent the spread of the SARS-CoV-2 pan-
demic in Poland and Europe. The duration of the speeches
ranged from ca. one minute to 14 minutes. In a situation
where the speaker spoke twice on a given day, only her/his
longer speech was taken into account. Speeches lasting less
than a minute in which the speaker formulated questions ad-
dressed to the government, were also excluded.

The parliamentary speeches are strongly persuasive,
meant to convince the audience to the views presented by
the speaker and to criticise and ridicule the opposition. Tak-
ing stances by politicians is often accompanied by strong
emotions. During speeches, speakers do not change their
places, remain behind the rostrum, so only the upper part of
the body is visible to the public.

The subcorpus of motivational monologues will consist of
eleven speeches delivered during the TEDx conferences or-
ganised in Poland. The duration of speeches ranges from 10
to 20 minutes. They touch upon events or situations that
strongly, usually positively, influenced the lives of the
speakers. The speakers support the members of the audience
by sharing their life experiences and knowledge. They often
move around the stage but remain visible all the time, with
certain limitations. The main criterion for the selection of
speeches is their motivational character, the final appeal ad-
dressed to the audience, and the technical quality of the
sound.

2.2. Dialogues: Task-oriented scenario

Dialogue is the primary form of language communication.
In order to obtain data on dialogue interaction, a task was

designed in which the participants were asked to arrange a
room for a student. They were provided with images of all
the pieces of furniture they could use. They were not given
any hints on the gender of the student and were not in-
structed to adjust the room more to (hypothetical) boys’ or
girls’ preferences. However, some pieces of furniture or
equipment might have looked as stereotypically more
“male” or “female”. The instruction included a suggestion
that the room to be arranged is very similar to the laboratory
where the recording session was held regarding the place-
ment of the door and windows. This way, the participants
could have referred to the real space around them. Dialogue
sessions were recorded in an acoustically treated room in
two conditions: (1) mutual visibility of the participants and
(2) the lack of mutual visibility of the speakers. The record-
ings for each condition were carried out with a different
group of speakers. Participants were offered gift vouchers
for taking part in the recording.

2.3. Multilogues: Sports television broadcast

There is a shortage of corpora containing different genres of
texts that represent sports language and sports communica-
tions and there is no corpus of the Polish sports language.
The only available resources of Polish sports language are
football reports “Minute by minute” (MBM), as part of the
Multilingual Research Resource on the Language of Foot-
ball Reports collected at fussballlinguist.de (Meier, 2017).

The sports collection in the MultiCo corpus will contain
15 television broadcasts entitled “4-4-2”, from the Polish
Television TVP, broadcast in the period from February 1st
to May 10" 2021. Each program lasts about 50 minutes, in-
cluding a discussion with a moderator and three football ex-
perts in particular areas (ex-players, coaches, journalists), as
well as commercial ads. In some parts of the program dis-
cussions are accompanied by excerpts from football games
or other sports events. Those parts, as well as commercials,
were excluded from transcription and annotation. Twelve
programs were transcribed orthographically and six of them
were additionally annotated for non-verbal behaviour, cf.
Section 4. The result is also 2.5 hours of transcribed and an-
notated multilogues.

The MultiCo sport multilogues on the topics of football
exemplify conversational uses of special terms of the foot-
ball language (as a language for specific purposes), as well
as numerous proper nouns (countries, football teams, play-
ers, coaches, referees, etc.).

3. Data acquisition and processing

3.1. Data acquisition

As mentioned in Section 2, the data included in the MultiCo
corpus differ in their characteristics and were either ac-
quired from diverse internet sources or recorded in a labor-
atory according to a custom-designed recording scenario.
The subcorpora containing the recordings of parliamentary
speeches, TVP Sport discussions and TEDx talks were
downloaded directly from the respective institutions’ offi-
cial websites or YouTube channel, 1e.,
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https://www.sejm.gov.pl (as flv files),
https://sport.tvp.pl/77422/magazyn-pilkarski-442  (.mp4)
and https://www.youtube.com/@TEDxTalks (.mp4), after
consulting the conditions of usage with the data holders. As
a result of the consultations, the licences for using and shar-
ing particular subcorpora were defined (cf. also Section 5
below).

The task-oriented dialogues were recorded in laboratory

& % \ Depth-of-
\ field camera

g B

Fig. 1: Video recording setup for dialogue corpus (four
camcorders and four depth-of-field cameras)

conditions. Each participant was recorded using (1) two
Sony PXW-90 camcorders (at 50 fps, one frontal and one
placed on the right-hand side of the speaker; the frontal one
at the distance of ca. 4 meters while the side one in the dis-
tance of ca. 2 meters from the speaker; (2) two depth-sensor
Kinect 2 cameras arranged at a ca. 80-degree angle, each ca.
2.7 meters from the speaker; (3) a miniature head-on con-
denser microphone DPA4080, with the capsule located in
the corner of the lips, and the large membrane Neumann
TLM103 microphone placed in front of the speaker, slightly
above the head, in the distance of 30-40 cm from the lips.
Depth sensor cameras were linked to an MS Windows
workstation running iPi Soft (www.ipisoft.com) markerless
motion capture system in order to capture moving images
with depth information. Microphones were connected to a
multi-channel audio interface Steinberg UR816C, and the
sound was recorded using a separate workstation at
44.1kHz/24bit on four independent channels with Steinberg
Cubase DAW software. The video recording setup for the
mutual visibility condition is shown in Figure 1. The same
equipment in a similar configuration was used for the sec-
ond condition where a blend was placed between the inter-
locutors and they did not see each other during conversa-
tion.

3.2. File formats and (meta)data management

For each media item (e.g., a single TV sports broadcast or a
single parliamentary speech) acquired for the MultiCo cor-
pus (henceforth, a session), a bundle of data files was cre-
ated. Each bundle includes multimedia files (audio and
video), speech and gesture multilayer annotation files, and
metadata.

For the monologues and multilogues, all video files were —
if not downloaded in this format — converted to .MP4 (with
the resolution of 1920x1080 or 1280x720 pixels). Two

audio files ((WAV format, 16 kHz/16bit and 44.1
kHz/16bit) were extracted for each of the sessions.

For the dialogue subcorpus, the following files were
stored in each session: (a) four high-resolution video files;
(b) a minimum of two video files recorded with depth sensor
cameras; (c¢) four monophonic audio files coming from two
head-on and two large-membrane microphones. Amplitude
in the audio files was normalised. They were trimmed and
synchronised with corresponding video files. Motion cap-
ture files were converted into skeleton animations in the
BVH Animation format.

Multimedia files and accompanying data were imported
to Corpus Mini database system (Karpinski and Klessa,
2018, 2021) which supported the management of analysis
and annotation. Prior to the import procedure, each file bun-
dle was inspected for technical issues, the file names were
adjusted according to the requirements of the system, and
the crucial metadata were attributed to each session (e.g.,
basic information about the speaker, including coded name
and gender information as well as subcorpus type). At the
next stage, the annotation files were generated in Corpus
Mini based on previously designed templates for EAF
(ELAN) format and ANTX (Annotation Pro). Data mana-
gement was arranged using Corpus Mini system based on
client-server architecture. In this way, easy authorised ac-
cess, data sharing, efficient collaborative work on the mate-
rial, and security of the data were simultaneously ensured.

4. Annotation specifications and procedures

Multilayer annotations of speech and gestures were created
for each session using freely available software tools (An-
notation Pro, Praat, and ELAN). Thanks to the interopera-
bility of the file formats, it is possible to easily convert file
formats (e.g., using the Annotation Pro import/export op-
tions) and integrate all the layers within one desired file for-
mat, e.g., in order to perform annotation mining for cross-
modal analyses of interaction (as, for example, in Czoska et
al., 2015).

4.1. Speech transcription and segmentation

All recording sessions were transcribed orthographically
and segmented into phrases by a team of trained annotators
using Annotation Pro (Klessa et al., 2013). The phrase
boundaries were inserted based on grammatical and pro-
sodic rules following the paradigms used, e.g., by Karpinski
et al., 2005. In the case of parliamentary speeches, the pro-
cedure was enhanced to a certain extent by using the ortho-
graphic transcripts provided at the Polish parliament web-
site. Since the original stenographic reports of the parlia-
ment transcripts are usually stylistically edited, they do not
precisely match what was said and thus cannot be used di-
rectly as transcriptions. In order to provide synchronised
transcripts, human annotators inspected both the recordings
and original transcripts, and introduced necessary adjust-
ments.

Phonetic transcription and segmentation of the recordings
were based on the above orthographic input and were: (1)
generated automatically using the ANNPRO transcription
and segmentation module (Klessa et al., 2022) developed as
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a desktop variant of CLARIN-PL online speech alignment
tools (e.g., Korzinek et al., 2017); (2) manually verified by
a team of expert phoneticians to eliminate major transcrip-
tion and boundary position errors (Macha¢ and Skarnitzl,
2009).

Apart from the transcription of speech, each multilayer
annotation file includes additional layers for paralinguistic
information (e.g., speaker noises and hesitation markers) as
well as extralinguistic information (stationary and intermit-
tent noises; cf. also Fischer et al., 2000; Karpinski and
Klessa, 2021, pp. 77-78).

4.2. Body movement annotation

The annotation system is focused on hand gestures, head
and trunk movements. Hand movements were annotated as
gesture phrases as defined by Kendon (1972, 2005) and Kita
(1990), separately, on two independent layers, for the right
hand and left hand. Only phrase boundaries were marked.
Head and trunk movements were annotated on separate lay-
ers. The description of head movements was based on the
categories described by Allwood and Cerrato (2003) and
Kousidis et al. (2013) and included the following tags: 1.
Nod (forward movement of the head going up and down,
single), 2. Nod multiple, 3. Jerk (backward movement of the
head which is usually single), 4. Turn (rotation left or right),
5. Tilt (sideways nod), 6. Turn/Nod (rotation right or left
and head going up and down), 7. Reading (head down, the
participant looks at notes). The inventory of tags used for
the description of the trunk movements comprised of 1.
Move forward (forward movement of the whole trunk), 2.
Move backwards (backward movement of the whole trunk),
3. Side bends (side movement to the right or to the left), 4.
Side (rotation movement to the right or left). The system
was applied in the description of parliament speeches (sub-
corpus of persuasive speeches) and task-oriented dialogues
corpus. In the TEDx section of the subcorpus of persuasive
speeches, efficient and precise annotation of head and trunk
movements proved impossible because the speakers tended
to continuously move on the stage. The annotation of non-
verbal behaviour in the sports tv broadcast multilogues is
based on similar principles as in the case of parliamentary
speeches. Separate tiers are defined for each participant.
Head and trunk movements are annotated only in the sec-
tions of the recordings where hand movements occur.

5. Availability and applications

The corpus described in the present contribution will be
available for research applications after the project is fin-
ished (December 31st, 2023). The shared resources will in-
clude multilayer annotations of speech and gesture as well
as audio and video recordings. The way of sharing the mul-
timedia material will differ for particular sub-corpora, de-
pending on the copyright agreements and licensing details.
The multimedia recordings for the Sport, Parliament and
Dialogues sub-corpora will be shared directly from project-
established infrastructure (in collaboration with CLARIN-
PL, e.g., Pol et al., 2018), while for the TEDx sub-corpus,
the recordings will be linked to their original online

locations within TEDx services while annotations will be
stored and shared using the same project infrastructure as
the rest of the resource.

MultiCo corpus provides an insight into the present shape
of selected interpersonal communication styles and of the
Polish language usage. It can be used for virtually any stud-
ies on spoken language and speech itself, but its primary
purpose is to enable studies of the interactions between var-
ious layers of communicative events, both in terms of lin-
guistic and paralinguistic features, within and across differ-
ent modalities. The corpus will be used in basic phonetic
research, including prosodic analyses, as well as in multi-
modal communication studies, including speech-gesture co-
ordination analyses, as well as for multimodal meaning
composition exploration, or multimodal emphatic speech
analysis. Dialogue recordings will provide research material
for multimodal interaction and alignment analysis, includ-
ing the process of turn-taking. Other applications of the cor-
pus may include interpersonal communication training or
rhetoric courses as a searchable library of examples. Motion
capture data along with annotated speech recordings may be
used in the design of virtual agents and in full body visual
speech synthesis systems. Already at the present stage, pre-
liminary analyses of the data in some corpora have been
conducted in two MA theses. Larysz (2022) analysed verbal
and non-verbal means of expressing emotions that can be
found in sports discussions, while Wicijowska (2022) ex-
plored the structural metaphors according to Lakoff and
Johnson’s Conceptual Metaphor Theory (CMT). More stud-
ies dedicated to the multimodal aspects of monologues and
conversations are planned in further research projects.
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Abstract

Text classification is an important task in Natural Language Processing (NLP), where the goal is to categorize text data into predefined
classes. In this study, we analyze the dataset creation steps and evaluation techniques of multi-label news categorisation task as part of
text classification. We first present a newly obtained dataset for Uzbek text classification, which was collected from 10 different news
and press websites and covers 15 categories of news, press and law texts. We also present a comprehensive evaluation of different
models, ranging from traditional bag-of-words models to deep learning architectures, on this newly created dataset. Our experiments
show that the Recurrent Neural Network (RNN) and Convolutional Neural Network (CNN) based models outperform the rule-based
models. The best performance is achieved by the BERTbek model, which is a transformer-based BERT model trained on the Uzbek
corpus. Our findings provide a good baseline for further research in Uzbek text classification.

Keywords: Text classification, news categorization, Uzbek language, dataset

1. Introduction

Text classification is a critical task in the field of natural
language processing (NLP), where the goal is to categorize
a text document into predefined classes. This task is
essential in many real-world applications such as sentiment
analysis, spam detection, and topic modelling. With the
massive amount of unstructured data generated daily, text
classification provides a means to make sense of this data
and derive meaningful insights.

In recent years, deep learning models have been widely
used in text classification (Minaee et al., 2021), yielding
excellent results. However, most research works in text
classification have focused on high-resource languages
such as English (Cruz & Cheng, 2020). There is a
significant gap in text classification research for low-
resource languages, Uzbek being no exception.

The primary objective of this work is to contribute to the
NLP research community by addressing the text
classification challenge for the Uzbek language, in the
example of a multi-label news categorization task. We
present a new Uzbek text classification dataset and evaluate
the performance of various models on this dataset. The
models range from traditional rule-based approaches, such
as word and character n-grams-based support vector
machine (SVM), to more advanced deep learning models,
such as recurrent neural networks (RNN) and convolutional
neural networks (CNN). We also analyse the dataset further
by using transformer-based models, such as mBERT - a
multilingual BERT model trained on more than 100
languages (Devlin et al, 2019), and BERTbek - a
monolingual BERT language model trained on an Uzbek
news corpus. Our experiment results indicate that neural-
network-based models outperform the rule-based ones, and

! More about the Uzbek language:
https://en.wikipedia.org/wiki/Uzbek language

the BERTbek model achieves the best result with over 85%
of the F1-score.

Uzbek language. The Uzbek language is spoken by over
30 million people and is primarily used in Uzbekistan and
surrounding Central Asian countries. It is a Turkic language
that has been heavily influenced by both Russian, Arabic
and Persian for geographic and historical reasons. As a low-
resource language, there is limited research and resources
available for Natural Language Processing (NLP) tasks in
Uzbek, making the creation and utilization of NLP
resources a crucial step towards promoting the digitalization
of the Uzbek language. Despite this, Uzbek has a rich
literary history and continues to be an important part of the
cultural heritage of the Uzbek people.

Its official alphabet is Latin, and its grammar is close to
other languages in the Turkic family, which differs vastly
from the more commonly studied languages in NLP such as
English and Chinese. This presents a challenge for NLP
tasks in Uzbek, as models trained on those languages may
not be effective in handling the nuances of Uzbek text. The
development of NLP resources and models specifically for
Uzbek can help advance research in the field and promote
the use of technology in Uzbek-speaking communities!.

The rest of the paper is organized as follows: We provide
an overview of text classification and highlight some recent
NLP works on Uzbek in Section 2. It is followed by the
Methodology in section 3, where we describe the data
collection and dataset creation process. In the Experiments
section (Section 4), we describe the models used for
evaluation. Moving on, Section 5 covers the results of the
experiments and is followed by Section 6, where we discuss
the effects and their implications. Finally, in the Conclusion

141

Contents



Contents

and Future Work section (Section 7), we provide a
conclusion of the work and outline future directions.

2. Related work

Text classification has been a fundamental problem in the
field of Natural Language Processing (NLP) and has
numerous applications in various domains such as
sentiment analysis (Medhat et al., 2014), spam detection
(Jindal & Liu, 2007), and categorization of news articles
(Haruechaiyasak et al., 2008). With the advancement of
machine learning techniques, the performance of text
classification has improved dramatically in recent years. In
the early days, traditional machine learning methods such
as Support Vector Machines (SVM) (Joachims & others,
1999) and Naive Bayes (McCallum et al., 1998) were used
for text classification. However, the growing size of text
data and the increased complexity of the tasks led to the
development of deep learning methods.

One of the major breakthroughs in text classification was
the use of Convolutional Neural Networks (CNNs) for
sentiment analysis by Kim (Kim & Lee, 2014). This work
showed that the use of convolutional layers with different
kernel sizes could effectively capture local and global
information from texts. Recurrent Neural Networks (RNN5s)
have also been widely used for text classification tasks due
to their ability to model sequential data. LSTMs, GRUs, and
Bi-LSTMs have been popular variants of RNNs for text
classification (Liu et al., 2016; Minaee et al., 2021). The use
of attention mechanisms has further improved the
performance of text classification tasks. The Transformer
architecture introduced by Vaswani et al. (Vaswani et al.,
2017) revolutionized the NLP field with its self-attention
mechanism, and the BERT model (Devlin et al., 2018)
based on the Transformer architecture has become a
benchmark in wvarious NLP tasks including text
classification.

NLP works on the Uzbek language.

Despite the fact that Uzbek is considered a low-resource
language, there have been some efforts to develop NLP
resources and models for it. Some notable works include the
creation of sentiment analysis datasets (Kuriyozov et al.,
2022; Matlatipov et al., 2022), semantic evaluation datasets
(Salaev et al., 2022b), and stopwords datasets (Madatov et
al., 2022). NLP tools such as part-of-speech taggers
(Sharipov et al., 2023), stemmers, and lemmatizers
(Sharipov & Yuldashov, 2022) have also been developed to
support NLP research and applications on Uzbek texts.
However, further efforts are needed to improve the
performance of NLP models on Uzbek texts.

Rabbimov and Kobilov (Rabbimov & Kobilov, 2020)
focus on a similar task of multi-class text classification for
texts written in Uzbek. The authors try to create a functional
scheme of text classification and develop models using six
different machine learning algorithms, including Support
Vector Machines (SVM), Decision Tree Classifier (DTC),
Random Forest (RF), Logistic Regression (LR) and
Multinomial Naive Bayes (MNB). The authors used the TF-
IDF algorithm and word-level and character-level n-gram
models as feature extraction methods and defined
hyperparameters for text classification using 5-fold cross-

2 https://scrapy.org/

validation. Through experiments conducted on a dataset
developed from articles on ten categories from the Uzbek
“Daryo” online news edition, the authors achieved a high
accuracy of 86.88%. The only drawbacks of this paper are
that the dataset is only limited to a single news source, hence
working on a relatively small amount of data, the categories
are also limited to ten classes, and the analysis is limited to
machine learning techniques. We aim to fill these gaps in
our current work by collecting more data, creating more text
classes, as well as analysing the new dataset with deep
learning models.

3. Methodology

In this section, we describe the steps of data collection in
detail, as well as the efforts taken to clear the collected data,
make some adjustments, and create the text classification
dataset.

3.1. Data collection

Since text classification requires a labelled dataset for
training and evaluating the models. For our research, we
collected text data from 10 different Uzbek news websites,
as well as press portals, including news articles and press
releases. The websites were chosen to represent a diverse
range of categories, such as politics, sports, entertainment,
technology, etc. The data was collected using web scraping
techniques, such as Scrapy framework for Python® and
Beautiful Soup? preserving the source link, source category
name, its title, and the main body. Each article was labelled
with its corresponding category information. The collected
dataset consisted of approximately 513K articles with more
than 120M words in total, providing a large and diverse
corpus for text classification. All the names of sources, a
number of articles obtained from each source, as well as
some information regarding the volume of the text are
presented in Table 1.

3.2. Dataset creation

The dataset creation process involved several steps to
ensure the quality and sustainability of the data for text
classification. First, repetitive news and law decrees were
removed to eliminate redundancy in the data. References to
images, emojis, and URLs were also removed to ensure the
data only contained text relevant to the classification task.

Additionally, some of the crawled texts in the dataset were
written in the Cyrillic script. To address this, the texts were
transliterated into the Latin script using the UzTransliterator
tool (Salaev et al., 2022a).

Initially, there were more than 40 distinct categories when
all the news texts were collected, but many of them were
either synonymous or very close to one another, belonging
to the same field. To ensure a better representation and a
balanced distribution of the data, categories with identical
or very close labels and some categories with a very small
number of news articles were merged together. This helped
to avoid the model getting confused over categories of very
similar fields, as well as being biased towards certain
categories with a larger number of samples.

3 https://pypi.org/project/beautifulsoup4/
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Category/Label Source(s)* # of Articles % #of Words Avg.#of Words Avg. # of Char-s
Local (Mahalliy) 1,3,5 149312 29.1 34.7M 232 1995
World (Dunyo) 1,2,3,5 136732 26.7 21.1M 155 1282
Sport (Sport) 1,2,3,4,5 59784  11.7 11.3M 189 1512
Society (Jamiyat) 1,2,4,5 55018 10.7 13.9M 253 2114
Law (Qonunchilik) 6,7 33089 6.5 27.0M 815 7466
Tech (Texnologiya) 1,2,3,5 17541 34 3.1IM 179 1467
Culture (Madaniyat) 2,3 12798 2.5 2.9M 226 1838
Politics (Siyosat) 1,2,4,8 12247 24 3.4M 279 2468
Economics (Iqtisodiyot) 1,2,4,5 12165 2.4 3.1IM 257 2166
Auto (Avto) 3 6044 1.2 0.9M 153 1273
Health (Salomatlik) 2,3,4 5086 1.0 1.3M 257 2107
Crime (Jinoyat) 2 4200 0.8 0.8M 181 1488
Photo (Foto) 1,3 4037 0.8 0.6M 150 1225
Womens (Ayollar) 3 2657 0.5 0.7M 270 2156
Culinary (Pazandachilik) 3,9 2040 0.4 0.1IM 62 498

* Notes: 1 - bugun.uz, 2 - darakchi.uz, 3 - daryo.uz, 4 - gazeta.uz, 5 - kun.uz, 6 - lex.uz, 7 - norma.uz, 8 - president.uz, 9 - zira.uz

Table 1. Detailed information of the categories, names of their sources, percentage over the overall dataset, as well as the
total and average number of words & characters per category.

All the above steps were taken to clean and pre-process
the data and make it suitable for the text classification task.
The final dataset consisted of a total of 512,750 news
articles across 15 distinct categories, representing the Uzbek
language as much as possible.

4. Experiments

For experiments on the newly created dataset, we randomly
split the dataset with a 5:3:2 ratio for training, validation,
and testing, respectively. During the splitting, we made sure
that all the parts would have evenly distributed article
categories.

In this study, we have carried out several experiments to
evaluate the performance of different models on the Uzbek
text classification task. The following models have been
used for experiments:

®  LRworda-ngrams: Logistic regression with word-level n-
grams (unigram and bi-gram bag-of-words models,
with TF-IDF scores);

®  LRcharacter-ngrams: Logistic regression with character-
level n-grams (bag-of-words model with up to 4-
character n-grams);

®  LRwora+Char-ngrams: Logistic regression with word and
character-level n-grams (concatenated word and
character TF-IDF matrices);

e RNN: Recurrent neural network without pretrained
word embeddings (bidirectional GRU with 100 hidden
states, the output of the hidden layer is the
concatenation of the average and max pooling of the
hidden states);

®  RNN word-embeadings: Recurrent neural networks with
pretrained word embeddings (previous bidirectional
GRU model with the SOTA 300-dimensional FastText
word embeddings for Uzbek obtained from
(Kuriyozov et al., 2020));

4 The BERTbek-news-big-cased model was used from
https://huggingface.co/elmurod1202/BERTbek

e CNN: Convolutional neural networks (multi-channel
CNN with three parallel channels, kernel sizes of 2, 3
and 5; the output of the hidden layer is the
concatenation of the max pooling of the three
channels);

e RNN + CNN: RNN + CNN model (convolutional
layer added on top of the GRU layer);

e mBERT: Multilingual BERT model, trained using
more than a hundred languages, (including Uzbek)
(Devlin et al., 2019);

e BERTbek: Monolingual BERT model trained on
Uzbek news corpus®.

We trained each model with the training dataset, fine-tuned
using the evaluation dataset, and tested the model
performance using the test dataset.

The rule-based models have been used as baselines to
measure the performance of the neural network models. The
RNN and CNN models were used to explore the ability of
the recurrent and convolutional neural networks to capture
the sequence information and the semantic representation of
the Uzbek text data. Finally, the BERT model was used to
evaluate the performance of the state-of-the-art language
representation model in the Uzbek text classification task.

5. Results

In this section, we present the results of our experiments
with the different models used for text classification on the
Uzbek language dataset. We evaluated the performance of
our models using several metrics including accuracy, F1-
score, and precision. For each category in the dataset, the
F1-scores of all experiment models and their mean scores
are reported in Table 2.

Based on the model performance results, it can be
concluded that the logistic regression models work best
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Models 1l S = & 2 5 £ & & & 2 = &5 & = &
LR word-ngram 736 898 865 792 623 761 634 663 771 745 80.7 692 722 685 612 77.1
LR char-ngram 725 885 897 768 60.1 770 603 644 759 737 814 712 683 657 60.5 74.1
LRword+Char-ngran 75.6  91.1  90.1 81.7 66.0 735 650 684 814 775 831 719 749 677 63.1 794
RNN 79.0 915 924 86.1 649 827 660 71.6 841 79.7 887 792 772 70.5 67.8 82.5
RN N word-emb. 804 93.6 93.0 88.1 668 8l.6 669 734 829 825 89.1 825 805 737 669 839
CNN 80.8 92.6 905 925 689 863 643 694 862 826 908 80.7 821 709 64.1 90.6
RNN + CNN 833 94.0 923 941 724 846 684 740 867 86.1 921 837 857 750 695 910
mBERT 834 92.1 912 935 747 895 676 768 894 866 914 865 835 718 673 895
BERTbek 852 941 93.0 932 749 915 67.1 787 90.0 882 934 88.2 856 758 717 93.3

Table 2. Text classification evaluation results for all models. F1 scores per model and category and their mean values are
reported, best scores overall and for each category are highlighted.

when both the word level and character level n-grams are
considered (by concatenating their TF-IDF matrices).

Neural network models, such as RNN and CNN, perform
better than rule-based models, and their performance is
of 85.2%, compared to its multilingual counterpart (with
83.4% F1-score).

The results of our experiments demonstrate the
effectiveness of deep learning models for text classification
in the Uzbek language and provide a strong foundation for
further research in this area.

6. Discussion

Analysing the performance results of the models over the
newly obtained dataset, one can say that the text distribution
of the news data over categories plays an important role, as
the categories with significantly more data (such as Local,
World, Law, etc.) achieve higher performance results,
overall evaluation models, compared to other categories.
The counter-wise situation is also true since some categories
with very small amounts of data (such as Women, Photo,
Culture, etc.) perform less overall.

Some categories with distinct keywords that are only used
in their own field, such as Sport (most common keywords:
sports names, and names of teams and players), Auto (most
common keywords: car brands), as well as Culinary (most
common keywords: names of ingredients, cooking terms),
that can be easily predicted also reflect in the overall
models' performance, showing high scores for those
categories. Although the category Tech can be easily
predicted like the previously-mentioned -categories, it
achieves the lowest performance scores in our case, due to
the fact that the news data in that category look like other
categories like Auto and Photo, making it hard for the
models to predict the labels right.

Lastly, it can also be observed that the monolingual
BERTbek model outperforms the multilingual mBERT
model in many cases, due to the fact that the multilingual
model includes a very small portion of texts in Uzbek. Only
in the cases of predicting the labels for the Tech and Sport
categories, mBERT outperforms the BERT bek, which is
caused by the fact that most of the key terms used in those
texts are either named entities or international terms.

5 https://github.com/elmurod1202/TextClassification

enhanced by adding specific knowledge of the language,
such as pretrained word-embedding vectors. Among the
transformer-based models, the monolingual BERTbek
model achieved the highest performance with an F1-score

7. Conclusion and Future Work

In this paper, we aimed to tackle the task of text
classification for the low-resource Uzbek language. Our
contribution to the field includes a new dataset consisting of
more than 512K labelled news texts with more than 120M
words, spanned over 15 categories collected from 10
different news and press websites. The dataset was pre-
processed to remove unwanted text, such as duplicates,
references to images, emojis, and URLs, and transliterated
from Cyrillic to Latin. In our experiments, we compared the
performance of various models including rule-based
models, deep learning models, as well as multilingual and
monolingual transformer-based language models.

Our evaluation results showed that the BERT-based
models outperform other models, while the monolingual
BERT-based model achieved the highest score.

In conclusion, we have shown that deep learning models
can effectively handle text classification tasks for the Uzbek
language. In future work, we plan to improve the
performance of the models by fine-tuning them on a larger
dataset, and also to extend the study to other NLP tasks such
as sentiment analysis, named entity recognition, and
machine translation. Furthermore, we aim to develop open-
source tools to make Uzbek NLP resources easily accessible
to researchers and practitioners in the field.

Data availability

The newly created Uzbek text classification dataset and the
Python codes used for the evaluation of the models are
publicly available at the project repository> as well as an
open-access data platform®.

This dataset will serve as a valuable resource for further
NLP research on Uzbek language, and we hope it will
stimulate further work in this area. By making the data and
codes openly accessible, we aim to foster reproducibility
and collaboration in the field.

¢ https://doi.org/10.5281/zenodo.7677430
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Abstract

While task-oriented dialogue systems are widespread for several application scenarios (e.g., booking a restaurant, executing commands,
taking an appointment), a major issue concerns their capacity to adapt to different conversational situations. Particularly, when the
domain knowledge of the system changes (e.g., new restaurants open), current data-driven dialogue models are not robust enough to
capture those changes, and performance tends to decrease significantly. In this paper we investigate domain changes (a common
situation) through a dialogue simulation environment, allowing us to predict the performance of a dialogue model when the
conversational domain changes. A key aspect of the simulator is that test data used for performance evaluation are automatically
produced through a dialogue adaptation process. We provide a number of experiments based on the MultiWOZ shared dataset, showing
how the dialogue simulation environment can be practically used in concrete situations.

Keywords: Conversational Agents, Domain Adaptation, Evaluation

1. Introduction

Task-oriented dialogue systems (McTear, 2020; Young

etal., 2013), (Henderson et al., 2014) allow users to achieve
specific tasks (e.g., booking a restaurant, buying a train
ticket, ordering some food) through dialogues in natural
language. While in recent years there has been a large
diffusion of such conversational systems, a major
bottleneck for their development is that conversational
domains are very dynamic and are subject to continuous
changes, which soon make initial dialogue models
inadequate to manage new situations. As an example, a
chatbot for giving information about Covid-19 needs to be
frequently updated, as new regulations are introduced and
others are changed. A similar issue happens in the case of
booking restaurants in a region, where new restaurants open
and others introduce new food. In such situations initial
dialogue models (e.g., intent and slot-filling) soon become
obsolete and the system performance rapidly decreases.

The current practice in case of domain changes consists of
manually updating the training dialogues, typically adding
human-annotated sentences with new intents and entities
that reflect the changes. However, this practice is extremely
expensive and requires specialized competencies. In
addition, there are no tools for simulating the impact that a
certain domain change might have on the performance of
the dialogue system and its components. Being able to
approximate the impact of, for instance, adding or removing
a certain slot in the system knowledge base would allow a
more precise estimation of the re-training costs, with a
significant saving of time and money. Although dialogue
simulators have been proposed (e.g., Simdial (Zhao and
Eskenazi, 2018)), to the best of our knowledge, none of
them are designed to simulate domain changes.

In this paper, we propose an innovative methodology to
simulate the performance of a task-oriented dialogue system
when domain changes occur. The core question the
simulator allows to answer is the following: if the domain
knowledge of the system changes (e.g., a certain amount of
slot-values or instances are added or removed), how a

dialogue model trained before such changes would perform
in the new situation? Providing an answer to such kind of
questions is crucial for developers because it permits them
to estimate in advance the behaviour of the system and, in
turn, the cost of updating the training data and the dialogue
models. We provide the simulator with the capacity to
manage fine-grained changes, for instance modifying a
single slot value (e.g., change FOOD=MEDITERRANEAN
with FOOD=POKE), and predicting performance exactly for
those changes.

We consider a typical dialogue architecture based on three
components: natural language understanding (NLU),
performing intent detection and slot filling of the user
utterance, dialogue manager (DM), which, based on the
content of the knowledge base (KB), indicates the action for
the system response, and a natural language generation
(NLG) component, whose task is to produce a sentence in
natural language.

The major research challenge that needs to be considered
when designing a dialogue simulator able to account for
domain changes concerns performance evaluation. More
specifically, in order to evaluate a certain change (e.g., a
new type of food for a restaurant is introduced, which was
not present before), we need a gold standard (i.e., test
dialogues) reflecting the changes we intend to simulate. In
this paper, we suggest that recent dialogue adaptation
techniques (Labruna and Magnini, 2021; Labruna and
Magnini, 2022) can be applied for the automatic creation of
test dialogues to be used in a dialogue simulator. We also
suggest that the generative power of recent pre-trained
language models may offer encouraging opportunities in the
direction of automatic dialogue adaptation.

2. Background on Task-oriented Dialogues

Figure 1 depicts a general architecture of a data-driven
conversational agent, showing three main components:
Natural Language Understanding (NLU), Dialogue
Manager (DM), and Natural Language Generation (NLG).
The user sends the message to the agent, the NLU
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Fig. 1: representation of a typical data-driven conversational system flow. The user sends a message, which is
parsed by a dialogue state tracking component; the output is passed to a dialogue manager component, which
decides the best next action of the system; finally, a natural language generation component generates the
utterance to be returned to the user. Each component is based on a model trained on annotated dialogues, which
are typically manually created and then annotated through links to a knowledge base. Training dialogues will

vary when domain changes occur (D; to D).

component is responsible for extracting relevant
information from the message and passing it to the DM
component, which, based on that information, decides
which action to take; finally, the NLG component takes the
action as input and returns a natural language message to be
sent back to the user.

Domain Knowledge Base. According to most of the recent
literature (Budzianowski et al., 2018; Bordes et al.,

2017; Mrk'si'c et al., 2017), we consider a task-oriented
dialogue between a system and a user as composed of a
sequence of turns {¢ I, ¢ 2,...t n}. The goal of the dialogue
system is to retrieve a set of entities (possibly empty) in a
domain knowledge base (KB) that satisfy the user's needs.
A domain ontology O provides a schema for the KB and
typically represents entities (e.g., RESTAURANT, HOTEL,
MOVIE) according to a pre-defined set of slots S (e.g., FOOD,
AREA, PRICE, for the RESTAURANT domain), and values that
a certain slot can assume (e.g., EXPENSIVE, MODERATE and
CHEAP, for the slot PRICE).

On the basis of the entities defined in the domain ontology,
the KB is then populated with instances of such entities.

As in most of the literature, we distinguish informable slots,
which the user can use to constraint the search (e.g., AREA),
and requestable slots (e.g., PHONENUMBER), whose values
are typically asked only when a certain entity has been
retrieved through the dialogue.

At each turn in the dialogue, both the user and the system
may refer to facts in the KB, the user with the goal of
retrieving entities matching his/her needs, and the system to

propose entities that can help the user to achieve the
dialogue goals.

Natural Language Understanding. The goal of the NLU
component (Louvan and Magnini, 2020) is to extract
relevant information from the wuser message. Such
information typically consists of an infent (the
communicative goal of the user's utterance) and a certain
number of entities that are contained in the message. The
prediction of the former is known as Intent Recognition,
while the prediction of the latter is called Entity Extraction
or Slot Filling. The prediction of intents and entities is
usually evaluated in terms of Fl-score of the system when
confronted with human annotation on dialogues.

Dialogue Manager. The DM component takes an intent
and a certain number of entities (possibly empty) as input
and returns the best next action to take, which typically
consists of an intent and slot-value pairs. While taking this
decision, the dialogue manager also considers a number of
dialogue state variables, such as the conversation history up
to a certain point in the past. The selection of the best action
is usually evaluated in terms of accuracy.

Natural Language Generation. As the last component of
process, NLG is responsible for converting the output of the
DM into a natural language sentence. The NLG component
needs to take a structured representation of information in
input and produce a natural language utterance that will be
returned to the user. The correct generation of the utterance
is typically evaluated using string comparison metrics (a
common one is BLEU (Papineni et al., 2002)).
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3. A Dialogue Simulator

We propose a methodology to investigate the impact of
domain changes in dialogue systems based on a Domain
Changes Simulator (DCS), an architecture that simulates
different types and different amounts of domain changes,
chooses a model for every dialogue component, and
produces a report on the performances of the models given
a certain configuration of the simulator. We implemented
the DCS simulator on top of RASA (Bocklisch et al.,
2017), an open-source platform developed to facilitate the
production of task-oriented conversational agents. RASA
adopts the architecture shown in Figure 1 and allows to use
custom developed dialogue models for each of the three
components. As a default, Rasa does not use a domain
knowledge base, which needs to be added for every specific
need.

The use of the DCS simulator includes the following three
steps, which are detailed in the rest of the section: (i) define
an initial domain KB, notated with KB 0, and then a
modified KB, notated with KB [; (ii) run the dialogue
components over training dialogues D_0 (consistent with
the initial KB_0); (iii) estimate component performance on
D 1 (consistent with the modified KB _1).

3.1 Define KB Changes

Both the initial KB_0 and the modified KB I are supposed
to be consistent with the domain ontology O (see section 2).
While KB 0 can be uploaded (typically a JSON file), KB 1
needs to be defined through changes to be applied to KB 0.
The DCS simulator provides an intuitive way to define the
domain changes through a graphical interface, shown in
Figure 2. In the current version of the simulator we allow
two kinds of changes:

Slot-value changes. Slot-values are used to describe
properties of instances (e.g., the MARIO'S restaurant offers
ITALIAN food). Through the DCS graphical interface, it is
possible either to add new slot-values in KB I (e.g.,
CARIBBEAN food starts to be served by some restaurants),
or to remove existing slot-values from KB [ (e.g., no more
restaurants that serve INDIAN food ). In both cases, the
developer of the conversational system can specify the
amount of the change. For instance, assuming that five new
slot-values are added in KB_ 1, if the developer selects 20%,
it means that 20% of the slot-value occurrences (randomly
selected) in KB _0 are replaced with occurrences of the new
slot-values, equally split for the five new values.

Instance changes. Instances are individual entities in the
conversational domain (e.g., a specific restaurant). Through
the DCS graphical interface it is possible either to add new
instances in KB [/ (e.g., a new restaurant opens), or to
remove existing instances from KB [ (e.g., all restaurants
that serve INDIAN food close down). As instances are
described by means of slot-value pairs, adding or removing
instances affects the distribution of the slot-values. Finally,
as with slot-values, the amount of added or removed
instances can be defined by the developer.

3.2 Run dialogue models

In addition to domain changes, the DCS simulator manages
different models for the dialogue components described in

[N
{} MultiWoZ-test.json

Type of change: |New slot-values |V

Data

C ts
’&I NLU &) bM ) NLG‘ FJ Augment dialogues ‘

Concept | Slot ] Slot-value

Rest: t Food Friuli

estauran 00K riulian Add
Restaurant Food Caribbean

Restaurant (he Area north-west

&

Amount of change: = ,

Fig. 2: Graphical interface of the dialogue simulator.

Section 2. In this paper we focus on NLU and DM
components.

The NLU component requires an annotated collection of
user utterances in natural language, in order to be able to
recognize and extract intents and entities from a message.
In this paper, we use the training data of the MultiWOZ 2.3
dataset (Budzianowski et al., 2018), although there are
several available datasets annotated for the slot-filling task
(see (Louvan and Magnini, 2020) for a detailed list). The
NLU simulator is trained on existing annotated dialogues
(D_0 dialogues) and the performance of the model is tested
on dialogues reflecting the changes that occurred in KB /.

The DM component predicts the next action of the system
during the dialogue. We implemented a simple DM that
receives the output of NLU, composes a query to the current
KB, and on the base of the retrieved entities, takes a decision
for the next system's action.

3.3 Estimate Component Performance

The main purpose of the DCS simulator is to predict how
the performances of the dialogue components evolve when
certain domain changes occur. A crucial issue here is to
develop test data for each component and for each
configuration of domain change we are interested to
evaluate. Test data vary according to the dialogue
component: we need dialogue annotated with intents and
slot-value pairs for NLU, and ground truth actions to be
performed by the system at each dialogue turn for the DM.
While in principle such test data should be collected through
human intervention (e.g., Wizard of Oz), this is practically
unfeasible given the high number of potential
configurations we want to simulate.

To overcome this issue, the DCS simulator adopts a
dialogue adaptation strategy for the automatic creation of
the test data. The idea behind dialogue adaptation is that
domain knowledge described in the KB is somehow
reflected in training and test dialogues, and that, when a
domain change occurs, it is possible to adapt the initial
dialogues so that the domain change is adequately reflected.

More formally, we define the problem of Dialogue
Adaptation as follows: starting from a dialogue D 0
collected for a certain knowledge base KB 0, the goal is to
modify D 0 such that it reflects a knowledge base KB 1,
where KB 0 and KB [ share the same domain ontology O
(i.e., they share domain entities and slots).
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NLU DM
Domain Change KB size

Precision | Recall | Fl-score | Accuracy

No change KBy 0.70 0.94 0.80 0.96

Add 50% slot-values K By same size as K By 0.58 0.73 0.64 0.15

Remove 50% slot-values K By same size as K By 0.59 0.75 0.65 0.08

Add 50% instances K By 50% bigger than K By 0.60 0.76 0.67 0.70

Remove 50% instances K B1 50% smaller than K By 0.60 0.77 0.66 0.23

Table 1: Results show the impact of different domain changes on both NLU and DM components. Experiments evaluate
the performance of the same models trained on MultiWOZ, over different domain change scenarios. The values refer to
informable slots only. Values in bold indicate the change that caused the biggest impact for each category.

We have adopted a dialogue adaptation strategy that slightly
revises the method proposed in (Labruna and Magnini,
2022). We first fine-tune a pre-trained language model (we
use BERT (Devlin et al., 2019)) on KB /. This is done by
extracting textual patterns from the KB and further training
the model on this domain-specific data.

Once BERT has been fine-tuned, we use the resulting model
(i.e., BERT {KB 1}) to predict slot-values to be substituted
in D_0 test dialogues, thus producing D /. For instance, the
following user utterance from D_0 dialogues:

"I'm looking for an Indian restaurant in the north
part of town."

will first be masked as follows:

"I'm looking for an [MASK] restaurant in the
[MASK] part of town."

and, finally, we will ask BERT {KB 1} to predict the
substitutions to the masks, which will produce something
like:

"I'm looking for an English restaurant in the
north-wes part of town."

which will contribute to populating the D [ dataset. Note
that the substitutions are produced sequentially from left to
right, therefore the first prediction will condition the
subsequent ones.

4. Experiments and Results

This section illustrates a practical use of the DCS simulator.
The goal of the experiments is to compare the performance
of both NLU and DM when trained on initial KB 0 and
D 0, and then tested on modified KB / and adapted
dialogues D_I. Intuitively, we expect some degradation in
the performance, particularly when the domain changes are
relatively consistent (e.g., changing 50% of the slot-values).

4.1 Experimental Setting

Dataset. For all the experiments we use the MultiwWOZ 2.3
dataset, which has been adapted in order to match the data
format required by the RASA platform. MultiWOZ has
been collected through the Wizard of OZ technique and it
contains a total of more than ten thousand dialogues, each
with an average of around 13 turns, spanning over 7
domains. The context of the dialogues relates to a user
asking for information about activities to do in Cambridge
and the system provides responses following the setting of
a task-oriented dialogue system.

Domain changes. We run experiments on five domain
changes scenarios:

e No change setting. This is the initial situation
with KB 0. We use the MultiWOZ dataset and,
for the sake of simplicity, we considered only the
Restaurant concept, which is the most
representative of all seven concepts, since it is
based on a KB with more than 100 instances,
each one with 10 slots, including both
requestable and informable ones.

e Add 50% of new slot-values. The slot-values to
be added have been manually identified. For
instance, we have added CARIBBEAN as a new
value for the slot FOOD. Notice that in this setting
KB I has the same number of instances as KB_0.

e Remove 50% of existing slot-values in KB 0.
The slot values to be removed are randomly
selected, till they reach 50% of the slot-values
present in KB (. Also in this setting, KB [ has
the same number of instances as KB 0.

e Add 50% of new instances in KB (. The new
instances have been manually identified. Here
KB I has 50% more instances than KB 0.

e Remove 50% of existing instances in KB 0. The
instances to be removed are randomly selected,
till they reach 50% of the instances present in
KB 0. Here KB_1 has 50% fewer instances than
KB 0.

Dialogue models. As for NLU, we used DIET (Bunk
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et al., 2020), a model integrated within the pipeline of
RASA. DIET is based on a multi-task transformer
architecture for performing both Intent Classification and
Entity Recognition. It leverages the knowledge of well-
known pre-trained models like BERT, GloVe, and
ConveRT, with the advantage of being more modular and
faster to train, rather than using the pre-trained models
directly.

For the experiments reported in this paper, we consider a
rule-based DM based on KB 0, which takes as input the
intents and slot-values predicted by the NLU component,
and, based on that, makes a query on the KB and returns the
slot-value pairs that will be used by the NLG component to
generate the final response to the user.

Evaluation. Performance is estimated on two components,
NLU and DM. For NLU we compare the performance on
slot-filling (F1 score calculated by RASA) of the model
trained on D 0 and tested on adapted D / dialogues (see
section 3.3 for dialogue adaptation). The intuition is that the
NLU model is likely to be affected mainly by slot-value
changes, rather than by the number of instances.

As for DM, we compare the performance on the next action
prediction of the model aligned with KB 0 with the model
aligned with KB . We consider a next action prediction as
correct if it is consistent with KB 1. We consider three cases
of consistency (i.e., correct next action prediction): (i) when
both the DM and the KB _[ agree that there are no entities
satisfying the user request (this is the case of failure); (ii)
when both the DM and the KB [ agree that there is only one
instance satisfying the user request, and the instance is the
same; (ii1) when both the DM and the KB 7 agree that there
is more than one instance satisfying the user request. The
intuition behind the DM evaluation is that DM is likely to
be affected by instance domain changes, rather than slot-
value changes.

4.2 Results and Discussion

Table 1 shows the results of the experiments on both NLU
and DM.

As for NLU in the initial situation (first line), the model is
trained on the original MultiWOZ training-set and tested
over the corresponding MultiWOZ test-set, obtaining a F1-
score of 0.8. With the four different domain changes the
NLU performance decreased significantly, spanning from a
loss of 13 points for the addition of 50% new instances to a
loss of 16 points for the addition of 50% new slot-values.
We also note that the performances of the experiments with
domain changes are similar to each other. This is due to the
fact that adding or removing slot-values and instances does
not affect significantly the NLU performance. This is
somehow surprising, as it would have been expected that
detecting new slot-values (add 50% of new slot-values)
could be a more difficult task than managing a different
distribution of the same values (remove 50% of new slot-
values). On the other side, it was expected that the NLU
model is not much sensitive to the size of the KB, as it is
revealed by the low difference between the experiments on
slot-values (KB 0 same size as KB 1) and on instances
(KB_0 has different size with respect of KB_1).

As for DM, we used an average of the accuracy as the
evaluation metric, which, for each turn in the test-set, is

equal to 1 if the prediction of the next action given by the
DM model is compatible with KB I (e.g., if the system
believes that there are ten restaurants that satisfy the user's
request and, in fact, the same number of instances is present
in KB 1), 0 otherwise. In this case, the accuracy obtained
for the no-change setting is 0.96, and we observe a critical
degradation in the model's performance, ranging from 26
points of loss in the case of the addition of the instances to
a loss of even 88 points for the reduction of the slot-values.

This is probably due to the fact that in the instance addition
setting the initial instances remain unchanged in KB I, as
the addition of new instances that leaves untouched the ones
that were already there. On the contrary, for the slot-value
reduction setting, we are taking out half of the slot-values
and increasing the occurrences for the ones that remain, thus
causing the production of wrong answers for almost all
users' requests.

To sum it up, the experiments that we presented here show
a strong degradation in the model's performance for both
NLU and DM components when different types of changes
are introduced, thus highlighting the necessity of retraining
the models on updated datasets. Different quality and
quantity of changes bring different impacts and therefore
the DCS simulator that we are proposing can be extremely
helpful for investigating the degradation trend and
understanding when a certain model is outdated for the
changed domain.

5. Conclusions

We have presented a dialogue simulator focused on
estimating the impact of domain changes on two crucial
components of a dialogue system, NLU and DM. We made
experiments on the usage of the simulator on the MultiwWOZ
2.3 dataset, whose Knowledge base has been modified in
two respects: slot-values addition and deletion, and
instances addition and deletion. Results provide quantitative
evidence that both the NLU and the DM models are
significantly affected by those domain changes.

The experience reported in the paper reinforces the view
that a dialogue simulator allowing to manipulate a number
of parameters for estimating the impact of domain changes,
can be an important tool for making it easier and less
expensive to develop and maintain a conversational system.

A major research challenge for a domain change simulator
is the capacity to automatically generate test dialogues that
approximate the domain changes. This capacity is crucial
for evaluation purposes, and can be achieved through
dialogue adaptation techniques, i.e., through incremental
substitutions in the initial training dialogues, exploiting the
generative power (e.g., masked tokens, prompting) of pre-
trained language models.
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Abstract

Sentiment analysis is a helpful task to automatically analyse opinions and emotions on various topics in areas such as Al for Social Good,
Al in Education or marketing. While many of the sentiment analysis systems are developed for English, many African languages are
classified as low-resource languages due to the lack of digital language resources like text labelled with corresponding sentiment classes.
One reason for that is that manually labelling text data is time-consuming and expensive. Consequently, automatic and rapid processes
are needed to reduce the manual effort as much as possible making the labelling process as efficient as possible. In this paper, we present
and analyze an automatic language-independent sentiment labelling method that leverages information from sentiment-bearing emojis
and words. Our experiments are conducted with tweets in the languages English, Sepedi and Setswana from SAfriSenti, a multilingual
sentiment corpus for South African languages. We show that our sentiment labelling approach is able to label the English tweets with
an accuracy of 66%, the Sepedi tweets with 69%, and the Setswana tweets with 63%, so that on average only 34% of the automatically
generated labels remain to be corrected.

1. Introduction 2. Related Work
Sentiment analysis helps analyze and extract informa- Previous studies investigated sentiment data collec-
tion about polarity from textual feedback and opinions. tion strategies for under-resourced languages on Twitter
Sentiment analysis draws attention in business environ- (Pak and Paroubek, 2010; Vosoughi et al., 2016). The
ments (Rokade and Kumari, 2019) and other areas, like methods focus on labelling only two sentiment classes
medicine (Zucco et al., 2018), education (Mabokela et al., —positive and negative. Meanwhile other research work
2022; Rakhmanov and Schlippe, 2022) and Al for Social has explored strategies to label three sentiment classes in
Good (Mabokela and Schlippe, 2022b). Twitter—positive, neutral, and negative —using human
Sentiment analysis for under-resourced language still annotators (Vilares et al., 2016; Pak and Paroubek, 2010;
is a skewed research area. Although, there are some con- Pang et al., 2002; Nakov et al., 2019). Despite the at-
siderable efforts in emerging African countries to develop tempt to automate the data labelling process (Kranjc et al.,
resources for under-resourced languages, some languages 2015), the hand-crafted annotation is to date the most pre-
such as indigenous South African languages still suffer ferred method of data labelling in many natural language
from a lack of datasets. One reason for that is that manu- processing tasks (Chakravarthi et al., 2020). However,
ally labelling text data is time-consuming and expensive. manual annotation presents challenges and it is deemed an
Consequently, automatic and rapid processes are needed expensive process. Notably, (Jamatia et al., 2020; Gupta
to reduce the manual effort as much as possible making the et al., 2021) employed manually annotated tweets, while
labelling process as efficient as possible. In this paper, we other studies focus on automated data labelling solutions
present and analyze an automatic language-independent (Kranjc et al., 2015). (Vosoughi et al., 2016) investigated
sentiment labelling algorithm that leverages information various pipelines to collect data on Twitter using distant
from sentiment-bearing emojis' and words. We will eval- supervised learning. In this approach, they use positive
uate our algorithm on a subset of our SAfriSenti corpus and negative emojis as indicators to annotate tweets.
(Mabokela and Schlippe, 2022a; Mabokela and Schlippe, (Go et al., 2009) explored distant supervision meth-
2022b) with English, Sepedi and Setswana tweets. Se- ods to label millions of tweets using positive and nega-
pedi is mainly spoken in the northern parts of South Africa tive search terms (i.e. term queries) in the Twitter API and
by 4.7 million people and Setswana by 4.5 million peo- emojis to pre-classify the tweets. (Vilares et al., 2016)
ple (Statista, 2022). investigated SentiStrength scores to label an English-
In the next section, we will describe related work. In Spanish code-switching Twitter corpus. SentiStrength is
section 3 we will present our language-independent algo- an online sentiment analysis system available for a few
rithm for sentiment labelling. The experimental setup will languages (Thelwall et al., 2011).
be characterised in Section 4. In Section 5 we will sum- Compared to (Vilares et al., 2016; Cliche, 2017; Jama-
marise the results of our experiments. We will conclude tia et al., 2020), we also investigate a distant supervised
our work in Section 6 and indicate possible future work. annotation method. However, we automatically build up
lists with sentiment-bearing words after we have made use
lEmojis are pictoria] representations of emotions, ideas, or of emojis as indicators for the sentiment classes. This way
objects in electronic communication to add emotional context. we can label all tweets—first those tweets that contain
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sentiment-bearing emojis, and then the rest of the tweets
based on the words in the tweets with the sentiment-
bearing emojis.

3. Sentiment Labelling with Distant
Supervision
As illustrated in Figure 1, 2 and 3, we propose the fol-

lowing algorithm for sentiment labelling that leverages in-
formation from sentiment-bearing emojis and words:

e Step lemojis: Classify tweets with sentiment-
bearing emojis into the classes negative, neutral and
positive (Figure 1).

o Step 25;sts: Create lists with sentiment-bearing
words (Figure 2):

1. Collect all words from negative, neutral and
positive.

2. Then remove words that occur in one or both
other lists.

o Step 3uords: Classify remaining tweets without
sentiment-bearing emojis into the classes negative,
neutral and positive based on the highest word cov-
erage with the lists of sentiment-bearing words (Fig-
ure 3).

| feel good © ——> | | feel good © positive

| feel bad ® ————> | Ifeel bad ®
today is a good day

this is positive © ——3 | this is positive © @
lam not sure ©  ———————3 | | am not sure @ @
this is very bad

this is a good idea

are you sure

Figure 1: Classify tweets with sentiment-bearing emojis
into the 3 classes (steplemoyjis)-

4. Experimental Setup

In this section, we will describe the dataset for our ex-
periments and how we used emojis as indicators for senti-
ments.

4.1. SAfriSenti

To evaluate our algorithm for sentiment labelling with
comparable numbers of tweets in three languages, we ap-
plied it to monolingual 7,000 English tweets, 7,000 Sepedi
tweets and 7,000 Setswana tweets from the SAfriSenti cor-
pus. SAfriSenti is to date the largest sentiment dataset
available for South African languages with 64.3% of
monolingual tweets in English, Sepedi and Setswana
and 36.6% of code-switched tweets between these lan-
guages (Mabokela and Schlippe, 2022a). The monolin-
gual tweets’ distributions of the classes negative, neutral,
positive are demonstrated in Table 1, 2 and 3.
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| feel good © positive

| feel bad ®
—

this is positive © @
I am not sure @ @
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Q+E

good

this

is

positive
Figure 2: Create lists with sentiment-bearing words
(step2iists)-

negative,

bad

t‘Neetsnolimoticons

am today is a good day @IE»

not

sure

ositive,,;
E - this is a good idea @
are you sure @

good
this

positive

Figure 3: Sentiment-bearing words as indicators for re-
maining tweets’ sentiment classes (step3.,ords)-

Class Number )
positive 2,052 293
negative 3,448 493
neutral 1,500 214
Total 7,000

Table 1: Distribution of English tweets.

Class Number %
positive 3,500 50.0
negative 2,270 324
neutral 1,230 17,6
Total 7,000

Table 2: Distribution of Sepedi tweets.
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Class Number %
positive 3,230 46.1
negative 2,180 31.1
neutral 1,590 22.8
Total 7,000

Table 3: Distribution of Setswana tweets.

4.2. Emojis

For our experiments, we defined 12 emojis as negative
indicators, 10 emojis as neutral indicators, and 12 emo-
jis as positive indicators as listed in Table 4, for which
were sure that they would represent the corresponding sen-
timents well. Of course, our emoji list can be extended
based on further information such as the Emoji Sentiment
Ranking? (Kralj Novak et al., 2015).

sentiment  #emojis
negative 12
neutral 10
positive 12

Table 4: Emojis for negative, neutral and positive.

A subset of such emojis is illustrated in Figure 4. To be
platform-independent, our algorithm finds and compares
the emojis in Unicode. If a tweet contains multiple emo-
jis representing different sentiments, the tweet is labelled
with the sentiment class which has the most emojis in the
tweet. The tweet is not labelled at this step if there is no
majority.

Class

VOLRE
Neutral OORA
Positive T SO ¥

Figure 4: Examples of emojis

S. Experiments and Results

We evaluated our algorithm for sentiment labelling on
the English, Sepedi and Setswana tweets from SAfriSenti.
Table 5 demonstrates the absolute numbers and per-
centages of tweets with sentiment-bearing emojis in
step lemojis and the absolute numbers and percentages
of the remaining tweets which were labelled using our
sentiment-bearing words in step 3y,0rds-

Table 6 and Table 7 show the accuracies and F-scores
of automatically classifying tweets with sentiment-bearing
emojis in step lepmojis, the accuracies and F-scores of
automatically classifying the remaining tweets using our
sentiment-bearing words in step 30,45 as well as the ac-
curacies and F-scores of all 7k labeled tweets together
([step 1-to-step 3]). For computing the F-scores, we took
the Macro I Score Calculation, i.e. the average of each
class’s I score.

The results of the two tables demonstrate that the qual-
ity of the automatic labeling in step lemojis s better than

https://kt.ijs.si/data/Emoji_sentiment_
ranking
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language step lemojis step 3words
English 4,210 (60.1%) 2,790 (39.9%)
Sepedi 5,871 (83.9%) 1,129 (16.1%)
Setswana 3,249 (46.4%) 3,751 (53.6%)

Table 5: #tweets and %tweets for stepl and step3.

language  step lemojis  Step 3words  [step 1-to-step 3]
English 68.7% 63.5% 66.2%
Sepedi 69.5% 64.6% 68.7%
Setswana 66.1% 59.7% 62.7%
Table 6: Accuracies.
language St@p 1emojis Step 3wo7'ds [Step 1-t0-5t€p 3]
English 66.8% 62.2% 64.6%
Sepedi 68.2% 63.4% 67.9%
Setswana 65.2% 58.7% 61.5%

Table 7: F-scores.

that in step 3.,0rds- This shows thatin step 2,45 the auto-
matically created word lists are worse indicators than the
emojis. The goal of our algorithm is to label a large part
correctly so that the annotators no longer have to label
all labels from scratch and thus minimize the workload.
From the accuracies and the F-scores we see that we were
able to reduce the manual effort, but there is still room
for improvement: With an accuracy of 66%, the annota-
tors would still have to change 34% of the labelled tweets
for English. Our algorithm performs best for Sepedi with
68% accuracy, which would require 32% changes. With
Setswana, the accuracy is 63%, which is why 37% of the
labels would have to be changed.

Both the quality of step leejis but also the quan-
tity of tweets with sentiment-bearing emojis in the cor-
pus, based on which the word lists are generated in
step 2;;5t5, have an impact on the quality of the labeling
in step 3yords: The more tweets with sentiment-bearing
emojis, the higher the chance that qualified sentiment-
bearing words remain in the lists after step 2;;5:s. We be-
lieve that Sepedi especially performs best since out of the
7k Sepedi tweets, 84% contain sentiment-bearing emojis
and thus more text can be used for the generation of the
word lists than for English (60%) and Setswana (47%).
Still, with an accuracy of 70%, the challenge remains to
figure out how to use emojis as a better indicator.

Adding more features for pre-labeling such as a trans-
lation of the tweets or word lists translated from other lan-
guages could help. But then the algorithm would no longer
be completely language-independent and would have to
deal with information coming from outside the corpus.

6. Conclusion and Future Work

In this paper we have presented a language-
independent algorithm for sentiment labelling. Our al-
gorithm uses sentiment-bearing emojis as initial features
to build lists with sentiment-bearing words. Since our
approach is only based on frequencies, no training of a
machine learning system is required. This ways we com-
pletely avoid any manual or higher computational effort.



Our analyses on the under-resourced languages Sepedi
and Setswana plus English demonstrated that accuracies
between 63% and 69% are possible using our distant su-
pervision approach. This significantly reduces the manual
effort to label tweets with sentiment classes since the hu-
man annotators need to change between 31%—-37% of the
tweets that have been pre-labelled with our algorithm in-
stead of adding all labels from scratch. After our proof of
concept with three languages, it can be assumed that our
approach works for other languages as well, since people
often use emojis in their posts—no matter what language
their posts are.

Consequently, it is interesting to apply our approach to
more languages and to experiment with cross-lingual fea-
tures. Future work may also include investigating whether
it is helpful to label a tweet as neutral if it contains a com-
parable number of positive and negative emojis. Our cur-
rent algorithm does not assign a label to the tweet in this
case. Furthermore, we plan to combine our approach with
active learning, i.e. an iterative process where annotators
manually classify tweets which are then used to re-train
machine learning systems for classification. Additionally,
our goal is to create a multilingual natural language pro-
cessing model and investigate the synergy effects across
languages in sentiment analysis. (Makgatho et al., 2021)’s
word embeddings could be a good basis for such a model.
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Abstract

One of the major challenges of an educational system is choosing appropriate content considering pupils’ age and intellectual potential.
In this article the experiment of primary school grades (from Ist to 4th grades) is considered for automatically determining the
correspondence of an educational materials recommended for pupils by using the School corpus where it includes the dataset of 25
school textbooks confirmed by the Ministry of preschool and school education of the Republic of Uzbekistan. In this case, TF-IDF scores
of the texts are determined, they are converted into a vector representation, and the given educational materials are compared with the
corresponding class of the School corpus using the cosine similarity algorithm. Based on the results of the calculation, it is determined
whether the given educational material is appropriate or not appropriate for the pupils’ educational potential.

Keywords: School corpus, semantic similarity, cosine similarity, term frequency, inverse document frequency

1. Introduction

The main goal of the education system is to educate young
people who are physically healthy, mentally and
intellectually developed, think independently, and have a
strict point of view on life. In this regard, fundamental
reform of the quality of general primary schools’ textbooks
and didactic materials that is appropriate for the intellectual
potential of pupils is one of the urgent issues. The main
purpose of this article is to automatically match the Uzbek
textbook to the educational potential of students. In order to
solve this problem we use text similarity for Uzbek texts.
Text similarity is one of advanced methods of text analysis
in the field of NLP. Based on the sources studied up to now,
it is worth noting that the similarity of texts is used in a
number of fields, such as information retrieval,
categorization, machine translation, and automatic essay
evaluation. Therefore, this article talks about the TF-
IDF(SPARCK JONES, 1972) approach, which provides
pupils with appropriate educational resources using the
similarity of texts. That is to say, we determine whether the
educational material corresponds to the potential of a pupil
(predetermined classes) or not by choosing the most similar
score compared to other classes which as a result helps to
improve the quality of education.

Uzbek language. Uzbek is a low-resource Turkic
language spoken by over 30 million people primarily in
Uzbekistan and other neighboring countries in Central Asia.
It is the official language of Uzbekistan and is widely used
in education, media, and official communications. The
Latin script being the official alphabet, but the old Cyrillic
script is equally used in documents, websites and social
media, requiring additional step of transliteration when
dealing with(Salaev et al., 2022a). The Uzbek language, like
many other closely related Turkic languages, is
characterized by its use of vowel harmony and agglutinative
grammar, which involves stringing together morphemes to

! More on the Uzbek language:
https://en.wikipedia.org/wiki/Uzbek language

create complex words!. These linguistic features present
unique challenges for natural language processing tasks.
Despite this, there have been recent efforts to develop NLP
resources for Uzbek, including corpora, lexical databases,
and machine learning models(Kuriyozov et al., 2022).
These resources hold great potential for advancing the field
of Uzbek NLP and improving access to information and
communication  technology for  Uzbek-speaking
populations.

All the resources, including the School corpus dataset, are
publicly available?. The remainder of this paper is organised
as follows: after this Introduction, Section 2 describes
related works. It is followed by a description of the
methodology in Section 3 and continues with Section 4.
which focuses on Experiments \& Discussions. The final
Section 5 concludes the paper and highlights the future
work.

2. Related works

So far, there have been numerous approaches developed for
the task of measuring the semantic similarity of words and
texts.

One of the biggest challenges when dealing with large
numbers of documents is finding the information you're
looking for that fits your problem. This problem can be
easily solved by methods of determining the similarity of
texts. The article(Matlatipov, 2020) presents the algorithm
of cosine similarity of Uzbek texts, based on TF-IDF to
determine similarity.  Semantic relationships between
words are one of the key concepts in assessing natural
language processing. In this paper(Salaev et al., 2022b), the
authors present the SimRelUz-set dataset for evaluating the
semantic model of the Uzbek language. This article(Elov et
al., 2022) examines the process of sorting documents in the
Uzbek language corpus by keywords using the TF-IDF
method. The paper(Pradhan et al., 2015) describes different

2 https://zenodo.org/record/5659638 - the dataset of
School corpus
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types of similarity like lexical similarity, semantic
similarity. The article also effectively classifies the
measurement of text similarity between sentences, words,
paragraphs, and documents. Based on this classification, we
can get the best relevant document that matches the user's
request. Paper(Islam & Inkpen, 2008) presents a text
semantic similarity measurement method, a corpus-based
measure of word semantic similarity, and a normalized and
modified version of the longest common subsequence
(LCS) string matching algorithm.

Existing methods for computing text similarity mainly
focus on large documents or individual words. In this
paper(Keles & Ozel, 2017), research has been carried out
on methods such as similarity calculation between Turkish
text documents, plagiarism detection and author detection,
text classification and clustering. (San’atbek, 2018) paper
established automation linguistic processes of dictionary-
thesauruses for Uzbek language. As an pre-processing tool
(Matlatipov Sanatbek and Tukeyev, 2020) paper offered
lexicon-free stemming tool for Uzbek language
whereas(Sharipov & Sobirov, 2022) offered rule-based
algorithm.

Although there has been a rapid growth in the research
production of NLP resources and tools for the low-resource
Uzbek language, there is still a huge gap left to catch up
with the current need for the trending technologies, such as
artificial intelligence (AI).

In document analysis, an important task 1is to
automatically find keywords which best describe the subject
of the document. One of the most widely used techniques
for keyword detection is a technique based on the term
frequency-inverse document frequency (TF-IDF) heuristic.
This technique has some explanations, but these
explanations are somewhat too complex to be fully
convincing. In this paper(Havrlant & Kreinovich, 2017)
authors provide a simple probabilistic explanation for the
TF-IDF heuristic. In(De Boom et al., 2016) the authors
defined a novel method for the vector representations of
short texts. The method uses word embeddings and learns
how to weigh each embedding based on its IDF value. The
proposed method works with texts of a predefined length
but can be extended to any length. The authors showed that
their method outperforms other baseline methods that
aggregate word embeddings for modelling short texts.

In this article, using the "School Corpus", we provide
information on the issue of determining the suitability of
recommended educational materials for schoolchildren to
the intellectual potential of students based on the lexical
similarity of texts. The paper considers a problem-solving
method based on TF-IDF. The TF-IDFs of the texts are
determined, they are converted into a vector, and the given
educational material is compared with the corresponding
class of the "School Corpus" wusing the cosine
similarity(Han et al., 2012) algorithm of the text similarity.
According to the calculation results, it is determined
whether the given educational material corresponds to the
student's scientific potential or not.

3. Methodology

In this section, we describe the methodology based on TF-
IDF and cosine similarity of corpus-based texts. Primary
Uzbek school grades consist of {1, 2, 3, 4}-classes. So, we
select and analyze texts which are suitable only from 1st to

4th grade pupils that are included in the School corpus even
though there are more classes which we are not considering.

3.1 Data collection & pre-processing

The development of spoken language starts at home in the
local environment, but the school plays a key role in the
development of human thinking(Madatov et al., 2022a,
2022b, 2022c). Therefore, it is a natural way to start
studying the automatic analysis of texts from school
textbooks. Because of this point of view, we decided to
collect from the best open source available websites related
to school educational materials. We found two best
available websites (www.ziyonet.uz, www.kitob.uz).
Among them, we decided to choose kitob.uz because of the
availability of the same book in multiple languages which
can be a great potential as a parallel corpus which
accelerates our future works. Overall, 34 books have been
downloaded and converted from pdf to txt format,
manually. As a result, the School corpus according to Uzbek
primary school consists of the following (table 1.):

From Table 1 we can see that Class 1 corpus has 24107
tokens, 7978 unique words, Class 2 has 56650 tokens,
14858 unique words, Class 3 has 90255 tokens, 21124
unique words and 4 tokens. The class corpus was found to
contain 109024 tokens and 24736 unique words. The total
number of unique words in primary school classes was
42,797.

Classes Ist class 2nd class | 3rd class 4th class
Number of 24,107 56,650 | 90,225 24,736
total tokens

Number of 7,978 14,858 | 21,124 24,736
unique tokens

Table 1. School corpus which is constructed using primary
school textbooks.

3.1.1 Algorithm

The main problem is to determine the appropriate class for
the target resource. We present algorithm 1. for solving this
problem based on the TF-IDF method as follows.

Algorithm of finding which classes the given text

corresponds to:

1. Tokenization of the given text.

2. A separate vocabulary is created for each class (based
on textbooks) and the given text. These words are
called unique words(bag-of-words)

3. If all unique words of the given text belong to the set
of the class's unique words then go to 8.

4. TF-IDFs are calculated for each class and the given
text. Vectors are created whose coordinates are equal
to the TE-IDF values of the unique words. The order
of the vector coordinates corresponds to the order of
unique words. If the given unique word does not occur
in the text in question, this coordinate of the
corresponding vector will be zero.

5. Let these vectors be vI, v2, v3, v4 according to
classes 1,2,3,4 and be v according to the given text.
For each class, we consider vector pairs (v, v;). i =
1, 2, 3, 4. In this case, the size of the vector v is
changed according to the size of the vector v;.

6. Cosine similarity of v with each v;, v, vs, vy are
calculated in (1).
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(v, vi)

[VI-fvil

()

cos(v,v;) =

here (v, v;) is a scalar product of vectors vand vi. i = 1,
2,3, 4.

Max value of cos(v, v;) is chosen.

It is concluded that this text corresponds to class i.

Sl

4. Experiments & Discussions

Cosine similarities values are shown for each class from st
to 4th grades in the comparison symmetric matrix,
diagonally (Table 2). Let the vector of i-th class be v;,
i=1,2,3,4 respectively. One notable part is that the
percentage of each class is increasing horizontally with row
elements above the main diagonal, which in fact, means that
pupils' lexicon increases from class to class. That is to say,
the reason 4th class pupils have knowledge of previous
classes is natural. Let the vector of i-th class is wvi
respectively, i=1,2,3,4. From the similarity of the vectors
follow similarity of the texts respectively.

Classes |1 class| 2™ class 3" class|4™ class
elass | L 034 034 | 034
7978 4252 4755 4792
i clags | 039 1 042 | .044
4252 14858 7852 8124
3 class 0.36 0.44 1 0.45
4755 7852 21124 | 10349
s | 034 | 042 045 |
4795 8128 10353 | 24736

Table 2. The similarity score of the classes, which includes
the number of unique words, respectively.

At the next stage, texts were taken from various sources
in order to evaluate the algorithm including, the Journal
texts (from pupils journal “Gulxan”) and internet materials.
Table 3 shows sources of the texts.

Ne File name The source

1 class-1.txt  Total textbooks for 1% grade
2 class-2.txt  Total textbooks for 2"grade
3 class-3.txt  Total textbooks for 3™ grade
4 class-4.txt  Total textbooks for 4" grade
5 mujiza.txt Internet resource

6 ayiq.txt Gulxan jurnal

7 vatan.txt Hozir

8 | sarig-dev.txt Sariq devni minib

9 | toshkent.txt Topic of 2™ class

10| hikoya.txt 3 grade

11 |kichik-vatan.txt 4™ grade text

Table 3. School corpus which is constructed using primary
school textbooks.

In the Table 4 texts similarity are considered as a result of
vector similarity, respectively. From the Table 4., it can
concluded:

1. Texts mujiza.txt, ayiq.txt, vatan.txt, kichik-vatan.txt
more similar to 4-th class. It means that these texts-
correspondence with the educational potential of
pupils of 4-th class. So, these texts are recommended
to teach in 4-th class.

2. The text -toshkent.txt is similar to 2-nd class. So, this
text is recommended to teach in 2-nd class.

3. The text-hikoya.txt is similar to a 3-rd class. So, this is
recommended to teach in 3-rd class.

Classes class-1 |class-2 class-3 |class-4
mujiza.txt 0.07 0.08 0.08 | 0.11
ayiq.txt 0.05 0.05 0.06 | 0.07
vatan.txt 0.1 0.14 0.14 | 0.15
sarig-dev.txt 0.2 0.21 0.2 0.3
toshkent.txt 0.07 1 0.05 0.06
hikoya.txt 0.1 0.1 1 0.1
kichik-vatan.txt 0.1 0.1 0.08 1

Table 4. School corpus which is constructed using primary
school textbooks.

The detailed explanation of the proposed algorithm
with all the steps is given in Annex 1.

5. Conclusion and future work

In conclusion, this research aimed to tackle one of the major
challenges in the educational system, which is selecting
appropriate educational content for primary school pupils
based on their age and intellectual potential. By utilizing the
School corpus and the cosine similarity algorithm, this
study aimed to determine the suitability of educational
materials for pupils in grades 1st to 4th. The results of the
experiment showed that the method of converting TF-IDF
scores into vector representations and comparing the
educational materials with the corresponding class in the
School corpus was effective in identifying whether a given
educational material was appropriate or not for a particular
grade level.

These findings hold important implications for education
professionals, policymakers, and researchers in the field. By
demonstrating the potential of NLP techniques to support
the selection of appropriate educational content, this study
lays the foundation for future research on the application of
NLP in the educational domain. Overall, this study has the
potential to contribute to the improvement of the
educational system in Uzbekistan and beyond, by providing
a data-driven approach to selecting educational content that
is aligned with pupils’ age and intellectual potential.

Data availability

All the Python codes used for the evaluation of the proposed
models for the School Corpus are publicly available at the
project repository. The application code of the proposed
methodology will serve as a valuable resource for further
NLP research on Uzbek language.
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Annex 1

Algorithm of finding which classes the given text corresponds to.

1:INPUT: (class-1.txt, class-2.txt, class-3.txt, class-4.txt, text.txt{given text})

2: Token(class-1.txt, class-2.txt, class-3.txt, class-4.txt, text.txt)
3: // reset tokens
4: class-1.txt :=Token(class-1.txt)
5: class-2.txt :=Token(class-2.txt)
6: class-3.txt :=Token(class-3.txt)
7: class-4.txt :=Token(class-1.txt)
8: Procedure similarity (class.txt, text.txt);
9: begin
10: m:=dictionary of (class.txt, text.txt) {Creation unique words of (class.txt,
text.txt)
11: //Creating of vectors of the class.txt and the text.txt
12: s:=0:p:=0:¢:=0
13: for j:=1 to length(m) do
14: begin if m(j) in text.txt then v(j):= TF-IDF(m(j)) else v(j):=0
15: if m(j) in class.txt then v1(j):= TF-IDF(m(j)) else vi(j):=0
16: s:=stv()*vI(): p:=p+v()* v(),; t:=t+ vI(G)*vi()
17: cosine:=s/(abs(sqrt(p))* abs(sqrt(t))
18: end
19: end
20: if All tokens of text.txt in class-1.txt then
21: begin  print(‘given text similar to’, class-1.txt)
22: break: go to 47
23: end
24: else if All tokens of text.txt in class-2.txt then
25: begin print(‘given text similar to’, class-2.txt)
26: break: go to 47
27: end
28: else if All tokens of text.txt in class-3.txt then
29: begin print(‘given text similar to’, class-3.txt)
30: break: go to 47
31: end
32: else if All tokens of text.txt in class-4.txt then
33: begin print(‘given text similar to’, class-4.txt)
34: break: go to 47
35: end
36: else
37: begin
38: similarity(class-1.txt, text): max=cosine A:=" class-1.txt’
39: similarity(class-2.txt, text)
40: if cosine>max then begin max=cosine: A:= " class-2.txt’ end
41: similarity(class-3.txt, text)
42: if cosine>max then begin max=cosine: A:= " class-3.txt’ end
43: similarity(class-4.txt, text)
44: if cosine>max then begin max=cosine: A:= "’ class-4.txt’ end
45: end
46: print (‘given text similar to’-A)
47: end
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Abstract

The volume of information is increasing at an incredible rate with the rapid development of the Internet and electronic information
services. Due to time constraints, we don't have the opportunity to read all this information. Even the task of analyzing textual data
related to one field requires a lot of work. The text summarization task helps to solve these problems. This article presents an experiment
on summarization task for Uzbek language, the methodology was based on text abstracting based on TF-IDF algorithm. Using this
density function, semantically important parts of the text are extracted. We summarize the given text by applying the n-gram method to
important parts of the whole text. The authors used a specially handcrafted corpus called "School corpus" to evaluate the performance
of the proposed method. The results show that the proposed approach is effective in extracting summaries from Uzbek language text and
can potentially be used in various applications such as information retrieval and natural language processing. Overall, this research

contributes to the growing body of work on text summarization in under-resourced languages.

Keywords: Text summarization, Uzbek language, TF-IDF, School corpus.

1. Introduction

The task of text summarization is to reduce a given text to
a shorter version while retaining the most important
information. The Internet, web pages, news, articles, status
updates, blogs, as well as the works of scientists who make
new discoveries every day, etc., are the source for the
immensity of text files. The sheer amount of information
generated and distributed in everyday life presents a lot of
problems, we have to find, use and process the necessary
textual information. In this case, we are faced with the
problem of text summarization for text data analysis. Text
summarization is one of the most important applications of
natural language processing (NLP).

Automatic document summarization has the following
preferences:

1) reduces the time of studying the data;

2) speeds up the process of document analysis;

3) facilitates the process of selecting documents when
investigating documents;

4) provides more summary options than the traditional
text summary.

The minimum requirement for automatic summarization
is that the number of text words obtained as a result of
automatic summarization does not exceed approximately
30% (Torres-Moreno, 2014, page 33) of the number of
original text words.

Automatic text summarization is a complex process,
consisting of several phases. The first phase is an initial
processing of the text, which often includes the following
steps:

- separating the text into parts, sentences, paragraphs, etc.;

- parsing segments into words or tokenization;

!'If the removal of those words from the text not only does
not change the context meaning but also leaves the
minimum number of words possible that can still hold the

- standardization of the words (lemmatization, stemming,
etc.);

- removal of the stop words.

Initial processing is a difficult task that largely depends on
the language in which the text is written. For example,
sentence boundaries are marked by punctuation. Their
usage varies considerably from language to language. Also,
not all words are separated by spaces in all languages. There
are great differences between a text written in an Oriental
language such as Chinese, Japanese, or Korean, and a text
written in European Latin characters.

This problem also occurs in other steps, such as
lemmatization or stemming, the normalization of words
using the grammatical part of speech tagging. Even the
removal of stop words' (X. A. Madatov et al., 2021)
depends on the natural language and again it is not a trivial
task.

This article is dedicated to Uzbek text summarization
based on an algorithm using TF-IDF(Aizawa, 2003).
Although the issue of summarization for rich-resourced
languages has been solved by various methods, the issue of
text summarization for low-resourced languages such as
Uzbek still remains an open issue. That is the main
motivation for the presented research on text summarization
based on TF-IDF. In this case, a dictionary is created from
the words contained in the texts and a probability
distribution law is created based on their TF-IDF values. In
order to assess the results of the proposed method, a corpus
named “School corpus" was used, which was created using
freely available school books such as “Reading book",
“Mother tongue" and “Literature".

meaning of the context, then such words can be called stop
words for this work.
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Uzbek language. The Uzbek language is a Turkic
language spoken by more than 30 million people in
Uzbekistan and neighboring Central Asian countries. It is
the official language of Uzbekistan and is written using the
Latin alphabet. Due to its rich history and culture, and the
language structure has been heavily influenced by other
languages such as Arabic, Persian, and Russian. The Uzbek
language has several dialects, with the main dialects being
Karakalpak, Khorezm, and Samarkand, among others.
Despite its importance, there has been relatively little
research on text summarization for the Uzbek language. Our
approach aims to fill this gap and provide a useful tool for
summarizing Uzbek text.

This paper is structured as follows: We first start with an
introduction, in Section 1. Section 2 presents, related works.
The main contribution of this work, is presented in Section
3 in the form of methodology. Following, experiments and
results are presented in Section 4, which includes
information regarding results obtained in this work. Lastly,
we conclude this paper with the discussion and conclusion
in Section 5.

2. Related works

Automatic text summarization originated in the 1950s
through the research of Hans Peter Luhn. Luhn first created
a model of the summarization of scientific and technical
articles(Luhn, 1958). Inspired by his work, many other
researchers produced a valuable amount of research output,
such as the developed an automatic abstracting system using
sentence selection and rejection techniques, and a Word
Control List (Edmundson & Wyllys, 1961), which produced
high-quality abstracts that warrant large-scale testing (Rush
etal., 1971).

Pollock and Zamora studied Chemical Abstracts Service's
research on text summarization using a modified Rush-
Salvador-Zamora algorithm. They found that some subjects
are better suited for automatic extraction and suggest
customizing the algorithm for narrow subject areas for
better results, they also discussed the viability of automatic
extraction (Pollock & Zamora, 1975).

In recent years, researchers have proposed various
approaches to improve the effectiveness of text
summarization, from cpombining TF-IDF algorithm with
the Latent Dirichlet Allocation (LDA) algorithms to
generate more informative summaries, to neural network-
based approachs that incorporate the attention mechanism
to capture the semantic information of the text and improve
the summarization quality (Lehnert & Ringle, 2014).

The following works are to the research of the natural
language processing of the Uzbek language in (K. Madatov,
2019; K. A. Madatov et al., 2022).

The relationship of Uzbek words is observed in there have
been works on gap-filling tasks extracting Uzbek stop
words on the example of School corpus is presented in (K.
Madatov et al., 2022b) and (K. Madatov et al., 2022¢). The
level of accuracy of Uzbek stop words detection is
presented in (K. Madatov et al., 2022a), Uzbek stemming
and lemmatization is discussed in (Sharipov & Sobirov,
2022), are the basic ones used in this research work.

Above all, the Uzbek language has seen a recent grooving
trend in the production of NLP-related research works and
resources, among them, a machine transliteration tool
(Salaev et al., 2022a), sentiment analysis dataset and

analyser models (Kuriyozov et al., 2022), as well as
semantic evaluation datasets (Salaev et al., 2022b) are some
of the many.

3. Methodology

The Uzbek language belongs to the family of agglutinative
languages, most of the methods for inflected languages text
summarizing cannot be directly used for the Uzbek
language.

The scientific novelty of the article: Creating Uzbek text
summarization method based on TF-IDF for the School
corpus (K. Madatov et al., 2022c).

In the article (K. Madatov et al., 2022a) considered and
proved the problem of finding a part of Uzbek texts,
containing stop words for the School corpus. Using this
method, it is possible to find the important part of the given
text. Below, we present the algorithm of the Uzbek text
summarization method. A brief description of steps taken in
the implementation of the proposed method is given in
Algorithm 1, and the full algorithm can be found in Annex
1.

Algorithm 1: Uzbek text summarization
1. The given text (initial text) 1is
separated to words, later
addressed as Text
2. Removal of stop words using the

dataset extracted from School
corpus

3. A unigque dictionary from the
resulting Text was created,

addressed as Text UW

4. For each a;, which belongs to
Text UW, w;=TF-IDF (ai) is
calculated. Then w; is transferred
pi(a) by using the formula
Pi=wi/3w;.

Density function is created for
Text UW. This step includes the
following computational
process: (K. Madatov et al.,
2022a, 4-5 pages)
E=21 pPi— the
expectation
words
D=3 (i-E)?-pi— dispersion of
the unique words
o=VD- standard deviation of
the unique words

mathematical
of the wunique

Ex=Spi-i¥ -of the unique
words

}.l3=E3—3'E1‘E2+2‘E13 k -third
central moment of the

unique words

As=u3/03- The asymmetry of

the theoretical
distribution
5. Important parts of the Text UW

depend on As. Let k=E-o and m=E+
c. We find words respectively k-
and m-positions Text UW and
position of these words in initial
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Text. Let they
respectively.

6. a)If A>0, then the part of the
Text from the beginning word up
to ki-th word part 1is reloaded
into the Text, deleting the rest;
b)If As<0, then the part of the
Text from the mi—-th word up to the
last word is reloaded into the
Text, deleting the rest.;
c)If As=0, then the part of the
Text from k;-th word up to mi-th
word 1is reloaded into the Text,
deleting the rest.

7. The 3 - gram method is applied to
the Text

8. The result is printed.

are ki and m

4. Experiments and results

The methodology presents the applying of the Uzbek text
summarization algorithm to the given text that, solves the
complicated problem of finding the significant part and
summarization of the given text based on TF-IDF. In this
part of the paper we show an example of applying the Uzbek
text summarization algorithm.

The adventure novel "Sariq devni minib (Riding the Yellow

Giant)" by Kh. Tokhtabayev was chosen as an example for

the experiment. A part of this masterpiece is given in the

literature textbook of 8th class.

The application of the Uzbek text summarization algorithm

to this text can be explained in a step by step recipe as the

following:

1. This masterpiece consists of 49,705 tokens and among
them 13,740 are unique words.

2. Remove stop words (K. Madatov et al., 2021). As a result,
we get Text.

3. Creates a dictionary of Text. This id called unique words
and the set of these words are denoted as Text UW. In
this case len(Text UW)=13740.

4. Each unique word is denoted as a;; i€[1...13740]. For each
ai, wi=TF-IDF(a;) is calculated. The probability of the
word a; can be calculated using the following formula:

pi=wi/ ZWi

Numerical values of the probability of unique words are

presented in Table 1.

Table -1: Numerical values of the probability of unique

words

Variable Item
E 437922
D 16019213,55
b 4002,4
I 64115315874
E, 437922
E» 35196780,35
E; 3,40214E+11
U3 45776660238
A 0,714

5. K=377.

6.In our case As>0. The corresponding word for K in
Text UW is “shavla”. We find the first occurrence of

the word "shavla" in the Text.We cut the part from the
first word of the Text to the word "Shavla" and reload to
the Text.

7. We apply the 3rd gram to the Text.

8. Print the result. Figurel

The method is presented in Figure 1.

o
SARIQ DEVNI
MINIB s e ey

qishninizdan fhkisa nonni qarzga oldim
7 da qorongi rushishi hovli tomon vl
1 summariza aldim. Tushlandiq uydan sunegi bilmas.

tion Quysi burchakba  garamang  ajinami
ahvastimi izini 16g qilib bagrayih
wirganga  dvshaydi. - nazarivida bt
keringandek boldi. Bundog sinchiktah
qarasam ikovi mushuk. Tikamagan
burchak qotmadi. teshikki hammasiga
Kirdim. Mahal - charchab
ab holddan_ toyiy Girib qolibcn

Fig. 1: The result of the application of the Uzbek text
summarization algorithm

Uzbek text

5. Discussion and Conclusion

3 gram were used to summarize the text taken in the
experiment. In general, the problem of applying the n-gram
to the problem of the Uzbek text summarization and
choosing the best n-gram remains open. Despite the
openness of this problem, similar problems can be solved
using the algorithm, which is the main result of the article.
For this, i-gram is taken instead of 3-gram. Using the results
obtained for all i-grams, the expert selects the best n-gram.
This article presents an algorithm based on TF-IDF
for solving the text summarization for Uzbek language
problem. In the process of applying the algorithm, we
removed the stop words using the previously created School
corpus. The usefulness of the obtained result for further
research can be expressed as follows:
1) solving Uzbek natural language processing
problems;
2) choosing the best n-gram in the problem of
Uzbek text summarization based on TF-IDF;
3) in solving the problem of Uzbek text
summarization, how to productive Uzbek text
summarization based on TF-IDF in comparison
with the trend methods of the Uzbek text
summarization. And many other use-cases like
these.
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Annex

Annex 1: The full algorithm of a TF-IDF based text summarization for Uzbek texts.
1:INPUT: (Text)

2: Token(Text)

3: Remove(Collacation Two_Words(Text))
4: Remove(Unigram(Text))

5: Remove(RuleBase(Text))

//{pronoun, adverb, conjunction, introductory word, adverbial word, auxiliary word, prepositions)

6: TF-IDF(Text)

7: p(Text UW)= TFIDF(Text UW)/SUM(TFIDF(Text UW))
// Text_unique words- Text UW

8: E=SUM(Text UW)*p(Text UW)

9: D=SUM(Text UW -E)"2*p(Text UW)

10: SIGMA=SQR(D)

11: El(m)=SUM(p(Text UW))* Text UW "m// m — 1..len(Text_ UW)

12: MI=E

13: M2=SUM(p(Text UW))* Text UW "2

14: M3=SUM(p(Text UW))* Text UW "3

15: MIYU=M3-3*M1*M2+2*M1"3

16: AS= MIYU/ SIGMA"3

17: 1f(AS>0) then Text2=TFIDF[0,;E-SIGMA]

18: If(AS<0) then Text2=TFIDF[E-SIGMA- len(Text_ UW)]
19: 1f(AS=0) then Text2=TFIDF[E-SIGMA; E+SIGMA]
20: Gram3(Text2)

21: Token(Text2)

22: SummarText:= P(token(i)|token(i+1)| token(i+2))
23: Print(SummarText)

24:END
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Abstract
Easy-to-Read Language (E2R) is a controlled language variant that makes any written text more accessible through the use of clear,
direct and simple language. It is mainly aimed at people with cognitive or intellectual disabilities, among other target users. Plain
Language (PL), on the other hand, is a variant of a given language, which aims to promote the use of simple language to communicate
information. German counts with Leichte Sprache (LS), its version of E2R, and Einfache Sprache (ES), its version of PL. In recent
years, important developments have been conducted in the field of LS. This paper offers an updated overview of the existing Natural
Language Processing (NLP) tools and resources for LS. Besides, it also aims to set out the situation with regard to LS and ES in

Germany.

Keywords: Easy-to-Read, Leichte Sprache, einfache Sprache, readability, accessibility

1. Introduction

Access to information, knowledge and culture is a right for
all citizens. As stated in the Convention on the Rights of
Persons with Disabilities of the United Nations (CRPD),
access to information and communication is a fundamental
right, and states should facilitate information in accessible
ways such as easy to read and understand forms (United
Nations, 2006). However, written text does not always
match our ability to understand what we read; a lot of the
textual information we find nowadays is too complicated
to understand by people with communication disabilities.
This causes their exclusion from society. Easy-to-Read
(E2R) is a pivotal part of the inclusion for people with
communication disabilities (Hansen-Schirra et al., 2020;
Maal} and Hansen-Schirra, 2022).

E2R is a language variant of a standard language, with
reduced complexity, and with the aim to improve the
readability and comprehensibility of texts (Nitzke et al.,
2022). One of its functions is to make content accessible,
and to ensure participation for people with communication
impairments (Hansen-Schirra and Maal3, 2020). It counts
with a set of rules that cover the vocabulary, grammar
structures and layout of the text, among others.

E2R is mainly aimed towards people with cognitive or
intellectual disabilities; however, other target groups may
also benefit from it. E2R's target groups include, but are
not limited to, the following: people with intellectual,
cognitive or developmental disabilities, people with
auditory disabilities, people with low literacy, migrants, or
children in need of reading reinforcement (Bredel and
Maal3, 2016; Hansen-Schirra and Maal3, 2020; Maal3 and
Garrido, 2020; Maal3, 2019).

E2R usually receives a different name depending on
the standard language it is based on; in the case of
German, its E2R variant is known as Leichte Sprache
(LS). It is not to be confused with what is known as Plain
Language (PL) Einfache Sprache (ES) in German). PL is a
variant of a given language, which aims to promote the use
of simple language to communicate information. There are
some important differences between them: (1) PL focuses

on text while E2R covers text, illustrations and layout, (2)
E2R is usually aimed at people with intellectual
disabilities, as PL might be too challenging for them, (3)
PL was initially focused on legal and governmental texts,
due to their intrinsic meaning, while E2R is usually
applied to all sorts of texts.

The rest of the paper is structured as follows: Section 2
will discuss the current state of LS in Germany. Section 3
will overview the existing resources and tools for LS,
briefly describing how they are relevant in the LS field.
Finally, Section 4 will present the conclusions.

2. LS in Germany

The first rules for LS were developed by Inclusion
Europe back in 1998 (Pottmann, 2019). However, this first
set of rules, even thought they were written in German,
were generic rules for E2R that could be applicable to any
standard language. In 2002, the German government was
obliged to provide accessible information to everyone due
to the establishment of the Gesetz zur Gleichstellung von
Menschen mit Behinderungen (the German equality law
for  disabled people) and the  Barrierefreie-
Informationstechnik-Verordung (the accessible technology
enactment). The Netzwerk Leichte Sprache (the plain
language association) was founded in 2006, and they
developed the rules for LS in 2013 (Pottmann, 2019)".

There is currently an ongoing debate related to LS
rules, terminology, and its possible stigmatization effect.
At present, there are three main currents regarding LS in
Germany.

Andreas Baumert defends the use of ES over LS,
claiming LS to be "falsches Deutsch” (bad German)
(Baumert, 2018, 3) that cannot be used by many of its
target groups. He strongly criticizes LS and, among the
shortcomings he found, he says that it is all a business and
that it cannot be generalized for all target groups. In his

! For a more detailed overview of how the legal state of LS has
changed over time, refer to Maaf}, 2020
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view, ES has a better chance of taking shape in the
foreseeable future; however, there is no generally accepted
version of a simple language that is used by authorities,
industry and associations alike (Baumert, 2016, 94).

Bettina Bock proposes that LS should not be
understood as strictly bound to rules; even though they
might be useful, they should not be seen as strict norms but
rather as suggestions. She claims that LS should be used as
an umbrella term that covers all approaches that this term
encompasses. The focus should be on the users of LS and
seek what is best for them, not so much on the rules, as
there are some texts in LS that, even though they do not
adhere strictly to the rules, are considered good by the
community (Bock, 2018, 11).

Christiane Maa3 advocates for the use of LS and the
implementation of its rules. She proposed a set of rules for
LS (MaaB, 2015) and is currently working on making them
more precise and their regularization. She also claims that
the term “Easy-to-Read” is not an adequate term for this
language variant, as it is used in other forms of realization
such as screen readers, sightseeing or museums, or
interpreting in inclusive meetings and conferences. She
proposes the term “Easy Language” (EL) instead, as it is
open to broader conceptualizations (Maal3, 2020, 56).
Besides, she also highlights that E2R and LS texts may
have a stigmatizing effect on their target groups.
Therefore, she proposes a new model, Leichte Sprache
Plus (Easy Language Plus), which stands between PL and
E2R (in the case of German, between LS and ES). This
model “profits from the comprehension and perception
principles of EL, but also from the non-stigmatising and
more acceptable features of PL” (Hansen-Schirra and
Maal}, 2020, 32) However, it is not an established
approach yet, but it is only on its first steps.

Nowadays, LS has a very active practice in Germany,
while ES is rarely used. A reason for this might be that it is
safer for public bodies to go for LS, as ES might still be
challenging for some target users, whereas LS reaches a
wider audience (Maaf3, 2020).

3. Resources and Tools for LS

This section will introduce the available resources and
tools for LS. We concentrate on the most recent and
relevant ones related to LS.

3.1. LS Corpora

A corpus (plural, corpora) is a linguistic resource
consisting of a large, structured set of texts. It can be
parallel (combines a simplified version of a text with its
original version) or comparable (a collection of simplified
documents and standard-language documents that share
the same topic).

Klaper et al., 2013: Klaper et al. developed the first
parallel, sentence-aligned corpus with German and LS
texts. They crawled the data from five publicly available
webpages. The corpus consists of around 70,000 to kens,
and spans various topics. The quality of the sentence
alignment obtained an F-score of 0.085.

LeiSa (Lange, 2018): this corpus was created in order
to do an explorative corpus-based analysis as part of the
research project Leichte Sprache im Arbeitsleben (LeiSA,
Easy-to-Read in Work Contexts, University of Leipzig). It
is a collection of texts, but it is not a parallel nor aligned
corpus. The aim was to obtain a systematic corpus-based

description of the distinctive linguistic structures of LS by
contrasting it to similar approaches of text simplification
(i.e. einfache Sprache and Leicht Lesen). The corpus
contains 639,826 tokens of LS, 779,278 tokens of Einfache
Sprache, and 350,872 tokens of Leicht Lesen.

Battisti and Ebling, 2019: this corpus was compiled
to be used in automatic readability assessment and
automatic text simplification (ATS) in German. It was
compiled from web sources and consisted of both
monolingual (LS) and parallel data (German and LS). It
also contained information on text structure, typography
and images; according to their authors, these features can
indicate whether a text is simple or complex. The
monolingual data consists of 1,916,045 tokens and the
parallel data consists of 347,941 tokens of German and
246,405 tokens of LS. However, there was no sentence-
alignment in this corpus.

TextComplexityDE (Naderi et al., 2019a): this dataset
consists of 1000 sentences taken from 23 Wikipedia
articles in 3 different article-genres. 250 of those sentences
have also been manually simplified by native speakers.
Besides, it also contains subjective assessment
(complexity, understandability and lexical difficulty) of
the simplified sentences, provided by a group of language
learners of A and B levels. This dataset is aimed to be used
for developing text-complexity predictor models and ATS.
APA (Sauberli et al., 2020): the Austria Presse Agentur
(APA) corpus is the first parallel corpus for data driven
ATS for German. It consists of 3,616 sentence pairs. The
authors manually simplified original sentences into their
A2 and BI1 equivalents and aligned them.

LeiKo (Jablotschkin and Zinsmeister, 2020): it is a
comparable corpus of LS news texts, systematically
compiled and linguistically annotated for linguistic and
computational ~ linguistic =~ research. It  contains
approximately 50,000 tokens, and is divided into four sub-
corpora according to the websites from which they were
extracted.

KED (Jach, 2020): Korpus Einfaches Deutsch (KED)
is a collection of texts from genres of educational and
public discourse in LS and Einfache Sprache, scraped
from different online websites. It has a total of 3,698,372
words, and it is divided into different sub-corpora
depending on the provider.

20m (Rios et al., 2021): it is a corpus collected from
the Swiss news portal 20 Minuten, which includes 18,305
articles paired with shortened summaries. There is no
sentence-alignment in this corpus, and the dataset does not
distinguish different simplification levels; they do not stick
to any simplification standard.

Capito: capito’ is the largest provider of human
simplification services for German; they translate
information into easy-to-understand language, offer
trainings, and develop digital solutions around the topic of
comprehensibility. It has a dataset that covers a wide range
of topics and levels Al, A2 and B1 (Rios et al., 2021).

Geasy (Hansen-Schirra et al., 2021): the German Easy
Language corpus (Geasy) is a parallel corpus, aligned at
sentence level, which contains professional translations
from standard German into LS. It currently contains
1,087,643 words of source text and 292,552 words of LS
translations.

2 https://www.capito.eu (last accessed: 2022-11-04)
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Toborek et al., 2022: this is a new monolingual
sentence-aligned corpus for German, LS and ES, spanning
different topics. This corpus consists of publicly available
articles of 7 different webpages that publish news articles
in German and their corresponding LS version. They also
included articles from a website in ES in an aim to achieve
a larger vocabulary size. They refer to all simplified
versions of German as Simplified German. The corpus has
a total of 250,093 tokens of Simplified German and
404,771 tokens of German, contains 708 aligned
documents and a total of 5,942 aligned sentences. The
quality of the sentence alignments has a F1-score of 0.28.

SNIML (Hauser et al., 2022): simple news in many
languages (SNIML) is a multilingual corpus of news in
simplified language. It includes articles in Finnish, French,
Italian, Swedish, English and German, published between
2003 and 2022, and originates from different news
providers in different countries. It is a dataset of raw text.
Besides, the level of simplification varies depending on the
provider, that is, the texts have been created according to
different simplification guidelines and for different target
audiences. However, the authors claim that the corpus is
useful for automatic readability assessment and for
unsupervised, self-supervised or cross-lingual learning.
They plan to release a new version of SNIML every
month, and their future work may consist of aligning the
articles to related articles in standard language. By the time
this article is being written, it contains 4,936,181 tokens in
total, 123,021 of which are of German.

Klexicon (Aumiller and Gertz, 2022): this is a
document-aligned corpus by using the German children
encyclopedia “Klexikon”. It contains 2,898 articles from
“Klexicon”, with an average of 436.87 tokens each, and
2,898 documents from Wikipedia, with an average of
5,442.83 tokens each. The authors aligned the documents
by choosing corresponding articles from Wikipedia;
however, it is unlikely that specific sentences are matched.

3.2. Other Resources

3.2.1. Dictionaries

E2R texts may also include explanations of certain
terms. E2R dictionaries can be useful for this end, as they
provide translations from a standard language term into its
E2R equivalent, or an explanation for complex words that
cannot be adapted into an easier variant. German counts
with Hurraki’, a dictionary with explanations of German
words in LS.

3.2.2. LS Language Checkers

They are employed to check texts for grammar and
style mistakes. For E2R, they can help checking whether
any E2R rule has been broken. Siegel and Lieske (Lieske
and Siegel, 2014; Siegel and Lieske, 2015) implemented
some EL rules in Acrolinx* and LanguageTool’.

3.3. Tools for LS Adaptation

3 https://hurraki.de/wiki/Hauptseite (last accessed: 2022-11-03)

4 Acrolinx is a software package to support authors of technical
documentation

5 LanguageTool is an open source text checking software
developed since 2003

E2R adaptation refers to the processes that standard
texts undergo in order to be transformed into E2R texts.
These processes may include syntactic simplification
(reducing the grammatical complexity of a text), lexical
simplification (replacing complex words with easier
variants) or summarization (conveying the most important
information), among others.

EasyTalk (Steinmetz and Harbusch, 2020): EasyTalk
is a system for assisted typing in LS. It uses a paraphrase
generator based on a lexicalized, unification-based
Performance Grammar.

SUMME?: this is the first Al-powered tool that
automatically turns any text into EL. It is still only
available in its Beta version, but its founders claim that it
increases adaptation productivity by 85%. Once registered,
users can directly go to the translation interface and adapt
any text. Currently, the glossary is based on Hurraki,
although users can also create their own glossary based on
their texts.

3.4. LS Readability Assessment

Readability assessment is used to classify texts
according to their degree of complexity; it determines how
difficult or easy a text is or which level/grade it has
(Bengoetxea and Gonzalez-Dios, 2021; Vajjala, 2022). It
can help authors prepare simplified material, inform
readers about the difficulty of a piece of text, or facilitate
choosing of learning material for second language learners,
among others (Aluisio et al., 2010).

Battisti et al.,, 2019: they present an unsupervised
machine learning approach to analyse texts in simplified
German in an aim to investigate evidence of multiple
complexity levels. They also exploited structural and
typographic characteristics of simplified texts. Their
findings prove that there is not just one complexity level in
German simplified texts.

Ebling et al.,, 2022: this is the first sentence-based
NMT approach towards automatic simplification of
German and the first multi-level simplification approach
for German. Besides, this paper offers an overview of four
parallel corpora of standard/simplified German, compiled
and curated by their group. They report a gold standard of
sentence alignments from these four sources.

Naderi et al., 2019b: in this study, they developed an
automated readability assessment estimator based on
supervised learning algorithms over German text corpora.
They employed the TextComplexityDE corpus. They
extracted 73 linguistic features and employed feature
engineering approaches to select the most informative
ones. They implemented 4 regression estimators to assess
the readability of the sentences, among which Random
Forest obtained the best result, with a 0,847 RMSE.

Mohtaj et al., 2022b: they present a new model for
text complexity assessment for German text based on
transfer learning. They used the TextComplexityDE
dataset to train the models. Their findings show that fine-
tuning the BERT model can outperform the other
approaches.

Weiss and Meurers, 2022: this study presents a
sentence-wise readability assessment model for German
L2 readers. They built a machine learning model with

¢ https://summ-ai.com/en/ (last accessed: 2022-11- 03)
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linguistic insights and compare its performance based on
predictive regression and sentence pair ranking. They
found that it yielded top performances across tasks.

Blaneck et al., 2022: in this study, they combined the
fine-tuned GBERT and GPT-2-Wechsel models with
linguistic features. They evaluated their models in the
GermEval 2022 Shared Task on Text Complexity
Assessment with the TextComplexityDE dataset. The
combined models performed better than non-combined
GBERT or GPT-2-Wechsel models. On out-of-sample
data, their best ensemble achieved a RMSE of 0.435.

Mosquera, 2022: this paper describes the winning
approach in the first automated German text complexity
assessment shared task as part of KONVENS 2022. The
only resource provided by the organizers was the
TextComplexityDE dataset. They followed two main
approaches to train the dataset: feature engineering based
on morphological and lexical information, and transfer
learning via pre-trained transformers.

Mohtaj et al., 2022a: this paper offers an overview of
the GermEval 2022 Shared Task on Text Complexity
Assessment of German Text. Due to space constraints, not
all studies that took part in it have been included in the
paper at hand. However, this study offers an overview of
the task and the approaches. Among 24 participants who
registered for the shared task, ten teams submitted their
results on the test data.

4. Conclusion

This paper presents the current situation of LS in
Germany and offers an overview of the most important
developments regarding resources and tools for LS
adaptation. It can be stated that there is a dynamically
developing research situation of LS in Germany.
Nonetheless, as it has been highlighted, there are also
different currents with regard to LS rules, terminology and
its possible stigmatising effect. In spite of LS being the
established language variant, there is a lack of consensus
regarding the accuracy of its name and the users it is aimed
at. This may lead to potentially remodeling LS rules and
validating Leichte Sprache Plus in the near future
(Lindholm and Vanhatalo, 2021, 209). It is possible that
the concept of LS and E2R will be reshaped, and different
names will be used to refer to them; however, to this day,
it would be advisable to stick to the terms “Leichte
Sprache” and “Easy-to-Read”, since these are the
established terms and the use of other terminology might
cause confusion. Regarding the available resources and
tools, it is worth highlighting that there is a recent interest
in developing corpora. Nonetheless, it can be observed that
there is no consistency within the databases; they might be
parallel, comparable, aligned, and can include texts of
different complexity levels. This might be due to different
reasons: (1) they have been thought to serve for different
purposes, or (2) there is not enough data to create the
corpora from. Some webpages offer information both in
standard German and E2R, but some others do not. This
makes it difficult to create parallel, sentence-aligned
corpora. Besides, many so-called E2R resources that can
be found in many websites are often not linked to a single
corresponding German document, but are high-level
summaries of multiple German documents (Klaper et al.,
2013). Many readability assessment methods have been
developed recently; it would be helpful for LS and ES

users to see these methods implemented, so that they can
assess the difficulty of a given text. The existing LS
adaptation tools may aid in the creation of LS texts;
however, they are still not able to automatize the insertion
of examples, explanations and illustrations or to create a
proper layout for LS. Taking everything that has been said
into account, we could say that EL and ATS have been a
recurrent field of study in these recent years and seem to
stay that way. However, much remains to be done,
especially in terms of developing products based on all
available tools and resources. These products would make
information more accessible to people  with
communication disabilities.
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Abstract

The negative effects of online bullying and harassment are increasing with Internet popularity, especially in social media. One solution
is using natural language processing (NLP) and machine learning (ML) methods for the automatic detection of harmful remarks, but
these methods are limited in low-resource languages like the Chittagonian dialect of Bangla. This study focuses on detecting vulgar
remarks in social media using supervised ML and deep learning algorithms. Logistic Regression achieved promising accuracy (0.91)
while simple RNN with Word2vec and fastTex had lower accuracy (0.84-0.90), highlighting the issue that NN algorithms require more

data.

Keywords: EDO 2023, Vulgarity detection, Data annotation, Logistic Regression (LR), Recurrent Neural Network (RNN)

1. Introduction

The use of vulgar language, swearing, taboo words, or other
offensive language is referred to as vulgarity or obscenity
(Cachola et al., 2018; Wang, 2013). Although in society,
vulgar language in conversation is frequent (Mehl et al.,
2007), it has become very popular on social media sites like
Twitter (Wang et al., 2014). Although vulgar language can
be employed in a positive context, such as indicating
informality of dialogue, communicating one's anger, or
identifying with a group (Holgate et al., 2018), in reality, it
is most often used in online harassment.

Therefore, in our study, we focused on detecting such
vulgar expressions in the Chittagonian dialect of Bangla.
Chittagonian is a language from the Indo-Aryan language
family' with between 13 and 16 million speakers, the great
majority of them living in Bangladesh (LewisM, 2009).
Chittagonian is widely spoken alongside Bengali, to the
extent that many linguists consider it a distinct language
(Masica, 1993). It is a variation of Bangla, with distinct
features in pronunciation, vocabulary, and grammar. Over
the last two decades, Internet use in Bangladesh has grown
exponentially. According to BTRC, there are well over 125
million Internet users in Bangladesh as of November 20222,
In addition, Chittagong is the second largest city of
Bangladesh?, and due to the Digital Bangladesh initiative*,
the majority of the population now has access to the Internet
and is able to use social media. Moreover, with the benefit
of Unicode on gadgets, they express their thoughts in their
native Chittagonian dialect. Chittagonian people regularly
use such social media as Facebook®, imo®, various blogs,

=

https://en.wikipedia.org/wiki/Chittagonian_language

https://en.wikipedia.org/wiki/Chittagong

https://www.facebook.com
https://imo.im

© N o v A~ W N

https://www.whatsapp.com
https://www.addictioncenter.com/drugs/social-media-addiction/

WhatsApp’, and others. On social networking sites, people
feel free to express themselves in casual ways. However,
due to its wide pervasiveness, it is difficult to escape also
the negative influence of social media.

Excessive social media use has the potential to become
addictive®. Young people spend more time on social media
than they do with family and friends®. Social media use has
been linked to cyberbullying and online abuse, which has
an impact on self-esteem and can be a violation of one's
privacy'?. Social media has also been used to disseminate
hatred and deception online, leading to an increase in
violent incidents in society!!.

One of the realizations of such unwanted and harmful
incidents is receiving messages filled with vulgar
expressions. Moreover, with the increased usage of social
media comes the increased probability of being exposed to
such vulgar remarks.

To contribute to the mitigation of this problem, in this work,
we propose a system capable of automatically recognizing
such vulgar remarks. Using Logistic Regression (LR) and
Recurrent Neural Networks (RNN) as a classifier, backed
by various feature extraction methods, we test the
limitations of such methods for vulgar remark detection in
the low-resource language scenario.

The key contributions of this paper are as follows:

1. We collect a dataset in the Chittagonian dialect
consisting of 2,500 comments or posts. The data
was gathered purely from widely accessible
accounts on the Facebook platform.

2. We manually and rigorously annotate the dataset

http://www.btrc.gov.bd/site/page/ 347df7fe-409f-451e-a415-65b109a207f5/-

https://www.undp.org/bangladesh/blog/ digital-bangladesh-innovative-bangladesh-road-2041

9https://en.prothomal0.com/bangladesh/Youth—spend—80—mins—a—day—in—intemet—adda

https://www.un.org/en/chronicle/article/cyberbullying-and-its-implications-human-rights

11https://www.accord.org.za/conﬂict—trends/ social-media/
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into vulgar and non-vulgar categories and validate
the data annotation process by Cohen's Kappa
statistics (Cohen, 1960).

3. Finally, we compare Machine Learning (ML)-
based, and Deep Learning (DL)-based approaches
for identifying vulgar remarks in the Chittagonian
dialect on social media content.

The paper is organized as follows: Section 2. covers related
works. Section 3. presents the proposed technique,
including data collection and pre-processing. Section 4.
discusses evaluation and analysis. Finally, Section 5. offers
concluding remarks and future work.

2. Related works

Vulgar language in user-generated content on social media
can lead to sexism, racism, hate speech, or other forms of
online abuse (Cachola et al., 2018). Vulgarity detection,
while typically solved by creating lexicons of vulgar
expressions, can also be treated as a classification problem
with two classes: vulgar and not. Traditional methods using
vulgarity lexicons require constant updates. ML methods
can use the surrounding context of vulgarities to classify
new vulgarities without a lexicon. Few studies have
approached vulgarity detection with methods beyond
lexicon-based, so in this review, we also included studies
from closely related domains.

Many linguistic and psychological studies have been
conducted on the purposes and pragmatic goals of vulgar
language(Andersson and Trudgill, 1990; Pinker,2007;
Wang, 2013). On the other hand, for machine learning-
related studies, for example, (Eshan and Hasan, 2017)
compared various ML algorithms with N-gram features to
find out which algorithms perform better. With 2,500
comments they labeled their dataset into two classes.
Finally, by SVM with trigram TF-IDF vectorizer features
they got the highest accuracy of 0.89. (Akhter et al., 2018)
suggested using machine learning methods and using user
data to identify cyberbullying in the Bangla language. They
applied NB, J48, SVM, and KNN, with the performance of
each method evaluated using a 10-fold cross-validation.
According to the results, SVM performed better in terms of
Bangla text, with the highest accuracy of 0.9727. (Holgate
etal., 2018) introduced a dataset of 7,800 tweets from users
with known demographics, every incident containing
vulgarities was categorized into one of the six categories of
vulgar word use. They examined the pragmatic components
of vulgarity and their relationships to societal issues using
the data they collected, obtaining 0.674 of macro F1 over
six classes. (Emon et al.,, 2019) created a system for
detecting abusive Bengali text and applied different deep
learning and machine learning-based algorithms. They
collected 4,700 comments from Facebook, YouTube,
Prothom Alo online and labeled this data into seven
different classes. They got the highest accuracy of 0.82 with
the Recurrent Neural Network algorithm. (Awal et al.,
2018) proposed Naive Bayes system to detect abusive
comments and collected 2,665 English comments from
YouTube and then translated these English comments into
Bengali in two ways, namely, i) Direct translation to
Bangla, and ii) Dictionary-based translation to Bangla.
Finally, their proposed system produced the highest
accuracy of 0.8057.

For detecting abusive Bangla comments a technique
developed by (Hussain and Al Mahmud, 2019) applied a
root-level algorithm with unigram string features. They
collected 300 comments from Facebook pages, news
portals, and YouTube. They divided their data set into three
sets with 100, 200, and 300 comments and tested their
system with the result of 0.689 (accuracy) on average. (Das
et al., 2022) studied hate speech detection in low-resourced
language Bengali and Romanized Bengali. They collected
their data from Twitter which contain 5071 Bengali
samples, and 5107 Romanized Bengali samples. For
training these datasets they used XML-RoBERTa, MuRIL,
m-BERT, and IndicBERT models, from which XML-
RoBERTa gives the best accuracy of 0.796. (Sazzed, 2021)
manually separated 7,245 YouTube reviews into categories
of vulgar and non-vulgar content to establish two
benchmark corpora. The DL-based BiLSTM model
produced the highest recall scores for detecting vulgarity in
both datasets. (Faisal Ahmed et al., 2021) marked user
comments from publicly visible Facebook postings made by
sportsmen, public servants, and celebrities. Then, the
English- and mixed-language comments were separated
from the Bengali-language comments. Their research
showed that 14,051 of all remarks, or 31.9% of the total,
were directed at male victims, and 29,950 of all, or 68.1%,
were directed at female victims. In this study, 9,375
comments were directed towards victims who were social
influencers, followed by 2,633 comments directed at
politicians, 2,061 comments directed at athletes, 2,981
comments directed at singers, and 61.25% of the remarks,
or 26,951, directed at actors.

None of the preceding research particularly looked for
vulgarities in the Chittagong dialect of Bengali. In the
context of the data from the Chittagong dialect on social
media, the following is the first effort to precisely identify
and evaluate the frequency of vulgarity in social media
posts.

3. Proposed methodology

The layout of the proposed system is demonstrated in Figure
1 and the process is explained as follows.

ML model

“oun
L TF-IDF

DL model
Simple RNN
LSTM

Predicted results

Figure 1: Outline of performed experiments

3.1. Data collection

Since there is no state-of-the-art dataset for the Chittagonian
dialect to detect vulgar texts, one of the first major
challenges in this study was collecting the data. We
collected comments from Facebook. The comments were
collected manually from several independent sources
including public profiles and pages of famous people. Table
1 shows three examples from the dataset.

3.2. Data annotation

To detect vulgarity, a dataset needed to be annotated with a
set of standards (Pradhan et al., 2020; Khan et al., 2021).
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English Translation
51 QR ST A1 | You are piglet
(O ROP AR You are all
son of whores
New prostitutes
TS gl (R K| are appearing in
Bangladesh.

Table 1: Three examples from dataset

We appointed three native Chittagonian dialect speakers,
one of whom was a male with a higher education (MSc
degree) and two of whom were women (BSc degree). The
dataset contained 2,500 samples and each of them was
manually annotated according to the process shown in
Figure 2. Firstly, three annotators annotated each review
which resulted in 7,500 judgments. Any disagreements
about the annotation were resolved by majority voting of the
annotators. Consequently, the raw dataset consisted of
1,009 vulgar samples, and 1,476 non-vulgar samples with
15 conflicts (discarded from the dataset after discussion
with annotators). Some of the most frequently used vulgar
words in our dataset were shown in Table 2. After
annotating the data, we examined the inter-rater agreement.
As a result, using Cohen's Kappa (Cohen, 1960), we
obtained an average agreement value of 0.91, indicating a
very strong agreement among annotators.

Re-training
annotators
Annotators s‘(‘""(;"";"’"d Sample Compute Inter-
(Three) — (f"“,d‘“‘l‘ an Data annotator agreement
uidelines

Annotating dataset
[1mem 43
annotator=7,500
Judgments]

Figure 2: Data annotation process.

Chittagonian Dialect English Frequency
RIDE] Slut’s 333
emr Fucker 201
R Dog 192
mﬂ'ﬁs Whore 105
(AT Female private parts 75

Table 2: Top frequency vulgar words in our dataset.

3.3. Data preprocessing

Our collected dataset of text-based comments was not in
fixed length and does not follow any specific structure,
which means it could contain noise. The dataset comments
could contain excessive data unimportant for analysis. To
limit the possible influence of such unwanted redundant
features, we processed the data. Table 3 shows each
preprocessing step.

Original Text

RAINS P Ve el 11 No.(...)

English Translation (Literal)

The son of a slut’s singing voice is very sweet.l number (. ....... )

Removing Functuations

QRIS AT N el 1 No(...)

Removing Emojis and Emoticons

QRIS P N T 1 No

Removing English Characters

QAN PATH SV 51T |

Removing English Digits

QRIS P N T

Removing Stopwords

PUIRERERIERGUSKGE]

Tokenizations

[RAINE, FHR, AT, SeT']

Table 3: Step-by-step data preprocessing.

3.4. Feature engineering

Since ML algorithms cannot take as input textual data
directly, it is necessary to convert lexical features (words)
into numerical features in order to be able to extract patterns
and perform classification. Since after preprocessing our
dataset contains only strings of characters (words), we
transformed the textual data into numerical features. To do
this, following previous studies (Emon et al., 2019; Sazzed,
2021; Mahmud et al., 2022) we applied four different feature
extraction techniques, namely, Count Vectorizer, TF-IDF
Vectorizer, Word2vec, and fastText' in order to obtain the
features applicable in classification.

3.5. Classification

We experimented with five machine learning and two deep
learning algorithms. Specifically, we used Logistics
Regression (LR), Support Vector Machine (SVM),
Decision Tree (DT), Random Forest (RF), and Multinomial
Naive Bayes (MNB) for classic ML as well as simple
Recurrent Neural Network (simpleRNN) and Long-Short-
Term Memory network (LSTM).

3.6. Performance evaluation metrics

Model evaluation is the process of validating the model
performance on the test data. In this study, we used the
following model performance evaluation metrics, namely,
Precision, Recall, Fl-score, and Accuracy, which are
calculated on the numbers of True Positives (TP), False
Positives (FP), True Negatives (TN), and False Negatives
(FN), according to the following formulas.

TP +TN
AcCuraCy = —————— ... (1)
TP +TN+FP+FN
.. T
Precision=——— ...............ciii, 2)
TP+FP
TP
Recall=—— ... 3)
TP+FN
Precision*Recall

Fl score = 2 * (.

Precision+Recall
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Model Vulgar Non Vulgar Accuracy
Precision | Recall | Fl-score | Precision | Recall | Fl-score
LR 0.80 0.92 0.86 091 0.76 0.83 0.91
SVM 0.65 0.72 0.68 0.68 0.60 0.63 0.66
DT 0.62 0.86 0.72 0.77 0.47 0.58 0.67
RF 0.67 0.94 0.79 0.90 0.53 0.67 0.87
MNB 0.81 0.91 0.86 0.90 0.79 0.84 0.84
Table 4: Model performance using count vectorizer
Model Vulgar Non-Vulgar Accuracy
Precision | Recall | Fl-score | Precision | Recall | Fl-score
LR 0.82 0.92 0.87 0.90 0.80 0.85 0.91
SVM 0.81 0.89 0.85 0.88 0.79 0.83 0.84
DT 0.56 0.96 0.71 0.85 0.21 0.34 0.67
RF 0.64 0.97 0.77 0.94 0.45 0.61 0.88
MNB 0.80 0.91 0.85 0.89 0.77 0.83 0.83

Table 5: Model performance using TF-IDF.

4. Experimental results and discussion

4.1 Machine learning models for vulgarity detection
Below are the results of classic ML algorithms applied in
vulgarity detection in the Chittagonian language,
specifically, LR, SVM, DT, RF, and MNB using Count
Vectorizer. Count Vectorizer is a process of converting
textual features into numerical values, specifically into
numbers representing a basic frequency of words in the text.
To train and test the models we divided the dataset in an 80-
20 ratio for training and testing sets, respectively, as
represented in Table 6. The results achieved by ML models
using this feature extraction technique were represented in
Table 4.

Training [Testing
80% 20%
1,088 497

Table 6: Training and test data ratio

Table 4 shows the overall performance of machine learning
models using the Count Vectorizer feature extraction
technique. Here, the LR model outperforms other models
with the highest accuracy of 0.91. The class-wise
performance also achieved higher precision and recall
values for both classes. The second-best model was RF,
which achieved 0.87 but in terms of precision, and recall
MNB also performed well compared to LR.

On the contrary, TF-IDF stands for the Term Frequency-
Inverse Document Frequency of records. It assesses the
word's relevance within a corpus or a dataset. The frequency
of a term in the corpus represents how many times it appears
in the text. The highest score was also achieved by LR, with
an accuracy of 0.91, and precision, recall and F1-score also
scored high for both classes. MNB achieved 0.83 of
accuracy, less than RF but in terms of other metrics, the
results were well balanced, as shown in Table 5.

4.2 Deep learning models for vulgarity detection

Deep Learning-based models like RNN, LSTM, or GRU
have shown great achievements in various NLP tasks in

recent years. In this study, we used RNN and LSTM with
Word2vec and fastText used for generating word
embeddings. We divided the dataset into three parts,
namely, train, validate (to check for overfitting), and test (to
evaluate the model) as shown in Table 7.

Using Word2vec word embeddings SimpleRNN
outperformed the LSTM model achieving 0.84 accuracy
while LSTM achieved 0.63. In terms of precision and recall
for both classes, SimpleRNN also provided better results, as
represented in Table 8.

Training | Validation | Testing
70% 15% 15%
1,741 372 372

Table 7: Training, validation, and test data ratio.

Also, both applied Deep Learning models showed better
performance using fastText word embedding technique.
Here also SimpleRNN acquired 0.90 of accuracy and more
importantly models performed quite well in detecting both
classes as shown in Table 8.

5. Conclusion and future work

In this study, we focused on the detection of vulgar remarks
in social media posts using ML and DL classifiers, namely
LR, SVM, DT, RF, MNB, simpleRNN, and LSTM with
various feature extraction techniques such as Count
Vectorizer, TF-IDF Vectorizer, Word2vec, and fastText.
We have constructed a dataset of 2,485 comments where
vulgar and non-vulgar were evenly distributed. In our study,
LR with Count Vectorizer, or TF-IDF Vectorizer, as well as
simpleRNN with Word2vec and fastText were an effective
approach for detecting vulgar remarks. Based on the
performed study, in the future, we plan to pursue a resource-
constrained strategy for recognizing vulgarity, mostly
focusing on the Chittagonian dialect. As in this study for the
classification we used only the simplest baseline methods,
we will apply other more robust methods, such as

174



bidirectional RNNs(Schuster and Paliwal, 1997), and
transformers (Aurpa et al., 2022).
Word2vec Vulgar Non Vulgar Accuracy
Precision | Recall | Fl-score | Precision | Recall | Fl-score
SimpleRNN 0.78 0.98 0.86 0.97 0.70 0.81 0.84
LSTM 0.61 0.81 0.70 0.68 0.45 0.54 0.63
fastText Vulgar Non Vulgar Accuracy
Precision | Recall | Fl-score | Precision | Recall | Fl-score
SimpleRNN 0.94 0.87 0.90 0.87 0.94 0.90 0.90
LSTM 0.63 0.89 0.74 0.79 0.45 0.57 0.68
Table 8: Model performance using Word2vec and fastTex
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Abstract

The article deals with the approaches to the analysis of the sentiment of texts in relation to a given object as well as its characteristics
(aspects). The article analyzes approaches to the automatic determination of the sentiment of text data, investigates deep learning
methods taking into account the combination of lexical-semantic units (lemmas) and morphological features without dividing aspect
terms into categories to determine the author’s attitude to aspects/attributes of the sentiment analysis object. This study was conducted
for the Kazakh language which is an agglutinative language, the morphological features of which play a dominant role in determining
its semantics: it is possible to determine the aspects of the model limited by the level of morphology without syntactic-semantic
analysis of the sentence components. The factors influencing the quality and accuracy of identification and analysis of the text
sentiment are determined and classified. A comparative analysis of the investigation results is given trained taking into account
morphological features and trained only taking into account lemmas, as well as a description of the experimental results of the study on

the influence of morphological features on identification of aspects.

Keywords: aspect approach, sentiment analysis, morphological features, aspect terms, neural networks.

1. Introduction

An automatic analysis of the text sentiment, i.e.,
determination of the author’s opinion on the subject area
being discussed in the text, is one of the most actively
developing directions in the field of processing a natural
language in the recent decades. The actuality of this
direction is conditioned by the increase in the influence of
social networks in marketing and economics, a fast
distribution of online services and online stores. The
possibility of monitoring and consideration of the user and
consumer opinions on different products and services, the
use of methods for analyzing the sentiment of reviews and
for analyzing opinions allow to develop and successfully
use recommendation systems and decision support
systems. The role of automatic analysis of the sentiment of
user opinions in social networks in the course of political
and social investigations increases, for example, when
determining political priorities, predicting election results
(Vepsalainen et al 2017 and Vilares et al. 2015),
determining the public attitude to various political
decisions.

The ways of gaining information contained in the
comments depend on the genres of the texts being
analyzed. For example, one of the most studied genres in
sentiment analysis is user reviews of products or services.
Though in such reviews the author expresses a subjective
opinion on a definite object, the text may contain useful
information on many properties (features) of the object
under study, and analysis of the opinion of a great number
of users allows to make general conclusions.

Aspect based sentiment analysis is a method of sentiment
analysis directed to determination of the attitude of the
subject of opinion to component/attribute of the object of
opinion separately.

The goal of the work is to determine the attitude of the
author to aspects/attributes of the object of sentiment

analysis taking into account lexico- semantic and
morphological features of the Kazakh language.

The investigation methods are methods of deep learning
taking into account combinations of lexical-semantic units
(lemmas) and morphological features without dividing
aspect terms into categories.

2. Aspect terms

In the course of analysis, aspects may be grouped into
categories, for example, for the phone: operating system,
interface, functional, design, etc. Besides, in the text, one
can come across a generalized assessment of an object:
excellent smartphone. This category can be considered as
an aspect (for example, whole objects). The words that
refer to the content of the aspect are called aspect terms.
Types of aspect terms: explicit, implicit, evaluative facts
(Gupta 2013), resource problem (Liu and Zhang 2012).
From the point of view of an explicit aspect, any
component of the opinion object is named and specified
directly in the context; the attribute in which the word
moves can be easily found. Explicit aspects are usually
represented by nouns or groups of nouns, indefinite forms
of the verb. Explicit aspects can be distributed the
dependent forms: e.g. speaker phone, headphones, power
supply, etc. (“telefonnyn dinamig-i, qulakkab-y, kuattalu-
¥

Implicit aspect terms combine emotional connotation and
aspect into one term, i.e., reading the term, we can say
what it is about and what kind of emotional assessment it
carries, for example, the term "light" refers to the
weight in the context of smartphone, generally (ideally)
the weight of the phone is light (“telefonnyn salmagy
jenil”). In our study, priority is given to explicit aspect
terms: if in the context there are words corresponding to
two terms, the explicit aspect term is flagged.
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Evaluative facts usually describe a technical process (often
related to defects). For example, breakdown, stagnation,
freezing, etc. Such evaluative facts often occur as words
that are not included in the vocabulary of emotional
assessment with a positive or negative meaning.

The terms related to the problems of resources are often
used with "many-few" qualifiers and verbs in the sense of
use (necessity, use etc). For example, consumes too much
energy uses too much traffic.

Aspect terms in the subject area can be classified
according to several criteria.

The most frequent type of aspect terms are aspect terms
that clearly indicate the object, its parts or characteristics,
e.g., display in smartphone comments, battery, etc. Evident
(explicit) aspect terms often consist of nouns or
substantiated (reified) nouns and verbs.

In the comments concerning smartphones, one of the
problems related to the semantics of the text is the
presence of various connotations related to the context,
e.g.: “akkumuliator uzzak zariadtalady” (the battery takes
a long time to charge), “akkumuliator uzzak olmeidi” (the
battery does not discharge for a long time).

Also, simple words that do not appear in the assessment
vocabulary can contain an emotional connotation in a
definite context, especially verbs: e.g. “azhyratu”
(disconnect), “zhondeu” (repair), etc.

The task of aspect-based sentiment analysis includes the
following actions:

- identification of aspect terms,

- classification of terms by aspects,

- automatic identification of aspects related to the
highlighted categories.

There are four main ways of automatic extraction of aspect
terms from the text (Liu and Zhang 2012):

1. The approach based on the frequency of nouns and
groups of nouns (Ku et al.2006).

2. The approach that uses the interrelationship between
assessment expressions and aspect terms (Blair-
Goldensohn 2008)

3. The approach based on machine learning with a teacher
(Yukun 2018).

4. The approach based on statistical thematic models
(Titov 2008)

3. Preparing data for training

To carry out the experiments, we have chosen the subject
area "smartphone analysis" taking 2000 user reviews of
smartphones. As is shown in figure 1, the "sentiment"
column is written in compliance with the sentiment of the
opinion, the text of the "text"-comment, the "mark" form -
aspect terms in the given context. The aspects are chosen
on the basic of properties and morphological features
considered in the above section (Aspect terms).

sentiment  text mark
0 Batapeacs! Gipas KoNLaKEEH KEFiH ICTER WbiFbIN KETIN KETA bl HIHE Y33K YAKBITKE LWbILaMCI3 (aT2peacs]
0 Kamepacs ancis MEraNHKCENiH KAHAPTY KAKET CYDET BHbK EMEC KaMepacsl cypeT
0 He geren oymgpik #ags a3 keaixten kopobkaceinga 16T wassinein yp Bipak mesegmep dail xagsl
0 Tenehon Canmarsl He RETEH aybip TEMipAeH racarad a? MeringeTynepinizai cypaiivei Gipa Tenedon canmarsl
0/ TenedoHna TyHri peEmAM KoK KoATaHGacs 3ncis Gekep angoim Gy Tenedorgbl e KonTaHaCh!

Fig. 1: Comments and aspects

In the course of morphological analysis, for each token
we determined the following metainformation:

- lemma or a morpheme close to it (stemma):

- part of speech;

- affixes (if present): plural ending, possessive ending,
case ending, personal ending, participle and adverbial
participle suffixes, indefinite form of the verb, negativity.

The process of data preparation is shown in Figure 2. If
we take into account the fact that sentiment analysis can be
considered as a separate case of semantic analysis, it
becomes clear why Word Embedding (Word2Vec) is used
here.

‘

WorzVec

sze=3,

windowsd, —-»J

min_counte2,

workerss10 saving the model
WorzVec

sizes3,

windows4, —>,

min_count=1,

workers=10 saving the model

Fig. 2: Data preparation stage

The process of data preparation is shown in Figure 2. If
we take into account the fact that sentiment analysis can be
considered as a separate case of semantic analysis, it
becomes clear why Word Embedding (Word2Vec) is used
here.

Affixes play an important role in determination of
semantic/syntactic relations between words in case
grammar. Description of the full role structure of se n-
tences in the Kazakh language, valency and categories of
verbs, the semantic structure of arguments is a too
complex and labour consuming task. However, we can
obtain empirical data on the basis of the case grammar
concept. We studied Word2Vec models independently
using each category, collecting lemmas (or morphemes
close to them) as a separate document and morphological
components as a separate document and obtained a point
in a three-dimensional space for each lemma, each
morphological feature. In the end of the process presented
in Figure 2, we have two vector models: for lemmas and
morphological features. Now we add to the vector
corresponding to the lemma one or more vectors)
corresponding to the morphological sign to get the final
vector for each token.

Thus, the sum of wvectors for each lemma and
morphological features in accordance with the units found
in the token was used to determine the final vector for
training LSTM model and predicting aspects. To illustrate
it, let us consider an example (Figure 3) where:

vectorl: kuaty (power) — kuat (noun)+y(pp)
vector2: saktal — saktal (verb)

vector3: saktaluy (conservation) — saktal
(verb)+u(infinitive)+ y(pp)

vector4: saktalyp— saktal (verb)+ yp
(participle).

The reason for the choice of this example is to show the
degree owing to which we can compare the vector of an
implicit aspect “Saktaluy” (conservation) with the vector
of an explicit aspect “kuaty” (power) under the influence
of morphological features. In their nature, verbs are not
always aspect terms but they can be present in the form of
an infinitive and/or with a personal ending indicating the
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attribute of the object of emotional criticism. This
description can be not only a physical unit but also a
functional (the name of an action), e.g. “smartphonnyn
zariadtaluy ~ smartphon akkumu-liatorynyn zariadtaluy”
(smartphone charging ~ smartphone battery charging).

Fig. 3: The relationship between morphological elements
and lemma semantics

Let us note once again: vectors in Figure 3 are not
abstract images, but vectors based on Word2Vec model
studied in the course of the work.

If aspect terms in the input data are negative, they are
marked by the value of 1, if positive - by the value of 2, in
the other cases - by the value of 0, e.g.: for the text
“dinamikterinin dauysy salystyrganda tomen bolyp keledi.
dauys katty shukpaidy” (the sound of the speakers is
comparatively lower; the sound does not turn on loudly).

We used the model of recurrent neural network LSTM
the architecture of which is presented in Figure 4. The
length of the sentence (the number of tokens) used for
learning and predicting makes up 40 units, each unit is
presented by a three- dimensional vector. In the process of
training, 40% of input data were used for validation.
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Fig. 4: LSTM neural network architecture

As is seen, Exponential linear unit (ELU) was used as a
function of activation and RMSProp was used as an
optimizer, the model itself was trained over 3000 epochs.

In the process of training, Dropout layers were used to
reduce the neuronal saturation degree. In machine
learning, regularization is a way of preventing retooling.
Regularization reduces retooling by adding penalty to the
loss function. With addition of regularization the model is
trained in such a way that it does not study the
interdependent set of feature weights. Dropout is an
approach to regularization in neural networks, that helps to
reduce interdependent learning among neurons.

For the vectorization experiment, two different methods
were used:

1) only lemmas and their vectors (Fig. 5, a);

2) the final vector obtained by adding the vector of
morphological features to the vector of lemmas (Fig. 5, b).
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Fig. 5: Loss rate during model training and validation

As is seen in Figure 5, when testing the model, the
approach with the use of morphological features showed a
more stable result achieved by presenting aspect terms
using morphological features.

4. Using of LSTM networks in sentiment
analysis of documents in kazakh language

Due to the growing confidence in information in social
media resources, interest in the field of sentimental
analysis is growing. Because sentiment analysis is one of
the main technologies for monitoring the opinions of
millions of users of social networks.
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The article discusses the use of LSTM networks in the
sentimental analysis of texts in the Kazakh language. 1000
mobile phone user reviews were used to train the neural
network. The research work was considered in two ways:
the comments received were pre-processed and not pre-
processed. Here, the accuracy of a model built using the
LSTM architecture reached 80%. This figure is 11%
higher than a model trained with previously unprocessed
data. As a result of the research, the use of pre-processed
reviews showed good results. Currently, due to the rapid
development of information technologies, opinions on
social networks are often used to evaluate the market,
determine the popularity and degree of a specific product,
service, show business, sport, and even political positions.
Such comments can be positive, negative or neutral.
Determining which group these opinions belong to is
carried out using sentiment analysis, a branch of computer
linguistics. Coherence analysis - determining the
coherence of opinions using natural language processing
(NLP) methods, statistics, machine learning. At the same
time, coherence analysis is used to identify spam in
comments, analyze the usefulness of comments, and
search for comparisons. As a rule, the comments received
from social networks do not follow the rules of grammar,
various signs, abbreviations, etc. may be. Therefore, in
such a case, pre-processing of data allows to achieve good
results (Hemalatha et al. 2012, Muhammad and Shahid.
2018). However, in this research, we will compare the
results of both cases with pre-processed and non-pre-
processed feedback.

In recent years, neural networks have been widely
revived as powerful models of machine learning, showing
excellent results in areas such as video recognition and
natural language processing (Sarsembayeva et al.2021).

Bag of words, along with classifiers using traditional
models such as the Bayesian method, have been used
rationally to obtain highly accurate predictions in
coherence analysis problems (Narayan et al 2013). With
the emergence of deep learning technologies and their
application in natural language processing, there is an
opportunity to improve the accuracy of these methods in
two main directions: data preprocessing and the use of
trained and untrained neural networks in training clusterers
and classifiers.

A total of 1000 opinions of mobile phone users were
used to train the neural network during the research. In the
collection, each opinion is stored in the structure
"class:opinion", where 0 is positive and 1 is negative
opinion (Fig.6).

Class Data
o o Kamepachb! 9Ci3 MeranmukceniH >XXaHapTy KakeT 3am. .
1 0 He aereH CymAabiK XXaabl a3 HenikTeH kopobkaceiHaa

P 0O TenedoH He AereH aybip TeMipaeH >xacaraH 6a keH

Fig.6: Classification of opinions

For example: the lemma for the token "phones" is "phone".
Here, as an analyzer tool, the tool developed during our
project was used (Wang et al. 2018). In the course of work,
we experiment with and without using lemmatization. The
main difference between regular neural networks and
recurrent networks is the time-dependent aspect of
recurrent networks. In recurrent grids, each word input
sequence is associated with a specific time step.

Each time step #, is associated with a new component
called a hidden state vector. From its highest level, this

vector seeks to encapsulate and accumulate all the
information observed in previous time steps. Therefore, x;
is a vector containing all the information related to a
specific word, and /4, is a vector that accumulates
information from previous time steps. The hidden state is a
function of the current word vector as well as the hidden
state vector from the previous time step. Sigma indicates
that the sum of the two terms is fitted by an activation
function (usually sigmoid or tangent).
ht = U{:WH ht—l + WXXt) (1)

The members of W are weight matrices. The input vector
is multiplied by the weight matrix W”X, and the hidden
state vector at the previous time step is multiplied by the
recurrence weight matrix W H. W”H is a matrix that
remains the same for all time steps, while the measurement
matrix W”X is different for each input signal. These
weight matrices affect either the current or previous hidden
state of the hidden state vector.

Each element takes x; and /4../ (not shown in the figure)
as input data and performs some calculations to obtain
intermediate states. Each intermediate state arrives at a
different network and eventually the information is
aggregated to form ht. Here, each element plays its own
role: the input element determines how much attention to
pay to ecach input, the forget element determines the
information we discard, and the output element determines
the final ht based on an intermediate state.

In our model trained by LSTM, the batch size, that is, the
number of comments to be trained, is 100, and the number
of epochs is 40. The softmax function was used as the
activation function. This is because the network uses
categorical crossentropy and softmax is the optimal
solution for us.

The experiment was carried out using two different
methods. Without pretreatment (Fig.7a) and with
pretreatment (Fig.7b). The pictures show the progress of
neural network training. In the first case, the training
accuracy is depicted, and in the second, the training error.
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Fig.7: a) Learning with normalization b) Learning without
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Without pre-processing With pre-
processing
precis | recall fl- | precis | recall | fl
ion scor | ion -
e sc
or
e
negati 0.68 077 072 0.81 | 0.80 | 0.
ve 80
positiv | 0.71 0.62 |0.66| 078 | 0.80 | 0.
e 79
accura 0.69 0.80
cy

Table 1. Evaluation of results.

5. Conclusion

Aspect based sentiment analysis is one of the new
tendencies in the field of sentiment analysis. This direction
allows to analyze more accurately and distribute the
emotional connotation expressed by the subject at the level
of detalization of the object attribute. Taking into account
the fact that for the Kazakh language that is an
agglutinative language, the morphological features play a
dominating role in determination of its semantics, it is
possible to determine the aspects of the model limited by
the level of morphology without a syntactic-semantic
analysis of the sentence components. During vectorization
of words and morphological features it is better to use
interrelated vectors, not numerical identifiers. In this case
it would be helpful to use a vector by depicting semantic
relations as in Word2Vec. As a result of investigations, the
model trained taking into account morphological features
showed a more stable result than the model trained taking
into account only lemmas. The first model showed the
accuracy of 92%, the latter one had the accuracy of about
87%. We found experimentally that morphological
features exert a positive influence on identification of
aspects.

Syntax analysis is a fundamental problem in
computational linguistics. Since the Kazakh language is
among languages with few resources, research in this
direction requires a lot of work. In the considered work, a
harmony analysis was performed on the processed text
with the help of the morphological analyzer created within
the framework of the project. Here, the accuracy of the
model built using the LSTM architecture has reached 80%.
This figure is 11% higher than the model trained on
unnormalized data. On the one hand, this can be explained
by the lack of data used for training. In turn, through
normalization, the compactness of the model and the
ability to generalize many data are achieved.
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Abstract

In the context of computer-aided pronunciation training (CAPT) automatic speech recognition (ASR) is an important component. ASR
is traditionally based on Hidden-Markov-Models and mainly centered on the segmental aspects of L2 pronunciation. However, also
prosodic deviations are indicative of foreign accent. In the current study we examine whether new recognition technologies such as
convolutional neural networks which appear to surpass HMMs in other ASR domains, such as large vocabulary recognition, are
feasible for rating, inter alia, accented speech in pre-existing corpora of English. To this effect we trained neural networks with a
corpus of English accents, some of them native, some Mandarin or Cantonese, and tested their performance in terms of accent
separation and accent evaluation. With respect to the former it appears as if chunk-sized units work equally well as syllables,
especially when fewer accent types are compared. As regards accent evaluation on unseen data, the network output only confirms
tendencies as long as the network categories themselves are not based on proficiency levels, but only on types of accent.

Keywords: Computer Aided Pronunciation Training (CAPT), Foreign Accent, Prosody, Deep Neural Networks

1. Introduction

Computer-Aided Language Learning facilitates
individualized language learning when a human teacher is
not available, as a computer-based language trainer is
always accessible and indefatigable. However, in fact,
providing useful and robust feedback on learner errors
based on the speech signal is far from being a solved
problem (see, for instance, Eskenazi, M., 2009). Still ASR
has been successfully employed to detect errors on the
phoneme level (see, for instance, Cucchiarini et al., 2014),
but the correction of prosodic errors appears more
problematic (compare, for example, Busa, 2008). This
mirrors the fact that traditionally foreign accent has mostly
been associated with segmental features and therefore
pronunciation training has concentrated on this area.
Nevertheless, prosodic differences are certain to contribute
to foreign accent as well, especially with respect to fluency
and intelligibility, as argues, for instance, Hahn, 2004).
Considerable research has addressed the usability of
ASR technology in L2 pronunciation work (for an
overview, see Cucchiarini and Strik, 2017). Early studies
primarily addressed pronunciation assessment and showed
relatively ~ strong  correlations  between  human
pronunciation ratings and machine scores (Cucchiarini et
al., 2000, Neumeyer et al., 2000, Witt and Young, 2000).
More recent speech technology research has developed
and investigated ASR-based measures for pronunciation
error detection (Qian et al., 2012, Strik et al., 2009, van
Doremalen et al., 2013). Although most CAPT systems
use Hidden Markov Models (HMMs) to deal with the
temporal variability of speech, more recently,
convolutional neural networks (CNNs) that have many
hidden layers and are trained using novel methods have
been shown to outperform HMMs on a variety of speech
recognition benchmarks, sometimes by a large margin
(Hinton, Geoffrey, et al., 2012) and also applied

successfully to mispronunciation detection (Hu et al.,
2015). For problems related to accent detection and
recognition, deep neural networks can capture the essential
information that is pertinent to accents thereby
automatically filtering out or normalizing against the
effects of the acoustic environment and speaker
characteristics (Jiao et al., 2016).

In the current study we aim to examine the applicability of
CNNs to the task of supra-segmental foreign accent
scoring by training them with corpora of different foreign
accents. We hope to determine whether accent recognition
scores can be exploited to evaluate the prosodic nativeness
of a given speech utterance. In other words, we train the
network on two or more accent categories (native/non-
native) and evaluate to what extent the probabilities
calculated for these accents in the classification reflect the
prosodic proficiency or fluency of the talker. Instead of
building a sophisticated model of what constitutes the
foreign accent, we aim to develop a purely data-driven
approach which nonetheless could flag conspicuous
deviations in a learner utterance to be integrated in a
CAPT system. In order to yield rather the probability of
each of the accents in question than a hard decision for just
a single accent type we use a softmax cross entropy
criterion in the output layer.

2. Speech Data, Acoustic Features and CNN
structure

In earlier works the first author and his co-workers
performed prosodic studies on foreign accented English
(Mixdorff and Ingram, 2009, Mixdorff and Munro, 2013,
Munro et al., 2016) with native languages being Russian,
Mandarin and Cantonese. After considering several
databases of English accents, we decided to employ the
Speech Accent Archive of George Mason University
(Weinberger, 2015). Although it only contains a fairly
short phonetically balanced reading passage with duration
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of 20+ seconds, this passage was produced by 2696 evaluated the probabilities given at the output nodes as a
speakers with different native languages including correlate of accent classification.
Russian, Cantonese and Mandarin, but also native speakers The neural network technology employed is based on the
of US American and Canadian English. For a limited Python packages Keras and Tensorflow with Librosa as
number of speakers segmentations are available which the library for audio file manipulation. The corpus was
concern the phone and phrase levels. On examination we divided into 70% for training and 30% for testing, with
realized that the phone segmentations were not always training and testing sets containing different speakers. The
reliable. Therefore we first segmented the speaker-wise system was programmed and tested inside the IDE Eclipse.
wave files containing the complete reading passage into Training was performed until the accuracy on the testing
phrases based on the phrase segmentations. Then we data did not improve any further.
performed syllable-level forced alignment on the phrase
wave files with an HTK-based (Young et al., 2015) 3. Results of Experiments
American English alignment system trained with WSJ
data. The resulting syllable units were then used for our Syllable-sized Units
first CNN training experiments. To ensure a balanced size
of input for all five classes of accent, several additional
speakers had to be manually segmented on the phrase
level. We initially extracted data by 30 speakers of
Canadian English, Cantonese, Mandarin, Russian and US
American English accents. Their data amounts to 10.7,
13.2, 15.1, 14.7 and 10.5 min. of speech, respectively. In
our learning experiments we considered the whole
paragraph, individual phrases, syllables, disyllables and
chunks of constant length. In preliminary training
experiments with paragraphs and phrases we observed that
the network did not converge. The problem is that the
input pattern is very long, and at the same time the amount
of training exemplars relatively small. Syllable-sized units
showed much better convergence. However, since duration
is not uniform across instances, shorter syllable patterns
have to be padded with zeros. We also used disyllabic
units which yielded somewhat better results than syllables.
Finally, we extracted chunks of constant length, typically
550ms taken at a step of 150ms.

We used 20 MFCC coefficients calculated on a narrow
band FFT spectrum, but for a window of 150 ms. The

As mentioned before, the first experiments investigated a
network developed with a total of 30 speakers for each of
the five accent categories (21 for training, and 9 for
testing). We expected Canadian and US-American accents
to be highly confusable and also anticipated similarities
between Mandarin and Cantonese, both being closely
related tone languages. The units investigated were
syllables yielded by applying a forced alignment system to
the phrase-size units. We compiled the resulting wave files
into numpy archive files for the five accents. Since the
input layer size of the network is fixed, we also fixed the
mfce vector sequence to have a maximum length of 35.
Shorter sequences were padded with zeros. As a
consequence, longer tokens — especially from Cantonese
and Mandarin — had to be excluded. However, the amount
of padding also captures in a sense the different speech
rates in the accent classes.

reason for using MFCCs for prosody scoring is based on
their great robustness against noise. They also have been
proven applicable to prosodic tasks like tone recognition
(Tangwongsan et al., 2004, Ryant et al. 2014).

Our idea here is that the network should only pick up

I
I
rr—

the longer term supra-segmental prosodic structures, not Fig.1: Example of chunk of duration 550 ms. Top left:
the segmental level. 150ms are close to mean syllabic Speech wave form, bottom left: Praat standard
durations. Fig.1 shows an example of a chunk of 550 ms spectrogram, frequency range 0-8000Hz with
with spectral representations (standard Praat spectrogram, window=5ms, step=2ms, top right: spectrogram with
spectrogram  with  window  length=150ms/step=10ms, window=50ms, step=10 ms, bottom right: 20 MFCC
MFCC  sequence, 20 coefficients ~with ~window coefficients with window=150ms, step=10 ms.

length=150ms/step=10ms). The structure of the

convolutional neural network adopted from Kumar Mandal ~ As expected, we found relatively high confusions between
(2017) features a 2D convolutional input layer employing Canadian and US-American, but only a small overlap
32 filters, kernel size of 2x2 and a relu activation function, between Mandarin and Cantonese (see Table 1, train and
operating on number of feature vectors x 4 or 20 nodes, test sets combined, MFCC features). If we accept these
respectively — with the number of feature vectors confusions as valid results - as one could argue that human
depending on the step size. The convolutional layer is listeners will also have a hard time distinguishing within
followed by max pooling with pooling size of 2x2, a the two pairs of utterances — we yield a recognition rate of
dropout layer with a rate of 0.25 and a flatten layer. The about 70%. Pooling all the results for the foreign speakers
next layer is densely connected with an output space of 5o gives an interesting metric as to how native-like they
128, followed by another dropout layer and a softmax sound. Although only anecdotal evidence could be
output layer to yield probabilities in the range between 0  gathered by listening to speakers with different recognition
and 1 with five nodes for the five different accents rates and we lacked perceptual ratings for the L2 speakers,
Canadian English (CD), Cantonese (CA), Mandarin (MA),  there seemed to be a certain tendency for foreigners with
Russian  (RU), US-English  (US). Subsequently Wwe Jower node activation for their native accent to sound more
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fluent and native-like than those with very high activation.
This already points to a difficulty with respect to the best
selection of speakers for forming a good data
representation of their underlying accents. The more
proficient learners become, the less typical their accent
may sound. Therefore it seems advisable to incorporate
speakers with a relatively strong accent for the network to
form a more typical accent representation. In the absence
of perceptual judgments another idea that we developed
was to bootstrap the representation by building a core
network which was then applied to hitherto unseen
speakers as a rating device. Speakers with low accent
recognition rates can then be exchanged for speakers with
higher rates.

recognized
targetCD |[CA MA RU |US [otal
CD [171686 98 41 (11673108

CA |[157 |1623]122 46 387 2335
MA [72 |57 163350 |536 [2348
RU [140 |53 1266 1276598 2333
US [144 46 |72 40 30363338
total 2229]18652191]14535724{13462
Table 1: Confusion Matrix — syllable units. Results on
train and test sets pooled. Abbreviations for native
languages: Canadian English - CD, Cantonese-CA,
Mandarin-MA, Russian-RU, US-English-US.

With respect to the longitudinal data gathered in XXZ, a
study in which immigrants to Canada were surveyed one,
six and nine years after their arrival to the country, the L2
learner groups (Mandarin and Slavic/Russian) were clearly
different between themselves and from their Canadian
English controls as to the network output node activations
(Table 2). However, the residence time in years was only
weakly negatively correlated with the respective accent’s
output node (Pearson’s r=-0.228, p<.001 for speakers of
Mandarin and r=-0.054, p < .002, for Slavic speakers). It
must be stressed, however, that the three sub-groups do not
contain the same speakers due to attrition from one up to
nine years.

Finally, we look at the proportion correct as a function of
the underlying syllable. Table 3 lists the ten syllables with
the highest recognition rates, the one on the right the worst
recognized. As can be seen, the best differentiated are all
nouns, whereas the worst are mostly function words and
unaccented syllables. This indicates that the network
identifies accents best on syllables that are not reduced.

Chunks of equal duration

With the experience of the syllable-based units we wanted
to investigate whether similar or better results could be
achieved employing chunks of uniform length taken at a
constant step from the original recording. The advantage
of such an approach is that in the context of an
unsupervised CAPT application one would not have to rely
on the accuracy of the automatic syllable unit
segmentation. It is also a common practice in accent
classification tasks (Jiao et al., 2016). Furthermore, a
constant chunk size also means a constant number of

acoustic feature vectors which does not require zero
padding.

As for the speaker data, we initially used the same
speakers as with the syllable data, that is, only the speakers
for which segmentations were available. However,
subsequently we tested all remaining speakers with the
resulting chunk-based network and identified those for
which the network output the highest probabilities of
belonging to their expected classes.

recognized
target | CD CA MA |RU US total
CD |879 348 241 |243 988 12699
MA [489 529 808 332 783 2941
RU [612 427 657 462 1118 [3276
total [1980 |1304 1706 |1037 [2889 [8916

Table 2: Confusion matrix-longitudinal data depending on
the speaker group, all years pooled.

syllable {mean| SD | N syllable|mean| SD | N
SLABS |.833].202(176 TION |.622(.249(178
SNAKE |.827|.198]178 TO |.617].215|352
CHEESE| .814 |.204[177 OF [.609 |.224/353
BAGS |.804|.213|176 BE [.584[.218|178
SNACK |[.799 |.217]178 WE |.581.201(353
SPOONS|.778 |.223]173 AT |.581[.222]178
THINGS | .764 |.222]350 WITH | .581 |.220]178
FRESH |.762 |.223]|177 A 1.579].210|534
PEAS  |.757 |.225(177 THE [.572 |.203|534
SMALL |.757 [.223]176 THEIR |.554 |.204/178

Table 3: Ten syllables with the highest recognition rates
(left), and the lowest (right).

This was done because we assumed that they were
somewhat typical for the respective accents. The resulting
speaker groups (“Best 30”) for all five classes were
employed for the ensuing experiments. The pre-processing
removed silent pauses from the beginning and end of the
paragraph sound files and examined the chunks for pauses
contained. Such portions were not included in the training
and test corpora. We also performed experiments with
different chunk sizes, as well as window and step sizes for
the calculation of MFCC vectors. Eventually we selected
550 ms as the chunk size — corresponding to
approximately three syllables, 125ms for the window size
and 30ms for the step. On the five-class problem we
yielded typical accuracies of 73%.

In the final experiment we aimed to investigate whether
some of the suboptimal results on the five-class network
were to do with the small amount of data for the Canadian
English and the Cantonese speakers which we had
combined with 30 speakers for the other subgroups to
yield roughly equal subsamples. We collected the
maximum total of data for Mandarin in the GMU corpus of
115 speakers and combined them with 115 speakers of US
English and the total amount of 76 speakers of Russian for
chunk-sizes of 550ms. Table 4 lists the proportion correct
depending on the target class as well as the difference
between training and testing data. The lower accuracy for
Russian might be due to the smaller number of speakers in
the set. This result suggests that unseen speakers are more

183

Contents



Contents

poorly recognized than seen ones. However, if we
concentrate only on the Mandarin speakers, there are four
speakers in the test set that made it into the “Top 20” of
speakers identified as having a Mandarin accent. Since the
test set contains 30% of the speakers, the theoretical
number would be six.

target [test set? jmean |SD N
MA no .8812  .32353]10154
es 6761  |.468023736
total .8261  |.37907]13890
RU no .6275 483516821
es 2547 4358112579
total .5252 1499399400
usS no .8201  |.38415[7909
es .5458 1497973349
total 7385 1.43947]11258

Table 4: Proportion correct depending on the target class
as well as the difference between training and testing data,
three-class problem. N is the number of chunks of duration

550ms.

Finally, we trained a two-class model with 115 US
American English and Mandarin speakers each, thus
exhausting the maximum number of Mandarin speakers
available in the data base. The following table lists the
proportion correct depending on L1 as well as the
distinction between training and test data. Once again the
training increases the probability of accent recognition,
though less for Mandarin than for US English. If we look
at the top 20 of speakers in the two-class model being
identified as Mandarin it contains seven speakers who
were not in the training set, one more than the expected
30%.

Courtesy of Ming Tu (Tu et al., 2018) we had perceptual
ratings, but only for 30 of the Mandarin speakers. Though
a Pearson’s r of .15 between node activation “Mandarin”
and the perceptual ratings (higher for less proficient
speakers) points in the right direction, that result is not
significant.

Table 5: Proportion correct depending on the target class
as well as the difference between training and testing data,
two-class problem.

target test set? mean [N SD

MA no .8962 [10154/.30502
es 7768 3736 41647
total .8641 [13890.34272

usS no 7706 7909 42045
es .5626 3349 49615
total 7087 [11258.45436

We listened in on some of the speakers of Mandarin with
low “MA” scores. All of them were very fluent, though not
necessarily with a native accent on the segmental level. On
the other end of the spectrum, some US English speakers
had very low “US” scores. One sounded more like a
Russian and had major disfluencies, another one sounded
native, but had several repairs in her reading. Other factors
for low “US” scores we identified were poor recording
quality and considerable background noise. In order to
visualize the probability ratings alongside the audio file we

wrote a program which collects all results for individual
chunks for a speaker sound file and converts them to Praat
TextGrid point tier format which can then be displayed
with the audio data. Fig. 2 shows an example from speaker
mandarin27 with results for the two-class network
(MA/US). The points mark the center of each chunk of
550ms. For a chunk in the middle of the figure with a
relatively high probability “Mandarin” of 0.8 the extension
of the underlying chunk is indicated by the selection in
pink. This kind of display allows us to identify portions in
the speech signal with conspicuous values. Speaker
mandarin27 yielded a relatively low average probability
“Mandarin”, but as can be seen, this does not apply to all
his chunks.

04 05 01 01 06 03 07 08 01 03 01 00 03 04 01 02 03

L1 [N N Y ) Y e ) I I Y I
Fig. 2: Probability ratings associated with an

utterance by Mandarin speaker 27.

4. Discussion and Conclusions

In this paper we presented results from a study employing
a convolutional neural network for identifying accented
Englishes. The idea is to employ scores from the network
as a metric for evaluating the prosodic nativeness of a
given speaker in CAPT system. Our results suggest that
the accent recognition accuracy does not deteriorate when
we move from syllable-sized units to units of uniform
duration. Application of five-accent networks trained with
the GMU accent corpus to accented speech from earlier
studies only yielded limited success, due to considerable
differences between the speech materials. It also must be
taken into account that there are vast differences in fluency
not only within the group of foreign speakers, but also in
the groups of “native” speakers.

It might well be case that the network, besides performing
some measurement of fluency also latches onto certain
peculiarities in the recordings. Ideally speaking we would
require perceptually rated data from L2 learners of a wider
variety of proficiency levels. For the L1 group, a selection
needs to be performed as to the suitability of the speakers,
avoiding speakers with poor readings skills or other
peculiarities who do not lend themselves as role models
for L2 learning. In conclusion, the approach examined here
appears promising. Besides the data quality and quantity
problem discussed above, there are many variables that
could be modified from different acoustic feature sets to
varying the structure of the neural networks in terms of
number and type of hidden layers. Although uniform
chunks seemed to yield better results than syllables, it must
be stated that the syllable segmentations were not
manually corrected and it is possible, that zero-padding
had an adverse effect. As the chunk-sized units can be
back-traced to where they were taken from the master
wave files, it is possible to examine areas of low
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probability to see, what their acoustic properties are. As a
first measure it seems desirable to have all speakers in the
GMU corpus subset examined for acoustic quality, as well
as reading performance.
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Abstract

The goal of our research was to reduce the amount of human annotation in our gold standard corpus project. In this paper we examine
three methods (beside a baseline) which are language-independent, simple to implement, and suitable for finding annotation errors.
The main goal is high recall: we are looking for a method that narrows down the range of tokens to be checked by a second annotator
while covers as many errors as possible.The results of the three methods combined showed that by revising 29,96% of the tokens it
is possible to reduce annotation errors to 1%. This means a significant decrease in human workload with the preservation of high

annotation quality.

Keywords: annotation, morphology, gold standard, error detection

1. Introduction

A basic requirement for natural language processing is the
availability of large and high-quality corpora that can be
used as training and testing data for machine learning.
However preparing a manually annotated and curated cor-
pus requires a large amount of time and resource. There-
fore our research investigates the possibilities to produce
high quality annotations with less human resources. Based
on the classic gold standard method every text should be
annotated by (at least) two annotators and a third person
curates them. But due to the fact that nowadays’ automatic
annotation tools are inherently quite accurate, we believe
that manual annotation can be reduced.

In this paper we examine three methods (beside a baseline)
which are language-independent, simple to implement, and
suitable for finding annotation errors. The main goal is high
recall: we are looking for a method that narrows down the
range of tokens to be checked by a second annotator while
covers as many errors as possible.

As we aim to produce a gold standard corpus we consider
the first-round manual annotation necessary. Therefore our
project focuses on finding the potentional errors in the an-
notation of the first annotators rather than detecting errors
in the outputs of automatic text processing tools.

2. Motivation

Our research is motivated by a Hungarian gold standard
corpus project. The aim of the project is to build a multi-
level linguistically annotated reference corpus that will be
suitable for both data-driven linguistic research, and as
training and test data for natural language processing. It
will contain morphological, syntactic (dependency), com-
plex sentence, and noun phrase (NP) annotations. In the
current phase we are working on the morphological anno-
tations.

Currently the corpus contains ~350.000 tokens with mor-
phological annotations made by one annotator. The texts

are from blogs, educational and cultural web sites, and 20th
century Hungarian fiction. In the next phase of the work-
flow we plan to add academic, press and technical genres.

For the morphological annotation we used the tagset of em-
Morph (Véradi et al., 2018). The texts were preprocessed
by the emtsv pipeline (Indig et al., 2019) and the annota-
tors corrected the output of the pipeline manually. The em-
Morph annotation formalism contains the lemma, the POS-
tag and the detailed morphological analysis of the token.
The detailed analysis represents each morph of the token
with their respective morphological features. This infor-
mation lacks from the MSD annotation scheme of Univer-
sal Dependencies but can be relevant in morphologically
rich languages such as Hungarian. However in this paper
we focus only on the error detection in lemmatization and
POS-tagging because the examined methods are not suit-
able for the detailed analysis.

The annotators corrected all components of the emtsv out-
put using a self developed, Java-based annotation tool. The
annotation tool is designed for the correction of the tok-
enization and morphological analysis. The tokens are dis-
played as buttons and by clicking on them the user can se-
lect from several options. They can merge a token with the
previous or following token, split a token at any character,
or rewrite a token if necessary (in case of typos).

The tools’s interface displays all possible analyses of the
selected token provided by the emtsv pipeline (Figure 1).
The listed analysis options include the lemma, the detailed
and the simple morphological analysis (POS-tag) of the to-
ken. A green tick indicates the analysis that was selected
as correct by the POS-tagger module of emtsv. If the user
disagrees with the analysis suggested by emtsyv, it can be
changed by clicking on another analysis. If the user does
not agree with any of the offered analyses, they can pro-
vide a completely new analysis by filling in the blank fields
of the last row. Unchecked tokens are displayed with red
background, making the annotator’s job easier. The an-
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notation tool can request a new analysis for a token from
emtsv anytime when the token or the sentence is changed
in the course of the correction of tokenization. This feature
of the tool makes the workflow much simpler, since tok-
enization and morphological annotation can be performed
in one step.

Token: oknyomozé
Lemma Részletes Egyszerd

oknyomozo [AdjIiNom]
flAttr] + [Nom] [AdjiAtr][Nom]

oknyomozo OK[IN] + nyomoz6[/N] + [Nom] [NINom]
oknyomoz6 OK[IN] + nyomoz{/V] + 6[_ImpfPtcp/Adi] + [Nom] U/AdiliNom]
axayomozs ;:g:]] + nyom{IN] + ozl NVbz_TEzN] + SLImpfPIGpIAG] + | ponnie
Il |l

Figure 1: Annotation selection on the annotation tool

In order to make the annotation process faster, we have cre-
ated a list of unambiguous words (i.e. those that can be
analyzed only in one way in each case) based on Szeged
Treebank (Vincze et al., 2010). The list was verified by
linguists. After preprocessing, the annotation interface dis-
plays the words from the list as already checked tokens,
so the annotator has no work to do with them. The list
currently contains 31952 words, which usually covers one
third of the texts.

The corpus is currently in XML format, but a simplified
TSV format has been created for our error detection ex-
periments. In the future we plan to publish the corpus in
CoNLL-U+ format as well.

3. Methods

The main source of inspiration for our methods was the
chapter titled Iterative Enhancement of the Handbook of
Linguistic Annotation by Ide—Pustejovsky (Dickinson and
Tufis, 2017). The chapter overviews several techniques for
finding annotation errors, both in complete and in-progress
corpora. The authors state that "most methods have not
been tested with actual annotators" which is an additional
motivation for our research.

Our corpus is an in-progress work therefore we examined
methods that can be used with a relatively small set of an-
notated texts. Apart from an intuitive baseline we tested
three methods. Our main goal is to decrease the number
of annotations to revise (error candidates) while still cover
major part of the errors. Therefore, our focus was achieving
high recall rather than high precision.

3.1. Baseline: ambigous words and hapaxes as
error candidates

The concept of our baseline method is that if a word occurs
in the corpus several times with the same annotation than
the annotation is probably correct. According to this con-
cept every word that occurs in the corpus with different an-
notations is considered an error candidate. In addition, ha-
paxes should be considered error canidates too because in
the case of these we cannot measure the consistency of the

annotation. With this method we are likely to have many
error candidates but will probably achieve high recall.

3.1.1. Human vs. machine annotations 1: human vs.
the preprocessing tool

The handbook mentions several experiments based on the
comparison of human and machine annotations. The main
idea behind these methods is that the automatic text pro-
cessing tools are trained to consistent behaviour therefore
the differences between human and machine annotations
may reveal inconsistencies in the human annotation.

In our first related experiment we compared the human an-
notations with the output of the emtsv pipeline that we used
for preprocessing. This method relies on the high quality of
the automatic text processing tool and presumes that most
of the mistakes of the human annotation comes from the
cases where the annotator changed the automatic annota-
tion.

3.2. Human vs. machine annotations 2: human
vs. an independent tool

In our other human vs. machine experiment we com-
pared the human annotation with the output of an other
automatic text processing tool which was independent of
our annotation workflow. Possible choices were the UD-
Pipe and Stanza modules integrated in the emtsv system,
or HuSpaCy (Orosz et al., 2022). All these tools use the
UDv?2 tagset, therefore we needed to convert our annota-
tions to this tagset. For the conversion we used emtsv’s
emmorph2ud2 module.

The tokens where the human annotation and the automatic
annotation differed were considered error candidates. We
compared lemmas and morphological analyses separately.
In the latter case we considered both POS-tags and features
because both are needed to define an emMorph tag unam-
bigously.

The comparisons with UDPipe and Stanza, however, re-
sulted in an unexpectedly large number of error candidates.
This was caused by the incompatibility between the tagsets
used by the text processing tools and the ones converted
from emMorph. (The text processing tools displayed more
features.) Therefore, at the results section we only show
the results with HuSpaCly.

3.3. Invalid bigram method

The invalid bigram method (Kvétori and Oliva, 2002) em-
ploys invalid bigrams to locate annotation errors. An in-
valid bigram is a POS-tag sequence that cannot occur in a
corpus, and such bigrams are derived from the set of possi-
ble bigrams in a hand-cleaned subcorpus. The preparation
of our hand-cleaned subcorpus is described in section 3.4.
As we used the same subcorpus for the extraction of valid
bigrams and for the evaluation of the error detection meth-
ods we applied a cross-validation technique. In 10 iter-
ations we divided both the original annotated and hand-
cleaned subcorpora in 10 subparts, and used 9 subparts to
extract valid bigrams and one subpart to search for error
candidates. In this case all tokens that formed part of an
invalid bigram were considered error candidates.
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3.4. Test corpus

For the test corpus we selected 6 texts that contain 14147
tokens in total. The selection was made with the aim of in-
cluding texts from as many annotators as possible and from
both previously and more recently annotated texts. The lat-
ter criterion was necessary because of the changes in the
annotation guidelines that occurred during the one year an-
notation process.

According to the classical gold standard method the se-
lected texts were annotated by another annotator indepen-
dently of the first annotator. The differences between the
two annotations were examined in detail by the authors of
this paper and the final annotations were decided by mutual
agreement. We consider the resulting gold standard as a
reference for the evaluation of the error detection methods.
The list of errors was compiled based on the first annota-
tions.

3.5. Error types in the test corpus

For a more detailed evaluation and accurate identification
of error types we examined the errors of lemmas and POS-
tags separately, although the errors of the different annota-
tion levels partly overlap. In total, 502 errors were identi-
fied by comparing the first annotators and the gold standard
versions. In 196 cases the lemma was wrong, and in 303
cases there was an error in the POS-tag.

The errors of each annotation level were categorised and
divided into subtypes. A summary of the error types with
examples and frequency values is presented in Tables 1-2.
In the case of lemmas (Table 1), we distinguished between
errors in lemmatization (lem), misspellings of upper and
lower case letters (lett), typos (typ), tokenization errors
(tok), character errors in the text (cerr), and errors due to
changes in the guidelines during the annotating process
(schem). In the case of lemmatization errors the annota-
tor defined the word structure incorrectly therefore a wrong
lemma has been included in the annotation. The mis-
spellings of upper and lower case letters occurred mainly in
the case of proper names, as the emMorph module (Novék,
2014) consistently lower-cased some proper names which
was not always corrected by the annotators. A typo was de-
termined if a letter was wrong within a lemma. This was a
result of changing the tokenization or correcting the token
in the annotation interface. There were also some character
errors in the text that affected punctuation marks and dig-
its which were not corrected by the annotators. Changes of
the guidelines refers to cases where the annotation scheme
has changed during the annotation process, so the first an-
notator’s version differs from the gold standard because it
was made before the changes. An example for a change in
the scheme is the annotation of titles. We decided to con-
sider titles special noun groups therefore the last element
of each title is always tagged as noun ([/N]) with the corre-
sponding case tag, the rest of the title is tagged as [None]
as not analysed, e.g. Jojo [None] + nyuszi[/N] +
ban[Ine] (in Jojo rabbit’). The lemmas of the words of
a title should also be [None].

In the case of POS-tags (Table 2), a distinction was made

LEMMA
Error code Incorrect Correct Frequency
lem 520 — 'word” (noun) szoval - 'so’ (conjunction) 70
lett nap - 'day/sun’ Nap — ’Sun’ (star) 15
typ *Millenniumi — Millenial’ Milleniumi 5
tok *nem-megiijulé — 'non-renewable’ nem —"no’ 3
cerr 15_000 15000 7
schem Csillagok — "Star’ (from the title Star Wars) [None] 96
Total: 196

Table 1: Overview of the error types of lemmatization

POS-TAG

Error code Tncorrect Correct
Terr ellunyt [/V][Pst.NDef.35g] — died” ellunyi [/N][Nom] — ‘dead (person)’ 150
morph | _szereztek [/V][Pst-NDef3Pl] - 'they obtained’_| szereziek [/V][Pst.NDef-2PI] - you obtain’ 40
word Frosszianuldkat [/NJ[PL][Acc] — * badstudents’ 1055z [/Adj][Nom] — bad’ 14

syn Keraldbal /N][Ela] — Jrom Kerala” Keraldbol [/N][Ela] 2
schem Fanny [/X] Fanny [None] 97
Total: 303

Frequency

Table 2: Overview of the error types of POS-tagging

between errors in POS tagging (lerr), errors in morpho-
logical features (morph), word errors due to wrong tokens
in the text (word), errors in the syntax of the annotation
(syn) and errors due to changes in the annotation scheme
(schem). In the case of POS-tag errors, the annotator clas-
sified the token in the wrong part-of-speech category. How-
ever, in the case of incorrect morphological features, the
part-of-speech was correct, but other morphological fea-
tures displayed in the tag, such as case for nouns or number
and person for verbs, were incorrect. Word errors occured
when the annotators did not correct the spelling mistakes in
the text. Furthermore, there were also errors in some ele-
ments of the syntax of the annotation tags. The changes in
the annotation scheme also caused differences between the
first annotator and the gold standard version.

4. Results

4.1. Evaluation of the performances of emtsv and
the annotators

Before addressing the results of the methods described in
section 3. we shortly summarize the performances of the
emtsv pipeline and the annotators. These results can serve
as benchmark for the evaluation of the examined methods.
In the emtsv-annotated version of our test corpus we found
989 (6,99%) errors in POS-tagging and 711 (5,03%) errors
in lemmatization. We evaluated the performance of the an-
notators based on how many of these errors they managed
to find and correct. The results are displayed in Table 3.
The precision scores show that approximately 80-90% of
the hand-made modifications resulted in a succesfull cor-
rection. (All tokens that were modified by the annotators
were, in fact, erroneously annotated by emtsv, however, the
modifications were not always correct.) The recall scores
reveal that one third of the mistakes of emtsv remained un-
detected after the first round of manual annotation. In sum,
manual annotation improved the annotation accuracy by 3-
4%.

These results confirm the relevance of our study: in a work-
flow using a preprocessing tool with already high accuracy
the standard double human annotation method seems ex-
tremely wasteful.
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Precision | Recall
Lemmas | 81,50% 59,48%
POS-tags | 91,23% 62,95%

Table 3: The performance of the annotators in finding
emtsv’s mistakes

emtsv HuSpaCy | Bigram
POS 38,00% | 48,00% 48,00%
Morphological features | 20,00% | 55,0% 70,00%
Syntax 100% 50,0% 100%
Change of scheme 29,90% | 50,52% 25,77%
‘Word error 21,43% | 21,43% 21,43%

Number of error candidati Found errors | Precision | Recall Table 6: The ratios of found POS-tag errors by type
Baseline 8796 247 281% | 83,17%
emtsv vs. human 535 99 18.50% 33.33% .
HuSpaCy vs. human | 2714 147 542% | 49.49% e-magyar | HuSpaCy | Bigram
Tnvalid bigram 967 130 1344% | 83,77% Typo 60.0% 40.0% 20.0%
Character error 14,29% 42.86% 0%
Table 4: Results of the tested methods on POS-tags lemmatization 31.43% 55.07% 38.57%
Upper-/lowercase 0% 86,67% 13,33%
Changes of shceme | 6,25% 8,33% 12,50%
4.2. Results of the tested methods Tokenization 0% 0% 0%

Although the invalid bigram method can be used for POS-
tags only we evaluated the performances of all four meth-
ods on lemmas and POS-tags separately. The results are
displayed in Tables 4-5. The overall best recall was
achieved with the baseline method, however at significantly
higher cost (with higher number of error candidates to re-
vise by humans) compared to the other methods. This can
also be due to the fact that the annotated corpus used by the
baseline method is not particulalrly large (350.000 tokens).
On POS-tags (Table 4) the HuSpaCy vs. human method
achieved the best result: comparing the annotations with
the output of HuSpaCy we were able to detect almost half
of the errors while the precentage of error candidates in the
corpus remains only 20%.

Error detection in lemmatization (Table 5) seems to be a
harder task. In case of the invalid bigram method the
matches are only due to the overlapping of POS-tag and
lemma errors, however this method surprisingly still out-
performs the emtsv vs. human method. The winner was
again HuSpaCy vs. human with a recall of 33,16%.

We also examined which error types were the methods the
most successful with. The overviews of these are shown in
Tables 6-7.

In the case of POS-tags (Table 6) both emtsv vs. human
and invalid bigram methods detected all syntactic mistakes.
This is not surprising since a syntactic mistake is only pos-
sible when the annotator inserts the tag manually, therefore
it will obviously differ from emtsv. The invalid bigram
method is equally foolproof for finding syntactic errors
since the validated subcorpus (from which we extracted the
list of valid bigrams) is very unlikely to contain syntacti-
cally incorrect tags. The invalid bigram method also seems
efficient in finding the errors of morphological features.

In the case of lemmatization errors (Table 7) the HuSpaCy
method was able to find most of the misspellings of upper
and lower case letters. The emtsv method’s best perfor-
mance on lemmas was the detection of typos.

As seen each method excels in the detection of different er-

Table 7: The ratios of found lemma errors by type

ror types therefore it seems worthwile combining them. We
measured the overall performance of the 3 methods com-
bined. In this experiment we did not differentiate between
lemma and POS-tag errors but counted with erroneous to-
kens (tokens containing any erroneous annotation) instead.
One reason of this change in evaluation is that the separate
detection of lemma errors did not turn out very successful.
Lemmatization errors, however often coincide with POS-
tag errors, therefore the error candidates of POS-tags may
detect lemma errors as well. Secondly, during the annota-
tion workflow we annotate lemmatization and POS-tagging
at the same time therefore the main goal of error detection
in our project is indeed detecting erroneous tokens.

The overall results are shown in Table 8. The annotated
test corpus contained altogether 401 (2.83%) erroneous to-
kens. The error detection methods combined gave 4238 er-
ror candidates and found 64,59% of the errors. This means
that by revising 29,96% of the corpus it is possible to re-
duce the ratio of erroneous tokens to 1%.

The results seem even more promising when we review
what kind of errors did remain undetected (Table 9). As
seen the major part (63,38%) of remaining errors is due to
the changes of the annotation guidelines. On the one hand,
these errors only affect a smaller part of the corpus, and on
the other, the changes are well known therefore it is pos-
sible to elaborate specific methods to detect them. This
seems a worthwile step for the future of our research.

For more context to our results we reviewed the false pos-
itive error candidates looking for further errors that were
not detected during the making of the test corpus (because
the annotators agreed on them). We found 131 tokens that
contained erroneous annotation(s). The distribution of the
found error types is shown in Table 10.

These further found errors reveal that the expensive tra-
ditional double annotation method is not foolproof either.
The tested automatic error detection methods achieved al-

Number of error didat Found errors | Precision | Recall
Baseline 5099 160 3,14% 81,63%
emtsv vs. human 365 32 8.77% 16.33% Error did Erroneous tokens | Found errors R errors
HuSpaCy vs. human | 801 65 811% 33,16% Number [ Ratio | Number | Ratio | Number | Recall | Number | Ratio
Tnvalid bigram 967 42 434% 21.43% 4238 ] 29,96% | 401 | 2.83% | 259 | 6459% | 142 | 1.00%

Table 5: Results of the tested methods on lemmas

Table 8: Overall results of the tested methods combined
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Error code | Number of remaining errors

schem 90
lerr 31
morph 6
lem 6
cerr 3
word 2
lett 2

typ 2

Table 9: Remaining errors by error types

Error code | Number of found errors
lerr 76
lem 20
schem 20
lett 9
morph 6

Table 10: Further found errors by error types

most the same accuracy while reduced the human work in
the second round annotation to ~30%.

5. Summary

The goal of our research was to reduce the amount of hu-
man annotation in our gold standard corpus project. We
tested three different error detection methods, two of which
is based on the comparison of human and automatic annota-
tions. The manually annotated test corpus was compared to
the output of the emtsv pipeline (used for preprocessing),
and HuSpaCy (a text processing tool that is independent
of our annotation workflow). The third examined method
is called invalid bigram method and is based on detecting
invalid POS-tag bigrams. The method uses a set of valid
bigrams extracted from a validated subcorpus.

Although neither of the tested methods proved to be effi-
cient enough on its own the more thorough examination of
the found errors revealed that each method detected differ-
ent error types. The results of the three methods combined
showed that by revising 29,96% of the tokens it is possible
to reduce annotation errors to 1%. This means a significant
decrease in human workload with the preservation of high
annotation quality.

The corpus and the annotated texts used for this research
are available in our github repositories.'
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Abstract

A crucial question for academia is the relevance of arguments for scientific progress. Are participants in academic debates open to the
arguments and insights of other authors, even if they are embedded in competing research paradigms? Or is discursive openness limited
to intra-paradigmatic debates? What are the conditions under which arguments are migrating inside and across paradigms? The paper
presents the research design and first results from an ongoing research project which uses machine learning (ML) and natural language
processing (NLP) to analyse a large corpus that combines thousands of research articles in International Relations (IR) scholarship. The
project sets up the most extensive annotated text corpus available for international relations and trains an algorithm to recognise and
qualify arguments according to their theoretical origin, supporting evidence and argumentative structure. It relies on an especially
designed domain-level category system for the domain-level annotation and a simplified version of Toulmin’s argumentation model for

the argumentation-level annotation.

Keywords: NLP, ML, International Relations, Arguing, Academia, Politics

1. Introduction

Arguments are central in social science. Arguments are used
to make sense of complex data, challenge assumptions, and
develop theories. They are often specific to certain theories
and help distinguish between competing theories. But while
arguments are often assumed to be theory-specific, an open
question in science is under what conditions arguments
migrate inside and across paradigms. What kind of
arguments have a significant probability of changing
another’s opinion, and to what extent can a systematic
connection between reception intensity and specific
features of scientific arguments be empirically proven? The
paper presents the research design and first findings from a
four-year research project to build a social science artificial
intelligence (Al) lab for research-based teaching (SKILL).!
Relying on computational linguistic and visual analysis of
the corpus based on machine learning (ML) and natural
language processing (NLP), the project aims to demonstrate
the importance of arguments and how they are used in
scholarly debates from the field of International Relations
(IR) and political debates in the global realm. The results of
the project and the interfaces and products developed as part
of it can then be employed for both research and teaching.

To this end, the paper presents the theoretical foundations
of the project (section 2), epistemological reflections
(section 3), the data, the model used, and the
methodological approach (section 4), as well as first
findings in the conclusion (section 5).

2. Theory

Scientific discourse assumes that argumentative quality
matters (Zangl and Ziirn 1996, Miiller 2004, critically
Hanrieder 2011). Arguments are assumed to be assessed
according to the merits of their scientific quality. Relevant
standards include different features depending on scientific
theoretical provenance. Positivist epistemologies emphasise
the empirical verifiability of claims and the repeatability of
lines of evidence (King, Keohane and Verba 1994).
Constructivist epistemologies reject this claim and instead
emphasise the subjectivity of observation and, thus, the
impossibility of objectively testing claims about social facts
(Berger and Luckmann 1966; Kratochwil and Ruggie
1986). Therefore, alternative standards of science are
emphasised, such as the detailed and plausible
reconstruction of meaning with the aim of making them
comprehensible and thus understandable (see Jackson 2011
for an overview of different scientific logics for IR).
Regardless of the respective scientific theoretical
orientation, theoretical reflections are, in both cases,
endowed with additional plausibility when they are
supported by empirical evidence. Both perspectives also
share the idea that empirical data only become relevant
through their explicit integration into a theoretical context.
They furthermore both assume that theoretical perspectives
gain traction to the degree that they are explained through
an explicit exposition of their premises. The idea that
quality matters for arguments to be considered seriously
also applies to scientific policy advice. When scientists
advise policymakers, they usually assume that their

' SKILL is funded by the German Ministry for Education and Art. It is chaired by Bernd Frohlich, Katrin Girgensohn,
and Research, the Brandenburg Ministry for Science and Jiirgen Neyer, and Benno Stein.

Culture, and the Thuringian Ministry for Science, Research
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arguments will be considered if they comply with scientific
standards.

However, the assumption of a high relevance of
argumentation-specific features for their reception by other
scientists and policymakers is not undisputed. Receptions
within the scientific community are not only influenced by
the quality of the arguments presented but also by their
integration into established research networks (Risse,
Wemheuer-Vogelaar and Havemann 2020) and sometimes
even “citation cartels” (Teodorescu and Andrei 2013).
Intellectually challenging positions that deviate from the
majority opinion are easily ignored if they are not backed
by particularly strong arguments and evidence while
complying with lower standards is often good enough for
arguments that replicate the mainstream. Thomas Kuhn has
prominently pointed out that research programs have their
own internal logic, selectively receiving content based on
whether it fits into dominant paradigms (Kuhn 1962).
Despite high formal quality, arguments would be easily
ignored if they ignored dominant understandings of
problems and solution strategies (paradigms) and followed
unorthodox trajectories.

For policy advice, the assumption applies analogously that
scientifically sound arguments are only received by
policymakers if they can be reconciled with prevailing
political calculations, i.e., are politically opportune (Bocher
2022). Luhmann’s thesis of different societal functional
systems, each with its own language codes and rationality
criteria (Luhmann 1984), also suggests that the idea of a
search for truth that integrates functional systems and is
based on argumentation is at least optimistic: In science,
knowledge is generated within the framework of
disciplinary concepts and prevailing epistemological
interests. It often sits squarely with the logic of politics in
which solutions must be negotiated, and compromises will
often be based on different values and interests. Science also
involves a continuous critique and problematisation of
findings, thus inevitably rejecting any conclusive certainty.
This irrevocable uncertainty in science is, in turn, difficult
to reconcile with the expectation that policymakers are able
to make effective decisions that inspire consent and
confidence (cf. Bocher 2022).

The tension between the thesis of an argumentation-based
dynamic of scientific discourse, on the one hand, and the
indications of non-scientific factors influencing the
reception of arguments, on the other hand, gives rise to two
interrelated questions. First, what is the significance of the
quality of a scientific argument for its reception and the
change of another’s opinion? Second, to what extent can a
systematic connection between reception intensity and
specific quality features of scientific arguments be
empirically proven?

3. Epistemology

The SKILL project addresses these questions by annotating
and subsequently analysing a large corpus of academic
articles. It develops an algorithm that can recognise and
compare patterns of argumentation structures in the corpus.
The algorithm may then be used on other corpora, such as
debates within the United Nations or other international
fora. The project follows an abductive approach, which is
based on a combination of ML and NLP. It allows the
combination of quantitative and qualitative methods and
thus a “methodological twin-move of making big data thick
and thick data big” (Adler-Nissen et al. 2021: 1, emphasis
in original).

Abductive approaches to pattern recognition have been
quite unusual for the social sciences. They have only
recently started to gain some attention in the context of large
data sets and have only been slowly considered by the social
sciences. This immigration into a theory-driven discipline
was triggered by the realisation that computer-based
methods can unveil social patterns, which have since long
been reflected upon but hardly ever been described
empirically. The successes of research driven by big data
have underlined that individual decisions often reflect
broader social patterns rather than individual reflection
(Nassehi 2019, Meyer-Schonberger/ Cukier 2013).

Social action is not only shaped by digitalisation but
seems to be highly digitally structured and shaped by
patterns of rule-compliant action. Pattern recognition
procedures thus apply a methodology very much in line
with an important logic of social action. The seemingly
naive question of “what is?”, which has often been rejected
as unscientific up to now, moves to the centre in a
recognition-oriented approach. Not the testing of
hypotheses or the search for merely subjective meaning
inherent in understanding-oriented approaches, but the
identification, representation and analysis of regular social
phenomena — such as arguments — become the goal of the
research process.

4. Methodology and Data

This section provides an overview of our methodology, the
models used, and the corpus that will be annotated. The
section also provides a detailed description of the training
process.

4.1. Argumentation model

We use a model of argumentation which builds on NLP
methodology, which enables an algorithm to identify and
classify arguments. The methodology holds that text can be
made machine-readable by annotating individual sentences,
i.e. using clearly defined categories to attach meaning to a
text.
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Fig. 1: Overview of categories for annotation. Tree design by Dora Kiesel, Bauhaus University Weimar

The methodology is composed of three main elements:

1. It starts from the assumption that the meaning of
sentences can be assessed and understood without
referencing the broader context in which they are
embedded. Texts are thus decomposed into a set of
sentences that are each annotated irrespective of
their relationship with provisional or trailing
sentences. The decomposition of texts is not
unconditional, however. Provisional or trailing
sentences are used as an additional resource for
annotation if they provide important information
without which sentences cannot be properly
understood. The process of decomposing texts into
sentences is also contextualised by adding
relationships between sentences. Sentences that
refer to each other and provide an explicit
argumentative context are annotated as hanging
together. For example, if sentence 1 contains a
claim and sentence 2 lists the supporting evidence,
then both sentences are annotated as relating to
each other.

2. The annotation process works with a category tree
that distinguishes between the domain and the
argument level (see Figure 1). The domain level
refers to propositions which make substantive
claims about international politics, such as “war is
wrong”, “Russia has invaded Ukraine”, or the like.
In order to allow for a more detailed analysis, the
model furthermore distinguishes between theory
categories such as foundational, assumption,
inferences, and definitions; data categories such as
counterfactual, hypothetical, and evaluative; and
other categories such as none, domain questions,
and undefined. The distinction on the theory part
of the category tree between foundational,

2 The currently used text corpus comprises a total of 25
different scientific journals with a total of 1980 OpenAccess
texts, which are available independently of institutional
accesses. These are the American Journal of Political
Science, British Journal of Politics and International
Relations, Cooperation and Conflict, Ethics & International
Affairs, European Journal of International Relations,
European Journal of International Security, Foreign Affairs,
Global Constitutionalism, Global Society, International

assumptions, inferences, and definitions allows for
considering theoretical contexts such as Realism,
Constructivism, etc. Inferences can then be
labelled as pertaining to either agents/structure or
process/outcome. Additionally, statements could
be labelled as providing a metatheoretical
assessment of an inference. As a result of this
category scheme, a detailed analytical framework
emerges that allows the algorithm to search for
specific arguments systematically and to relate
them to theoretical conceptions.

3. Annotation on the argument level is concerned
with the illocutionary aspects of a sentence.
Sentences can imply an assertion, support of
another claim, a contradiction, or an attack on
another position. Annotating these attributes is
important for guiding the algorithm in presenting
arguments when they are to be set in a discursive
context. A Realist debating with a constructivist
would, for example, most likely use different
concepts on the domain level (emphasising norms
rather than interests) and opt on the argument level
for a contradiction or an attack to undermine the
thrust of a competing argument. Illocutionary
annotations are undertaken independently of the
material content of a sentence.

4.2. Corpus

The project aims to create and publish an annotated corpus
comprising all open-access articles from the most important
English-speaking political science journals dealing with
international relations.? All sentences together will build on
a corpus of approximately 800,000 annotated sentences,
each with a specific domain meaning and a syntactic
(illocutionary) meaning. In this process, subjective meaning

Organization, International Security, International Studies
Quarterly, International Theory, Journal of Common
Market Studies, Journal of Conflict Resolution, Journal of
Peace Research, Millennium: Journal of International
Studies, Political Research Exchange, Politics and
Governance, Politics & Society, Review of International
Studies, Security Dialogue, Third World Quarterly, West
European Politics, World Politics.
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is quasi-reified by being assigned an objectified meaning.
An annotated sentence is no longer merely an author’s
subjective opinion or a recipient’s interpretation but
becomes a datum with objective domain meaning, syntactic
meaning, and a relation to another datum also with
objectified domain and syntactic meaning.

This basic sum of annotated sentences represents the raw
mass by means of which the algorithm begins to search for
specific arguments and patterns of domain and
argumentation attributes. With each additional analytic
category added to its repertoire, its sensitivity to additional
patterns increases, and with each additional text, its ability
to process additional statements grows. The resulting
dataset allows the algorithm to be trained to identify
argumentative patterns from assumptions, processes, and
outcomes of different theoretical provenance and to
discriminate according to whether and with what kind of
structure and evidence they are provided. The result is an
instrument that can be used to interrogate texts across
theories and time with respect to their argumentative
structures and to generate statements about the conditions
of their reception or rejection.

4.3. Training

The project invests much effort in the training of the
annotators. Here, the training of the annotators (step 1) must
be distinguished from training the algorithm (step 2) and
from its subsequent independent learning and further data
processing (step 3).°

The training of the annotators begins with the
development of a so-called gold standard. A gold standard
is a reference annotation used as a benchmark for annotator
performance. In this gold standard, the trainers define a
specific mode of annotating sentences with the aim of
conveying the underlying principles to the annotators in
such a way that they can understand and apply them
autonomously. The practice of annotation is trained initially
with four central texts characteristic of the four theoretical
perspectives of neorealism, liberalism, constructivism and
feminism. *

These texts are annotated by both student annotators and
domain experts (the authors). The annotation process has
two aims. First, develop a category system on the domain
level that works across different theories, ontologies, and
epistemologies (see Figure 1). Second: To train annotators
in that category system, refine the category system, and
reach a sufficient level of agreement with the gold standard
(i.e. the annotation by the senior domain experts) and inter-
annotator-agreement. Both are absolutely crucial for step 2.

In step 2, the annotators annotate the large corpus of IR
journal articles. Here individual annotators are given
different tasks of annotation, with the senior domain experts
also annotating some of the corpus. Constant checks of gold
standard comparison and inter-annotator reliability ensure
sufficient annotation quality. In this step, the algorithm

3 At the time of writing we are in the final stages of step 1.

4 Kenneth N. Waltzz The Emerging Structure of
International Politics, International Security. Vol. 18, No. 2
(Fall, 1993), pp. 44-79; Robert D. Putnam, Diplomacy and
Domestic Politics: The Logic of Two-Level Games,
International Organization, Vol. 42, No. 3 (Summer, 1988),

learns to identify arguments relating to theory-specific
propositions, to tell, for example, an assumption from an
empirical reference and to distinguish between different
types of empirical references.

Step 3 of the training grants the algorithm access to the
full-text corpus. In this process, the algorithm is set up for
(semi-)autonomous annotation and machine learning. It will
be closely guided by the annotators and monitored to see if
the annotations comply with the standard developed in step
1. This third step leads to a large argumentative repertoire
of the algorithm and, thus, significant usability. The
repertoire should allow both the systematic search for
arguments by users and infer statements about correlations
of domain-level features and illocutionary arguments. This
approach opens a promising way for answering the research
question about the relevance of successful, i.e., persuasive
arguments and their domain- and illocutionary features. At
a later stage, the algorithm may then be applied to a larger
corpus of IR journals or even different corpora, such as
debates in the United Nations or the European Union.

This third step leads to a large argumentative repertoire of
the algorithm and, thus, significant usability. The repertoire
should allow both the systematic search for arguments by
users and allow to infer statements about correlations of
domain-level features and illocutionary arguments. This
opens a promising way for answering the research question
about the relevance of successful, i.e., persuasive arguments
and their domain- and illocutionary features.

5. Conclusion

The approach taken here to research the relevance of
arguments in scientific debates goes a qualitative step
further than most previous social science projects. It looks
for argumentative patterns in complex communicative acts.
Not material reality, but scientific exchange and thus
communication about reality is made the object of
knowledge. Such a combination of AI/ML and NLP for
social scientific reflection and its relevance for political
reality has not yet been attempted in this way and to this
extent.

Even though SKILL is still in an early phase, first
substantial findings can already be reported. The training of
the annotators and the implementation of the first annotation
exercises on texts from International Relations have
underlined the need for, and difficulty of, assigning
subjectively meaningful interpretations to an objectifiable
schema. This difficulty is first expressed in the definition of
separable categories at the domain level. On the one hand,
the categories must be specific enough to allow for a high
degree of inter-annotator reliability. At the same time, they
must be sufficiently general to apply to different theories.
What becomes clear in this process is that the structure of

pp. 427-460; Finnemore, Martha; Sikkink, Kathryn (1998):
International Norm Dynamics and Political Change. In
International Organization 52 (4), pp. 887-917; Zalewski,
Marysia (1995): 'Well, What is the Feminist Perspective on
Bosnia?'. In International Affairs 71 (2), pp. 339-356.
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arguments in scientific texts is far more complex than in
other text genres, such as debate articles.

The difficulty of objectifying subjective meanings is also
evident in annotators and domain experts working with
subjective understandings of IR theories. Establishing an
intersubjectively shared understanding thus requires not
only mutual explanation but also a high degree of external
understanding (Schiitze et al. 1973). This presents one of
the greatest challenges: Is it possible to develop a
sufficiently intersubjectively shared understanding of
theory without one of the existing interpretations claiming
hegemonic status and thus marginalising equally valid
interpretations? Or is it the case that the method of pattern
recognition by necessity implies the setting of an
exclusionary “gold standard”? Are ML and NLP thus
necessarily establishing an algorithmic entity with a quasi-
scientific “personality” that relies on specific interpretations
of reality and will hardly ever be more objective than its
annotators?

A final remark relates to the status of theory in a data-
driven approach: Social science has, for many years, been
dominated by theory. Good scientific work was only too
often expected to start with theoretical reflections and use
data only to illustrate its findings. Big data, ML and NLP,
reverse this methodological bias. The seemingly naive
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Abstract

In 2015, The United Nations (UN) provided a blueprint for sustainable development in various domains. This Blueprint described 17
Sustainable Development Goals (SDGs), such as “No Poverty”, “Zero Hunger”, or “Gender Equality”. Subsequently, many companies
have started publishing yearly sustainability reports, explaining their efforts with respect to the SDGs. However, the manual assessment
of these reports is an infeasible task, and the automatic processing of text documents is necessary to aggregate information about
the distribution of SDGs throughout various domains. In this research, we have developed and measured the performance of various
natural language processing models from classical to transfer learning-based models to identify the targeted SDG in sustainability
reports. Hereby, transformer-based models show the best performance for this task, especially BERT-based models, such as RoOBERTa.

The results show, that the approach of automatically processing text documents to classify SDGs in various documents is feasible and

can be used to aggregate information about which SDGs are covered by which companies and industry domains.

Keywords:

1. Introduction

Various types of organizations such as private entities and
scientific and governmental institutions publish documents
reporting about activities related to Sustainable Develop-
ment Goals (SDGs). In 2015, all member states of the
United Nations agreed upon the 2030 Agenda for Sustain-
able Development, which serves as a framework for ad-
dressing poverty, improving health and education, reducing
inequality, promoting economic growth, and addressing the
challenge of climate change (United Nations, 2015). The
UN member states have defined 17 SDGs along with their
corresponding targets that need to be achieved. As a result,
the private sector has taken steps to address the SDGs by
releasing annual sustainability reports, which detail the ac-
tions taken by companies to tackle the challenges related to
the respective SDGs.

The information used to create the Annual SDG progress
report comes from a variety of sources, including policy
recommendations, sustainability reports, and progress re-
ports. SDG experts analyze these sources and consolidate
the information they contain in order to create the report
(Guisiano et al., 2022b). However, identifying which SDGs
are addressed in text documents published by both the pri-
vate and public sector is a time-consuming task. This is
particularly challenging as the number of documents ad-
dressing the SDGs increases each year, making manual
scanning and classification a daunting task (Mhlanga et al.,
2018). The use of machine learning models can aid in scan-
ning large volumes of documents for content related to the
SDGs, thus supporting the process of identifying and ana-

lyzing sustainability-related information on a large scale.

There have been attempts to address the infeasibility of
manual assessment of the massive amount of SDG-related
text documents. Most of the approaches focus on apply-
ing deep learning models to automatically classify SDGs
in text documents, such as the SDG-Meter applying transfer
learning models to map SDGs in progress reports (Guisiano
et al., 2022b), and sustainability report classification based
on the Open Source SDG (OSDG) Community Dataset
(Angin et al., 2022), or SDG-oriented artifact detection in
various types of text documents (Hajikhani and Suominen,
2022).

In this work, the focus is on analyzing various text sources
(e.g. scientific publications and information from the UN
website), which can vary greatly in terms of length, word
count, and structure. There are no standards defining how
to structure and describe any efforts made to address one
or more of the 17 SDGs. Thus, the manual assessment
of SDGs of different text sources is very challenging, and
automated procedures are required to process the increas-
ing amount of text sources and aggregate the activities and
progress made by different industries, companies, and sci-
entific and public institutions.

Therefore, in this paper different natural language process-
ing (NLP)-based models will be applied to assess their
performance in classifying the 17 SDGs in different text
sources. For this purpose, a new dataset containing 41, 351
sentences from various text sources addressing SDGs has
been gathered. The dataset has been used for training and
testing the NLP models (mainly transformer-based mod-
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els), such as BERT, RoBERTa, XLNet, and a stacking
model under which we combined the predictions from the
four best-performing models. Overall, ROBERTa achieves
the best performance of 86, 3% F1, which is in line with the
findings from (Guisiano et al., 2022b). The main contribu-
tions of this work are as follows:

1. Collect and scrape SDG-related text data from various
text sources (41, 3k sentences),

2. Apply different data-preprocessing strategies for bal-
ancing the class distribution to improve the overall
performance of teh transformer-based language mod-
els,

3. Analyzing the performance of state-of-the-art pre-
trained transformer models on the task of automated
SDGs classification as a multi-class classification task.

The rest of the paper is organized as follows; Section 2.
summarizes the state-of-the-art literature on the classifica-
tion of SDGs in different domains. An overview of the
dataset and the pre-processing steps are presented in Sec-
tion 3., and the experimental setup and results are discussed
in Sections 4. and 5., respectively. Finally, we conclude the
paper and the system in Section 6..

2. Related Work

The number of documents reporting SDGs by companies
and (international) organizations continues to increase, and
new approaches to processing this information have been
proposed. Hereby, NLP methods significantly contribute
to developing solutions to automatically process large text
documents reporting progress made with respect to SDGs.
Recent advancements in deep learning for various NLP
tasks have led to the development of large language mod-
els showing high performance for complex NLP tasks (An-
gin et al, 2022). Hereby, transformer-based methods
show the most promising results in detecting SDGs in text
documents, achieving a high-performance (Angin et al.,
2022). For the processing of scientific reports, Smith et al.
(2021) have assessed Doc2vec in combination with clus-
tering (Le and Mikolov, 2014) to analyze similarities of
SDGs in scientific research documents (Smith et al., 2021).
Transformer-based models have been applied by Guisiano
et al. (2021), who developed a tool based on the Bidirec-
tional Encoder Representation from Transformer (BERT)
model (Devlin et al., 2018) to facilitate faster processing
and classification of the SDGs in text, by focusing on SDG
17 (Guisiano et al., 2022b). Yet, the UN emphasizes that
the SDGs are interlinked and applying models to detect one
SDG, will facilitate working on the other SDGs as well
(United Nations, 2015). For example, improving health and
education are fundamental elements to ending poverty and
reducing inequality. (Smith et al., 2021) used NLP methods
to analyze inter-dependencies between the goals, aiming to
provide insight into overlaps in public conversation. The
findings indicated that certain terms played a central role
in addressing multiple SDGs. For instance, the term “gen-
der” was found to be significant in discussions pertaining
to both goal 5: gender equality, and goal 4: quality edu-
cation. Another example is the term “development assis-

tance”, which was commonly referenced in relation to goal
2: zero hunger, goal 3: good health and well-being, goal
10: reduced inequalities, and goal 17: partnerships for the
goals. The positive and negative correlation between in-
dicators of the goals is analyzed in (Pradhan et al., 2017).
This research assessed the degree to which the 231 indi-
cators that comprise the 17 goals are complementary to
each other, or are trade-offs. The findings of this study re-
vealed that most indicators were considered to be synergis-
tic within and across different SDGs. Nevertheless, certain
indicators for particular goals were found to be contradic-
tory to each other. While the automatic detection of SDGs
in text documents does not enable a qualitative assessment
of the impact of the mentioned SDGs or identify instances
of “greenwashing” in the text, it can assist in consolidating
information on which SDGs are being addressed by various
companies or industry domains. This, in turn, can stream-
line further processing of the information. Thus, this re-
search focuses on the multi-class classification of SDGs in
sustainability reports. Specifically, the interrelated nature
of the SDGs is treated as a multi-label task, where the clas-
sifier can assign sentences to one or more labels (Guisiano
et al., 2022a).

3. Dataset

The subsequent section outlines the data collection pro-
cedure and the dataset utilized for training and evaluat-
ing NLP models for the task of automatically classifying
SDGs.

3.1. Data Collection

To evaluate different NLP model performances with respect
to the SDG classification task, a dataset was used contain-
ing 2219 sentences with the corresponding SDG labels'.
The dataset covers two main sources: (1) scientific papers
and sustainability reports from different companies, and (2)
the SDG descriptions of the United Nations. From each
resource, the SDG-related sentences have been extracted
and aligned with the corresponding labels. The data is split
into train and test sets, where the train set contains 37216
instances and the test set has 4135 instances. Some key
statistics from the dataset are presented in Table 1.

Attribute #
Number of instances (i.e., sentences) 41351
Max length of texts (in character) 1931
Min length of texts (in character) 11

The average length of texts (in character) 547

Table 1: Summary of statistics and frequency distribution
of the dataset

Figure 1 highlights the difference between the length of
texts in the dataset for each source. As depicted in the fig-

IThe dataset and the related code can be
found in the following GitHub Repos-
itory: https://github.com/ataniz/

SDGs—-Classification-of-Sustainability—-Reports
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ure, the sentences from scientific papers tend to be longer
compared to sentences from the UN source.
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Figure 1: The distribution of sentence lengths from paper
and UN sources

Furthermore, Figure 2 shows the frequency of how often
different SDGs are represented in the dataset. Hereby, it
is clearly visible that the dataset is not balanced, as the
frequencies of the SDGs differ significantly. SDGs 5 and
4 are over-represented in the dataset, whereas SDGs 16
and 17 are underrepresented. Our dataset’s imbalance can
be attributed to the fact that it was collected from diverse
sources across different countries. Survey studies con-
ducted by (Kleespies and Dierkes, 2022) have indicated
that the correlation between SDG counts tends to be highest
in the environmental sector of various countries. The im-
portance of each SDG goal for developing and developed
countries, and for high- and low-income countries, is con-
sidered differently. For example, in some countries, where
students receive an affordable and high-quality education,
SDG 4 is considered far less important than other SDGs. A
more detailed SDG rating graph according to various coun-
tries can be observed in (Sachs et al., 2022).
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Figure 2: Number of instance