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1 Introduction

Undoubtedly, deep learning has been the critical
driver of many technological advances in recent
years. This progress has been particularly notable in
the areas of natural language processing and com-
puter vision where deep learning approaches have
long outperformed conventional engineering and
machine learning paradigms. At the forefront of
the current development stand so-called Founda-
tion Models – large general-purpose architectures
trained on a vast amount of data that show unprece-
dented performance across a variety of downstream
tasks (Bommasani et al. 2021). For example, in nat-
ural language processing, Foundation Models have
enabled breakthroughs in language understanding
and generation. Most popularly, they are known
through their usage in general-purpose chatbots like
chatGPT, Bard, or HuggingChat, which are driven
byOpenAI’s GPT, Google’s PaLM, orMeta’s LLaMA
language Foundation Models, respectively (Brown
et al. 2020; Bubeck et al. 2023; Chowdhery et al.
2022; Touvron et al. 2023). In this instance, they are
also typically referred to as Large Language Mod-
els (LLMs). Similarly, in computer vision, Foun-
dation Models have become popular mostly in the
context of generative artificial intelligence, for exam-
ple through DALL-E, Stable Diffusion, or Midjour-
ney (Ramesh et al. 2021; Rombach et al. 2022). How-
ever, they are also successfully used in other vision-
related tasks such as classification, object detection,
or semantic segmentation, to name a few. More re-
cently, multi-modal Foundation Models have also
been investigated, e.g. utilizing both natural lan-
guages and images (Radford et al. 2021; Bachmann
et al. 2022; Girdhar et al. 2023; Anil et al. 2023).

While not yet fully understood, the success of
Foundation Models is often attributed to one key
ingredient: scale. Here, scale refers to both the num-
ber of parameters of the underlying deep learning
model as well as the amount of training data needed
(which are generally dependent on each other). The
ability to scale deep learning models to hundreds
of billions or even trillions of parameters (Du et al.
2021) –magnitudes previously far beyond feasibility
– has beenmostly facilitated by recent developments
in deep learning architectures, training paradigms,
and hardware. Namely, Foundation Models have
been driven mostly by the use of the Transformer
architecture, trained via self-supervision at scale us-
ing a large cluster of distributed computing nodes
and hardware accelerators.

Besides a predictable increase in performance
with scale, FoundationModels also exhibit so-called
emergent properties, referring to characteristics of
the trained model that appear indirectly through
generalization rather than by explicit (architectural)
construction. Often, but not always, these proper-
ties emerge suddenly at large scale and share simi-
larities to phase transitions in physical systems. Ex-
amples of emergent properties in LLMs include, in
particular, impressive zero- and few-shot inference
across a variety of tasks such as word unscrambling
or question answering in previously unseen lan-
guages (Wei et al. 2022). While generally, emergent
properties are widely acknowledged, their under-
lying characteristics and working principles are ac-
tively – and sometimes controversially – discussed
in the community (Wei et al. 2022; Schaeffer et al.
2022; Caron et al. 2021; Lu et al. 2023).

Despite their immense success in natural lan-
guage processing and computer vision, Foundation

∗maximilian.schambach@merantix.com
This work was funded by SAP SE.



Models have not yet been widely adapted to other
domains (albeit being actively researched). A possi-
ble reason for this could be that current key innova-
tors of Foundation Models are US-based tech giants
such asMicrosoft (mainly viaOpenAI), Google, and
Meta whose core products gravitate around natural
language and vision.

Although tabular data is abundant in thewild and
of great importance in many practical applications,
showing great potential for AI applications (Chui
et al. 2018), it has attracted only little attention in
the context of deep learning and Foundation Mod-
els in particular. With the immense success of self-
supervised learning and Foundation Models in the
domain of natural language and computer vision,
however, the field has recently gained more traction
as shown by an increased number of publications as
well as conference workshops at top machine learn-
ing conferences specifically dedicated to the tabular
domain as depicted in Figure 1. Nevertheless, the
technical challenges associated with designing and
training a Tabular Foundation Model, i.e. a deep
learning model trained via self-supervision using
a large corpus of heterogeneous tabular datasets at
scale, remain unaddressed in the literature.

To this end, the main contributions of this
whitepaper are as follows:

• We provide an overview of the literature most
relevant to the context of Tabular Foundation
Models, discussing achievements as well as
limitations of current approaches.

• We highlight the technical challenges associ-
ated with Tabular Foundation Models, in par-
ticular those distinguishing them from natural
language or computer vision.

• We outline an architecture and training
pipeline as a baseline towards a Tabular Foun-
dation Model and show preliminary experi-
mental results.

2 Tabular Data in Deep
Learning

In the past years, the technical developments and
research efforts within deep learning have been
immense. While recurrent and convolutional neu-
ral networks have previously been predominant in
deep learning in the context of natural language
processing and computer vision, respectively, they
are now mostly universally replaced by the Trans-
former architecture (Vaswani et al. 2017). In short,
the Transformer architecture is a general-purpose,

i.e. mostly modality-unspecific, architecture built
upon the principle of self-attention. At its core, the
Transformer processes a sequence of tokens, such as
word or sub-word embeddings, by contextualizing
them via attention. In natural language, the input
tokens are obtained from word tokenizers such as
WordPiece, SentencePiece, or Byte-Pair Encoding.
Simply speaking, in the attention mechanism, the
embedding of each token is compared with every
other token of the sequence using some attention
measure and weighted accordingly. The output of
a plain Transformer encoder is thus a sequence of
contextualized embeddings of the same length as the
input. In order to obtain a single representation
of the input, e.g. a sentence, the embeddings are
aggregated, for example via max or mean pooling.
Alternatively, in particular in the supervised learn-
ing case, a learnable CLS token is prepended to the
input sequence. After its contextualization through
the encoder, where it interacts with all tokens of the
sequence, the CLS token is used for prediction. To
this end, the contextualized CLS embedding needs
to incorporate all predictive information of the in-
put token sequence. Notably, the Transformer has
shown excellent scaling behavior and unlocked un-
precedented performance in natural language as
well as computer vision. That is, unlike previous
architectures, Transformers show deterministic scal-
ing laws resulting in predictably better performance
with increased scale (Kaplan et al. 2020; Dosovitskiy
et al. 2021). The ability to scale the architecture in
both its size as well as data is one key ingredient to
Foundation Models.

In the context of tabular data, however, sound
deep learning approaches and evaluations are
scarce, and conventional methods, in particular
gradient-boosted decision trees, are still considered
state-of-the-art. Implementations such as XGBoost
or LightGBM (Tianqi Chen and Guestrin 2016; Ke
et al. 2017) enjoy high popularity in the commu-
nity, and more recent developments such as Cat-
Boost achieve state-of-the-art results across common
benchmark datasets (Dorogush et al. 2017) due to a
number of key challenges whichwe discuss in detail
ins Section 3. In tabular deep learning, architectures
utilizing Transformers have gained popularity but
we consider them to be at very early stages as com-
pared to developments in other fields. In particular,
large Transformer-based tabular-specific architec-
tures are yet to be investigated.

In the following, we discuss the relevant deep
learning literature with a focus on tabular repre-
sentation learning as they build the foundation of
most tabular downstream tasks. Roughly speak-
ing, representation learning deals with obtaining
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Figure 1: Approximate amount of (main-track) papers published at top ML conferences (NeurIPS, ICLR, and ICML).

high-dimensional vectors, i.e. representations, of
the underlying data which describe the data com-
pletely within the required use. For example, the
representation vector of a row can be used to predict
the value of a target column. As previously argued,
we believe scale to be the key to unlocking the po-
tential towards a Tabular Foundation Model and
thus highlight Transformer-based architectures as
well as advances in tabular self-supervised learning
with a focus on the cross-table learning case.

While the Transformer allows for a stable scal-
ing in parameters, the amount of data needs to be
scaled accordingly. Conventionally, deep learning
models are trained in a supervised fashion requir-
ing labeled training data. Arguably, however, it is
infeasible to label training datasets of the orders
of magnitude required to train Foundation Models.
Hence, Foundation Models are mostly trained using
self-supervision at scale. Generally, self-supervised
learning refers to the principle of generating the
pretraining task from the training data itself with-
out explicit target labels (Balestriero et al. 2023).
Arguably, scaling tabular data can only meaning-
fully be achieved when using a large heterogeneous
tabular dataset as it is naturally limited in the single-
table case. Hence, a tabular architecture towards a
model considered foundational needs to be trained
on and be able to generalize across multiple ta-
bles. However, in the tabular case, certain chal-
lenges arise in particular with respect to tokeniza-
tion, cross-table generalization, and permutation
invariance of the architecture, which we discuss in
detail later. We do not discuss here the long history
of machine learning literature for tabular data as
well as early deep learning-based approaches as it
would arguably go beyond the scope of this work.
For a more general overview of deep learning ap-
proaches for tabular data, we refer to a recent survey
on the topic (Borisov, Leemann, et al. 2022).

2.1 Single-table deep learning

Conventionally, machine learning approaches in the
context of tabular data consider the single-table case,
e.g. training and evaluating a classification or regres-
sion model on a single table – typically in a super-
vised fashion. In addition to the aforementioned
boosting methods, several deep learning-based ar-
chitectures have been developed in the past, rang-
ing from simple Multi-Layer Perceptrons (MLPs) to
more recent Transformer-based architectures.

Supervised learning A vast amount of work
has been proposed in the context of supervised
single-table deep learning. Notable highlights in-
clude early adaptations of the Transformer to tabular
data, namely the TabTransformer architecture (X.
Huang et al. 2020) as well as the more refined FT-
Transformer (Gorishniy, Rubachev, Khrulkov, et al.
2021). Whereas the TabTransformer showedpromis-
ing first results by applying the Transformer archi-
tecture to obtain contextualized tabular represen-
tations, its application is limited to categorical fea-
tures. More precisely, only the categorical features
are embedded in a contextualized fashion using a
Transformer. The contextualized categorical embed-
dings are then concatenatedwith the (raw) numeric
features and subsequently processed by an MLP for
the final downstream task. From a technical point of
view, this limitation arises naturally, as embeddings
of categorical features are straightforward to obtain
via look-up embeddings in full analogy to the case in
natural language, where the vocabulary is given by
the individual unique categories of all columns. En-
coding and embedding numerical features, however,
is not as straightforward and is therefore neglected
in early works.

The FT-Transformer successfully refines this ap-
proach by proposing a feature tokenizer to encode
and embed both categorical as well as numerical
features into the same embedding space. Again,
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categorical features are embedded using a simple
lookup table, whereas numerical features are pro-
jected into the embedding space using a linear layer.
To each feature, a column-specific bias embedding
is added, effectively resulting in an additive column
encoding to replace the positional encoding com-
mon in Transformers for language (we discuss this
detail further in Section 3). The architecture is then
trained using a supervised tabular downstream task
estimated using an aggregated representation of
each row (via a prepended learnable CLS token). In
our opinion, the FT-Transformer is the first clean and
simple Transformer architecture for unconstrained
tabular data. In that sense, it serves as a good base-
line for further investigations and generalizations.
However, in the original setup, the FT-Transformer
is applied to a supervised training task and is limited
to learning representations of a single table only.

Self-supervised learning Particularly relevant
to a Tabular Foundation Model are approaches uti-
lizing self-supervised training. Here, a number of
interesting works have emerged in recent years, al-
beit mostly limited to the single-table case. While
early works utilize an autoencoder approach (Yoon
et al. 2020), similar to early works in computer vi-
sion, they were soon either extended (Ucar et al.
2021; Darabi et al. 2021) or fully replaced by con-
trastive approaches (Bahri et al. 2022). In the con-
trastive setup, a loss is constructed with the objec-
tive of aligning the representations of rows that are
considered similar while separating embeddings of
dissimilar ones. Inspired by approaches success-
ful in computer vision, namely early works such
as SimCLR based on the InfoNCE objective (Oord
et al. 2019; Ting Chen et al. 2020), positive pairs
are constructed by augmenting a single sample,
while different samples, i.e. rows, are considered
dissimilar. For tabular data, augmentation can be
performed via cell corruption, e.g. by replacing a
certain amount of cell values with a random value
drawn from the column’s corresponding marginal-
ized distribution as for example proposed in the
notable approach SCARF (Bahri et al. 2022). That
is, a certain percentage of values is replaced with
non-contextualized but column-specific randomval-
ues. Similarly, augmentation can also be performed
in the latent space, as is done in the Contrastive
Mixup method (Darabi et al. 2021), or in a com-
bined fashion, augmenting samples as well as la-
tent representations as performed by the SAINT
approach (Somepalli et al. 2022). In all instances,
the positive and negative samples are then passed
through a shared backbone architecture to obtain
the corresponding embeddings. The loss objective

then enhances the similarity of the embeddings of
positive samples while making the embeddings of
negative pairs dissimilar.

Notably, in computer vision, various further de-
velopments of these approaches exist, for example,
non-contrastive self-supervised objectives such as
self-distillation techniques as introduced and popu-
larized by BYOL and DINO (Grill et al. 2020; Caron
et al. 2021) or correlation-based approaches such
as BarlowTwins and VicReg (Zbontar et al. 2021;
Bardes et al. 2022) which are pushing the state of
the art in computer vision. However, to the best of
our knowledge, similar non-contrastive approaches
have not yet been investigated in the tabular context.

Finally, likely due to the increased use of the
Transformer architecture, approaches analogous to
Masked Language Modelling or Masked Autoen-
coding (Devlin et al. 2019; He et al. 2022), which are
popular in the language and vision contexts, respec-
tively, have been investigated in the tabular context.
While they were first applied to a wide range of
LLM-based tabular approaches, which we will dis-
cuss later, they have also successfully been applied
to table-specific Transformer architectures such as
MET (Majmundar et al. 2022) and generally found
to be well-performing while more simplistic and
easy to implement as compared to contrastive or dis-
tillation approaches (Rubachev et al. 2022). There
exist two similar yet distinct popular approaches
to masked autoencoding, namely Masked Cell Re-
covery and Corrupted Cell Recovery. Conceptually,
MaskedCell Recovery is a straightforward approach
where a certain amount of input cells is randomly
masked by a specific learnable Mask token. In the
case of Corrupted Cell Recovery, the tokens are in-
stead replaced by noisy values, e.g. similar to the
rowaugmentation in contrastive learning using sam-
ples drawn from the column’s marginalized distri-
bution. The embeddings are then processed by a
Transformer backbone and the training objective is
to predict the original values from the contextual-
ized embeddings of the masked or corrupted cells.
Masked Cell Recovery is a very natural learning ob-
jective in the tabular domain, in our opinion, as it
corresponds to the problem of missing value im-
putation which often occurs in practice. This also
implies that a model trained via Masked Cell Recov-
ery can be used both for generating general-purpose
representations as well as a generative imputation
model. Being capable of extracting general-purpose
representations after the self-supervised pretrain-
ing, the models are typically then finetuned in a
supervised fashion on a specific downstream task,
in full analogy to the use cases in language or vi-
sion. Again, further developments in those areas
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– namely more efficient transfer learning ranging
from adapters or prompt adaptation to quantization
or low-rank approximation techniques (Houlsby et
al. 2019; Hu et al. 2022; P. Gao et al. 2023; Dettmers
et al. 2023) – have not yet been investigated in the
tabular domain to the best of our knowledge. How-
ever, when using a Transformer backbone, these
approaches should trivially transfer to the tabular
domain.

While many works in the context of single-table
representation learning exist, it should be noted that
they do not yet significantly or consistently outper-
form conventional methods. In fact, depending on
the benchmark used, it is argued that tree-based
models still outperform current deep learning archi-
tectures across the board (Shwartz-Ziv and Armon
2021; Grinsztajn et al. 2022). We do not believe in
the generality of these findings and discuss the de-
tails and importance of benchmark data in Section 3.
For example, the findings do not take the scaling
potential of Transformers architectures into account
and often make unequal comparisons using a fixed
compute budget. While this is a valid point of con-
cern in the single-table scenario, the additional costs
of pretraining should pay off in a general-purpose
cross-table Foundation Model.

2.2 Cross-table deep learning

In order to enable large-scale pretraining of tabu-
lar models and thus unlock the full scaling poten-
tial of the Transformer architecture, cross-table pre-
training is indispensable. However, only very few
table-specific architectures exist and the majority
of works focus on utilizing LLM for tabular data –
an approach that we believe to be fundamentally
limited for technical reasons which we discuss in
detail in Section 3.

Supervised learning To the best of our knowl-
edge, there exist only two supervised cross-table
learning approaches: the TransTab as well as the no-
table TabPFN architecture (Z. Wang and Sun 2022;
Hollmann et al. 2023).

TransTab proposes a tokenization approach that
generalizes across tables by incorporating explicit
column semantics via learnable column name word
embeddings. Strictly speaking, TransTab is not
solely trained in a supervised fashion but utilizes
both a supervised loss and a novel contrastive self-
supervised objective. While containing interesting
novel ideas around table tokenization, the exper-
imental evaluation of the paper focuses on cross-
table learning for comparably small tables with par-
tially overlapping columns. Moreover, they do not

perform many ablation studies on the architectural
and training choices made, in particular with re-
spect to the proposed tokenizer. In detail, it remains
unclear how tokenization and concatenation are per-
formed across multiple tables that each contain a
different amount of columns and how they are in-
terleaved during training.

Notably, the recent TabPFN architecture follows a
fundamentally different approach to the previously
mentioned ones: the downstream task is formulated
via approximate Bayesian inference conditioned on
the training dataset. The network learns a synthetic
cross-table data prior and inference is performed
by passing the (small) training set as well as the
test dataset to the architecture in a single forward
pass. Practically, TabPFN can solve small classifica-
tion tasks fully at inference rather than finetuning
the backbone and is shown to outperform conven-
tional baselines as well as AutoML approaches in
that regime. However, the approach is currently
limited to classification tasks and comparably small
tables with only numerical features without miss-
ing values. While being conceptually interesting
and quite useful for practitioners in the small-data
regime, it is unclear how the approach could gen-
eralize and scale towards something considered a
Foundation Model. Nevertheless, further refine-
ments and novel approaches in this context are very
valuable and we follow the continued research in
this direction with great interest.

Although self-supervised learning will likely be a
cornerstone in building Tabular FoundationModels,
it remains under-researched and underdeveloped in
this domain. While there exist some works consid-
ering self-supervised learning for tables with only
partially overlapping columns (Levin et al. 2023; On-
ishi et al. 2023), we are only aware of one recent ap-
proach that investigates unconstrained cross-table
pretraining – namely the XTab architecture (Zhu
et al. 2023). In addition, we are aware of one
technical preprint presenting the UniTabE frame-
work (Y. Yang et al. 2023), which, in our opinion, is
lacking in technical details to fully judge its poten-
tial. XTab generalizes the previously discussed FT-
Transformer to the cross-table setting by using table-
specific encoders with a Transformer backbone that
is shared across all tables. We believe this to be the
right first step towards generalizable architectures.
On the technical side, the pretraining is realized in
a federated learning setup, where the table-specific
tokenizers are trained on separate GPUs together
with the shared backbone. The authors investigate
self-supervised recovery losses via Corrupted Cell
Recovery, as well as contrastive approaches. They
find that, generally, contrastive approaches perform
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worse in this case, which is in line with our expecta-
tion as contrastive learning is often considered tech-
nically challenging and less stable. The federated
approach has the advantage of simplicity as each
tokenizer and classifier head is restricted to a single
table and each GPU node only processes batches of
samples of a single table. The disadvantages, in our
opinion, are that the scaling of the used hardware is
directly coupled to the number of datasets and can-
not be independently controlled. Furthermore, we
believe the hardware utilization to be suboptimal as
the GPUs of simple-to-encode datasets will idle due
to the gradient synchronization lock waiting for the
slowest-to-encode datasets and GPUs.

While the authors show that pretraining is ben-
eficial in most cases, the detailed performance be-
havior in different tabular regimes remains an open
question. Furthermore, only a comparably small
architecture is being investigated with a backbone
model size of roughly 740 k parameterswhichwe be-
lieve to be insufficient. For comparison, even early-
stage language models such as GPT-1 and GPT-2
had a two, respectively four, orders of magnitude
higher backbone parameter count. Hence, the po-
tential of cross-table pretraining in order to scale the
shared backbone is not made use of. The overall re-
sults thus show only decent performance, but again
fall behind gradient-boosted trees and CatBoost in
particular.

Large Language Model-based methods De-
spite not being the key to success towards a Tabu-
lar Foundation Model in our opinion, we discuss
the most relevant recent approaches utilizing pre-
trained LLM for tabular data here for completeness.
For example, they have shown interesting perfor-
mance for simple tabular data cleaning or integra-
tion tasks (Narayan et al. 2022).

Many works for cross-table architectures are built
upon pretrained LLMs – in particular the BERT ar-
chitecture, as used by earlyworks such as the TAPAS
table question-answering approach (Herzig et al.
2020). To be able to use the pretrained text tokeniz-
ers, some form of table serialization is necessary,
the details and shortcomings of which we discuss
in Section 3. Notably, TAPAS introduces several en-
codings in addition to the conventional positional
encoding used in natural language: namely column
encoding as well as row and rank embeddings to be
used for ordinal values. A shortcoming of TAPAS
is the lack of column and row order permutation
invariance, which is addressed in TableFormer and
can be considered its refinement (J. Yang et al. 2022).

Notably, unlike the aforementioned cross-table
approaches, masked autoencoding is naturally a

common self-supervised learning objective in the
context of language models and contrastive ap-
proaches are rarely, if at all, considered. Further no-
table developments include TAPEX,which is trained
as a neural SQL executor (Liu et al. 2022), TaBERT,
a BERT-style model for joint text and tabular embed-
dings (Yin et al. 2020), andGReaT, an autoregressive
GPT-style table generation architecture (Borisov,
Seßler, et al. 2023).

Understanding how tabular data and natural lan-
guage can be jointly processed is of great practical
importance and LLMs might seem like an appeal-
ing option to this end. However, we believe that
a good understanding of table-specific representa-
tion backbones is the root of further investigations.
Cross-table representations could then be jointly
integrated with natural language, for example via
CLIP-style contrastive approaches, which are popu-
lar in the context ofmultimodal language and vision
representation learning (Radford et al. 2021; Gird-
har et al. 2023), aligning representations in a shared
latent space as opposed to fully integrating them
into the language model (Zha et al. 2023).

Moreover, it should be noted that a recent preprint
proposes an architecture, dubbed AnyPredict, built
upon several LLMs, which the authors claim to
serve as a Tabular Foundation Model (Z. Wang,
C. Gao, et al. 2023). While containing interesting
ideas, for example around resolving the issue of
limited training data which they extend by reformu-
lating tables into natural language using chatGPT
and a custom-trained generative language model,
the overall architecture and presented evaluation
do not qualify for it being a Foundation Model. In
particular, the evaluation context is limited to tables
within a fixed domain (namely, health data of spe-
cific medical trials). A broader investigation across
different data domains would be necessary for fur-
ther evaluation. Moreover, the approach, while in-
teresting, seems overly convoluted and is unlikely
to scale to larger and more complex datasets. In our
opinion, recasting tables as natural language using
pretrained LLMs seems like an intermediate solu-
tion as opposed to developing truly tabular Foun-
dation Models.

In a similar fashion, the recently proposed TabFM
framework (H. Zhang et al. 2023) utilizes an LLM-
based generative approach and a unified (yet com-
plex) tabular text representation method. While
containing interesting ideas and results, TabFM,
and in particular its unified text representation ap-
proach, heavily relies on human or LLM-based an-
notations used for its table serialization which adds
computational complexity. Furthermore, it does not
address the challenges around number tokenization

6
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– in particular, the proposed unified approach is ex-
tremely token inefficient – which we discuss inmore
detail in Section 3.

2.3 A note on relational tables

The previously discussed approaches tackle prob-
lems associated with representation learning of sin-
gle or multiple unrelated tables. Often, however,
multiple tables share a relation in practice – most
prominently in relational databases. While being an
interesting area for further research, we believe that
a well-performing cross-table representation learn-
ing framework, i.e. a Tabular Foundation Model,
constitutes a good starting foundation for further
inquiry of relational structures. For example, rela-
tional information could be injected using graph em-
beddings of the relational graph via cross-attention.
While multiple approaches to representation learn-
ing for knowledge graphs exist (S. Chen et al. 2021;
Bi et al. 2022; Diao and Loynd 2023), works investi-
gating the incorporation of additional modalities
have only recently been investigated. For exam-
ple, in the natural language domain, incorporating
knowledge graphs with language is an active area
of research (Pan et al. 2023; Ioannidis et al. 2023).

In the context of relational databases, only a few
dedicated works exist (Arora et al. 2021; Deng et al.
2020; Gorishniy, Rubachev, and Babenko 2022) with
a noteworthy mention towards developing Founda-
tion Models for databases that were recently out-
lined in a vision paper (Vogel et al. 2022). Notably,
the outlined architecture at its core is built upon a
table representation backbone, which in this par-
ticular case is based on a BART Large Language
Model.

3 Towards a Tabular
Foundation Model

3.1 Opportunities

In the age of AI, business data has become a pre-
cious asset for enterprises to optimise and automate
their business processes. Still, enterprises fail to
fully harness the power contained in this wealth of
data, and until very recently have only been able to
use it for narrow, company-specific use cases with-
out benefitting from synergies deriving from the
deep business and process knowledge inherent in
cross-enterprise data assets. This is particularly true
for structured data such as tables, time series, and
databases, where the recent AI breakthroughs seen
in the domain of text and images have not yet been

replicated. With a large portion of business data
being of this form, the wheel needs to be invented
again and again, with each new use case requiring
considerable manual effort, large amounts of data,
and deep domain knowledge to be implemented.
As a result, onboarding and roll-out of new AI solu-
tions is slow and expensive, requiring a large invest-
ment in terms of time and resources. Consequently,
enterprises have been missing out on opportunities
to turn their business data into valuable insights.
As highlighted in a 2018 discussion paper by the
McKinsey Global Institute, structured data shows
the largest potential of AI value impact across sev-
eral domains and a multitude of use cases (Chui
et al. 2018).

A Tabular Foundation Model can provide enter-
prises with a unique set of AI predictive capabilities
on their structured business data, such as predicting
invoice payment dates and supplier delivery quality
or proposing efficiency improvements to a business
process. It offers low-to-no-effort onboarding, high
out-of-the-box accuracy, and the ability to scale out
to completely new embedded AI scenarios. Further-
more, Tabular Foundation Models could be used as
efficient multivariate tabular imputation systems or
outperform conventional approaches in challenging
use cases such as in the very small and very large
data regimes, effectively replacing manual feature
engineering. Finally, the integration of tabular un-
derstanding and LLMs could offer unprecedented
performance in tabular reasoning tasks such as fi-
nancial reasoning, tabular sentiment analysis, and
more.

3.2 Status Quo

As previously outlined, there does not yet exist an ar-
chitecture that can be considered a Tabular Founda-
tion Model in our opinion. We believe the currently
most promising approach is the recently proposed
XTab architecture as previously discussed (Zhu et
al. 2023). However, in order to understand the po-
tential of a Transformer-based cross-table represen-
tation learning architecture, meticulous experimen-
tation is required. For example, to the best of our
knowledge, there are currently no works investigat-
ing the scaling behavior of Transformer-based tabu-
lar representation models, despite scale being the
core driver of recent progress in natural language
and vision. At the same time, the architectures pro-
posed in the literature are limited to a relatively low
parameter count, orders of magnitude smaller than
even early language models such as GPT-2, as pre-
viously highlighted.

While a vast amount of Large Language Model-
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based approaches exist, in particular, based on
BERT- or GPT-style pretrained models, we believe
them to be ill-suited for tabular data and of mere
temporary interest spurred by the significant ad-
vances in natural language processing. Fundamen-
tally, tabular-specific architectures are required due
to the technical challenges involved, which we dis-
cuss next.

3.3 Challenges

Tokenization In our opinion, the main technical
challenge associated with cross-table pretraining is
the process of full-table or row tokenization, e.g. the
encoding and embedding of the diverse data tables
into a sequence of tokens to be processed by the
Transformer backbone. In particular, each table con-
tains a different number of unique numerical and/or
categorical features with table-specific joint proba-
bility distributions, as well as dates, timestamps, or
free text. In particular, even for features with names
that would suggest shared semantics, such as identi-
cally named columns “Age”, even the corresponding
marginalized statistics can be vastly different across
different tables. Hence, tabular tokenizers need to
be either table-specific or be able to generalize across
tables, e.g. by consuming meta information such as
the table schema or estimated statistics in addition
to the values to be tokenized. This is fundamen-
tally different from natural language processing or
computer vision, where the process of tokenization
(or patch-wise embeddings in the case of images)
naturally transfers to previously unseen data. We
argue that understanding and developing suitable
cross-table tokenization techniques is the key to suc-
cessfully developing Tabular Foundation Models –
not the particular backbone architecture or training
objective itself.

One way to perform tabular tokenization that
transfers across tables is to use tokenizers from
LLMs in combination with serialization of the tab-
ular data. This is the predominant approach in
many self-supervised tabular learning architectures,
some of which we outlined in Section 2. Different
serialization techniques are outlined in more de-
tail in a recent review paper (Badaro et al. 2023)
and experimentally compared in the context of zero-
and few-shot classification within the TabLLM ap-
proach (Hegselmann et al. 2023). However, we be-
lieve that there are numerous problems with this
seemingly straightforward idea:

First, table serialization is not token-efficient. That
is, every cell value is serialized into at least two,
more commonly three or more, samples (e.g. “The

<Column> is <Value>”) which is further tokenized
into a multitude of tokens, depending on the sub-
word vocabulary of the specific text tokenizer used.
Effectively, this results in a suboptimal scaling con-
stant of the quadratic scaling behavior of the Trans-
former architecture with respect to the number of
columns processed and drastically limits the num-
ber of columns to be encoded within the maximum
context length of the backbone model.

Second, and more crucially, text tokenizers are
not particularly well suited to encode numerical
features. For example, conventional tokenizers tok-
enize numerical values into multiple tokens by split-
ting decimals at the decimal point and larger num-
bers into multiple subword tokens. Categorical val-
ues are typically directly treated as text which and
split into multiple tokens depending on the used
tokenizer and vocabulary. The relationship between
these tokens associated with a single cell value then
needs to be recovered by the backbone. While the ef-
fect of text tokenization on numerical feature repre-
sentations has not been investigated in detail, recent
works show that LLMs perform comparably poorly
at tasks involving numerical understanding such as
simple arithmetic tasks (Pi et al. 2022; Yuan et al.
2023) or financial reasoning (Wu et al. 2023; Li et
al. 2023) – an observation likely rooted in unsuited
tokenization and lack of specific training contexts.
While workarounds, such as using character-level
tokenization for numerical values, have been pro-
posed and utilized (Pi et al. 2022; T. Zhang et al.
2023; Golkar et al. 2023), they do not resolve the
core issue at hand and specific solutions have only
recently emerged (Golkar et al. 2023). Furthermore,
tokenizing cell values intomultiple tokensmakes an
additional decoder architecture necessary, introduc-
ing needless technical overhead. In particular, how
to best design a cross-table decoder is not straight-
forward and poses similar challenges to tokeniza-
tion. However, also in the context of natural lan-
guage processing, tokenization of numerical values
has gained some interest. For example, two recent
preprints explore first ideas of explicit number tok-
enization to patch pretrained LLMs (Han et al. 2023;
Golkar et al. 2023). In addition, a recent survey
discusses the problems and approaches associated
with number tokenization in more detail (Thawani
et al. 2021). However, note that current works do
not take the tabular structure (e.g. the joint probabil-
ity distributions of a collection of numeric features)
into account and treat all numbers identically.

In analogy to tokenizers in natural language, tok-
enization is a nuanced, domain-specific problem
that needs dedicated attention. Despite the im-
mense amount of research efforts in natural lan-
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guage processing, there exists no universal standard
for text tokenization and the differences in behavior
are not fully understood (Mielke et al. 2021). How-
ever, note that text tokenizers in natural language
processing are pretrained on large text corpora and
have contributed significantly to the increased per-
formance of Transformer-based language models
as they resolve many of the linguistic and engineer-
ing challenges involved. Similarly, tokenization in
the tabular context requires dedicated efforts and
meticulous experimentation in our opinion.

Permutation invariance Unlike text or images,
tabular data does not inherently possess a partic-
ular ordering of the columns and rows. Hence, a
tabular backbone architecture should provide rep-
resentations that are invariant against column per-
mutations in particular. Fittingly, the Transformer
is naturally invariant against permutations of the
input token sequence due to the bidirectional self-
attention mechanism and the parallel processing of
tokens. In LLMs, this invariance is explicitly broken
by incorporating positional encodings. In tabular
Transformermodels, the positional encoding should
be avoided and is replaced in someworks by column
encodings, i.e. a column-specific bias term added
to the embeddings of a cell (Gorishniy, Rubachev,
Khrulkov, et al. 2021; Zhu et al. 2023). Utilizing pre-
trained LLMs via row serialization is hence suffering
from spurious spatial relations that are not inherent
to the tabular data structure.

Notably, using tokenizers that split cell values
into multiple tokens such as those used in LLMs,
the desired invariance in the table input space does
not naturally transfer to invariance in the token se-
quence, as the representations should not be invari-
ant against permutations of tokens stemming from a
single cell, nor the tokens indicating the correspond-
ing column. Realizing permutation invariance with
respect to the input table adds architectural com-
plexity in this case and would require partial po-
sitional encodings, for example. For this reason,
we believe that tokenizers that tokenize single cell
values into a single token to be the most straightfor-
ward approach and that table schematics should be
injected separately.

Further, the permutation invariance has conse-
quences in the context of autoregressive pretraining
strategies commonly used in generative language
modeling (such as GPT-like models). For example,
when using a table serialization approach, predict-
ing the next column name is strictly an ill-defined
problem. Great care should be taken to solely pre-
dict value-associated tokens in the autoregressive
setup as opposed to tokens originating from the

table schema. Some works use a permutation aug-
mentation approach (Pietruszka et al. 2022; Borisov,
Seßler, et al. 2023; T. Zhang et al. 2023) which, how-
ever, does not resolve the core issue at hand in our
opinion. Despite generative models not being the
focus of this paper, we believe that autoregressive
generative modeling is ill-suited in the context of
tabular data. In the tabular context, generative ap-
proaches such as Gibbs sampling from a model
trained via masked autoencoding interpreted as a
Markov random field (A. Wang and Cho 2019) or
diffusion models (Ho et al. 2020; Kotelnikov et al.
2023) are likely more suited to the tabular structure
in our opinion.

Data Finally, in order to systematically tackle
the aforementioned challenges to develop cross-
table representation learning approaches towards
a Tabular Foundation Model, suitable high-quality
data – training data as well as benchmarks – is of
crucial importance. In order to be able to scale a
corresponding model, a pretrained corpus of cor-
responding tabular data across various domains is
required. As the actual scaling behavior has not yet
been investigated, it is difficult to estimate the min-
imal amount needed. As a guiding principle, we
transfer findings in the natural language processing
community. For example, GPT-3 was trained on a
corpus of 500 billion tokens from five different data
sources of varying quality (Brown et al. 2020).

In addition to a large training corpus, a diverse
benchmarking suite is necessary. While there ex-
ist a variety of different tabular benchmarks in
the community, most notably the OpenML bench-
mark suites, such as the OpenML CC-18 classifica-
tion benchmark as well as the recently introduced
OpenML CRT23 regression benchmark (Bischl et al.
2021; Fischer et al. 2023), these benchmarks have
not yet been thoroughly adopted in the community.
The reasons for this may be many.

First, due to a lack of other tabular data sources,
benchmark datasets are currently being partially
used for both pretraining and evaluation, e.g. us-
ing a two-fold cross-validation as performed in the
experimental evaluation of XTab (Zhu et al. 2023).
This limits training data as well as benchmark ca-
pabilities. And even in this case, the amount of
data is limited. For example, the whole OpenML
CC-18 benchmark contains roughly 450 million in-
dividual tokens, i.e. cells, whereas CRT23 contains
12 million tokens in total. The biggest suite in the
OpenML collection is a dedicated training holdout
set with roughly 1.2 billion tokens in total. While
this is enough to perform first scaling investigations,
more data is very likely needed to scale architectures
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towards a Tabular Foundation Model. Moreover,
the OpenML training holdout set contains solely
classification tasks which likely hinders the model
from generalizing to strongly different downstream
applications. A recently published large collection
of tabular data assets, dubbed TabLib (Eggert et al.
2023), could be a promising contender. However,
the dataset in its current raw, non-preprocessed state
is likely too noisy to be used for large model training
directly and requires engagement and experimenta-
tion of the community. Moreover, the license of the
proposed dataset is unclear and usage is currently
only recommended for research. It is unlikely that
the dataset will be released under a commercially
friendly license required for product development.

Secondly, the suitability of these benchmarks in
the deep learning context remains an open question.
For example, theOpenMLbenchmark suites contain
mostly small- to mid-sized datasets that are often
easy to tackle with established machine learning
approaches. Extending the benchmarks by distin-
guishing between the difficulty of tasks or the width
of the considered tables might yield additional in-
sights into the difference in performance of conven-
tional machine learning approaches versus deep
learning ones. This is not to say that well-thought-
out design choices are absent in these benchmarks.
Notably, the OpenML benchmarks do not include
tasks that are considered too easily solvable by a lin-
ear model. Nevertheless, the performance of simple
linear models is often notably high (Borisov, Seßler,
et al. 2023; McElfresh et al. 2023). It is unclear to
what extent current benchmarks are truly suited to
evaluate deep learning approaches.

Finally, the available downstream tasks are not
very diverse. Currently, solid benchmarks only exist
for classification and regression tasks. In compari-
son, in natural language processing, it is established
practice to evaluate models across a multitude of
benchmarks covering a wide range of downstream
applications. Towards a Tabular Foundation Model,
a more diverse set of downstream benchmark tasks,
for example covering aspects of table question an-
swering, missing value imputation, and others, is
necessary.

4 Proposed approach

In order to systematically tackle the aforementioned
challenges, a solid baseline architecture to serve as a
starting point for further ablation studies and exten-
sions is required. To this end, we propose a simple
Transformer-based architecture for self-supervised
cross-table pretraining that can be finetuned to arbi-

trary tabular downstream tasks. Our architecture is
based on the FT-Transformer (Gorishniy, Rubachev,
Khrulkov, et al. 2021) and conceptually similar to
the XTab framework (Zhu et al. 2023) with some
notable differences. As with XTab, the idea is that a
shared backbone learns general relations between
the tabular samples regardless of the table specifics.
Using the proposed architecture, we investigate the
scaling behavior in the single-table case, in which
the architecture corresponds to a self-supervised
variant of the FT-Transformer, and in the general-
ized cross-table case where we are able to scale the
size of the backbone further. In the following, we
will outline our proposed approach and results in a
condensed form and refer to our technical preprint
for more technical details as well as experimental
evaluation (Schambach et al. 2023).

4.1 Architecture

An overview of our proposed architecture is given
in Figure 2. Similar to the FT-Transformer and its
cross-table generalization XTab, our approach uses
table-specific tokenization and a cross-table shared
plain Transformer backbone. Unlike XTab, how-
ever, we process samples from multiple tables by
interleaving them in each batch and do not require
a federated setup. This way, we are able to scale
the used compute hardware independently of the
amount of training dataset contained in the pretrain-
ing corpus and are able to instead scale the compute
via common distributed training strategies.

That is, we perform stratified sampling from the
pretraining corpus, such that samples from each
dataset occur in the batch with the same probabil-
ity. Each row is subsequently tokenized by a table-
specific tokenizer. Unlike XTab, we do not process
numerical features by quantile transformation but
instead use a quantile encoder. That is, instead of
performing the actual transform, we encode each
feature using its corresponding quantile index. This
has the advantage that numerical features are ef-
fectively treated as categoricals and all features can
be embedded via look-up embeddings simplifying
the implementation and its vectorization as well as
the final projection layer used for prediction. In
order to be able to stack the tokenized sequences
across multiple datasets, we perform padding us-
ing a learnable Pad token, analogous to the case in
natural language processing.

For self-supervised pretraining, we use a Masked
Cell Recovery objective corresponding to a missing
value imputation. That is, before padding, tokens
in each sequence are randomly masked according
to a specified masking fraction using a learnable
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Figure 2: Overview of the proposed cross-table pretraining architecture.

Mask token. The training objective is then to pre-
dict the original value from the contextualized em-
beddings of the masked tokens. Masked recovery
has been shown to be superior to both supervised
as well as contrastive self-supervised approaches
in the cross-table regime (Zhu et al. 2023) and is
also a well-established learning objective in natural
language where it originated. Having encoded all
tabular features as categoricals effectively, the train-
ing objective reduces to a classification problem for
all tokens which we optimize by minimizing the
corresponding cross-entropy loss.

To minimize inductive biases, we do not use
any additive learnable encodings, such as table or
column-specific ones. As previously discussed, we
also do not include positional encodings in order to
retain the permutation invariance of the architecture.
Implicitly, table and column characteristics need to
be learned by the individual embedding layers. In-
vestigating additional encodings is a worthwhile
prospective experiment and could be beneficial in
terms of an inductive bias in order to increase the
pretraining efficiency but we deliberately do not in-
clude this in our baseline experiments.

4.2 Datasets and data pipeline

As previously discussed, sufficient pretraining data
is required in order to scale the backbone archi-
tecture in size. Hence, we create a large curated
heterogenous corpus of datasets from multiple
OpenML benchmarks suites, including OpenML
CRT, OpenML Training, and multiple regression
benchmark suites. This corpus is used for the self-
supervised pretraining of the architecture. We filter
the datasets and keep only those with more than
1000 rows and between 10 to 50 columns. In total,
our curated corpus consists of 76 datasets, including
30 binary and 26 multiclass classification as well as

20 regression task datasets of different sizes, sum-
ming to ca. 135M tokens in total.

To stream from a large corpus of individual tab-
ular datasets hosted on remote storage buckets
in a multi-process fashion, we use the Squirrel li-
brary (Sohofi et al. 2022). The table-specific en-
coders are fitted by estimating the sample statistics
over a subset with a fixed size before training. That
is, in particular, the sample quantiles are estimated
for the individual numerical features.

For evaluation, we use a small curated set of
tabular tasks following a recent survey on the
topic (Borisov, Leemann, et al. 2022), including the
HELOC, Adult Income, California Housing, Cover
Type, and HIGGS datasets. Together, these datasets
cover different tasks, covering binary and multi-
class classification as well as regression, and sizes,
ranging from roughly 8 k samples to over 9M rows.
Nevertheless, it should be noted that these five
benchmark datasets are well-established datasets
for which conventional methods perform extraordi-
narily well.

4.3 Experimental details

We perform scaling experiments for both the single-
as well the cross-table pretraining scenario. In the
single-table case, we train a separate architecture on
a holdout portion of each evaluation dataset via the
self-supervised Masked Cell Recovery loss objec-
tive. We evaluate the performance of the obtained
representations via linear probing using the respec-
tive table-specific downstream tasks. Here, linear
probing corresponds to fitting a linear model on
the contextualized representations, effectively mea-
suring the linear separability of the representations
with respect to the corresponding downstream task
(which the backbone model has not been explicitly
trained on).
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Model Embedding dimension Number of heads Number of layers Parameter count

XTab (Zhu et al. 2023) 192 8 3 740 k

S 16 4 4 13 k
M 64 8 4 200 k
L 128 8 8 1.6M
XL 192 16 36 16M

Table 1: Investigated model configurations. The configuration of XTab is shown as reference. Stated number of pa-
rameters correspond to backbone parameters only and does not include embedding and projection layers for
prediction or linear probing.

In the cross-table setup, pretraining is performed
on the large pretraining corpus. To evaluate the
model on the used benchmark datasets, the back-
bone can directly be transferred. However, since the
architecture utilizes table-specific tokenizers, the
corresponding new tokenizers need be trained. To
this end, we again utilize a self-supervised training
of the tokenizers, either with a frozen or a trainable
transferred backbone, via Masked Cell Recovery
and evaluate the representations via linear probing.
That is, again, we do not perform any task-specific
supervised finetuning of the architecture but evalu-
ate the transferability of the representations learned
via Masked Cell Recovery including a cross-table
pretraining of the backbone.

For our experiments, we investigate four differ-
ent backbone model configurations covering four
orders of magnitude in the number of learnable pa-
rameters. The details are given in Table 1.

4.4 Preliminary results

The main scaling results are depicted in Figure 3.
First, we note that the self-supervised pretraining
strategy via Masked Cell Recovery does result in
tabular features that show good linear separability
with respect to the respective downstream tasks de-
spite never being explicitly trained on them. Inmost
cases, the performance is on par with a linear model
and slightly worse than a (non-optimized) XGBoost.
However, note that the used benchmark datasets are
historically biased towards conventional methods,
and already linear models perform arguably well.
With respect to scaling, we initially see an increase
with larger scales across all datasets, while scaling
beyond the M model leads to either saturation or
performance degradation. This is expected as the
models are highly overparametrized with respect
to the dataset sizes. For example, while the HIGGS
dataset contains over 8M rows, HELOC consists
of less than 8 k samples. With increasing scale but
limited data, it is not uncommon that model perfor-
mance degrades (Kaplan et al. 2020).

In the cases where the backbone was first trained
in a self-supervised manner across the pretraining
corpus and then transferred to the individual bench-
mark datasets, we see a slight boost in most down-
stream tasks. Further updating the backbone model
via additional self-supervised training performs in
higher performance, as expected. Notably, the cross-
table pretrained models scale slightly better with
an increased number of parameters, but not as pre-
dictably as anticipated. In some instances, perfor-
mance degradates with larger models. There are a
number of potential reasons for this. First, in par-
ticular the larger models are not trained until fully
saturated. That is, further training is likely to result
in a higher downstream performance. Nevertheless,
the amount of pretraining data, while sufficient for
the considered backbone model size, is likely too
small, in particular with respect to the large effec-
tive vocabulary of the union of tokenizers due to the
table-specific embeddings. In fact, the resulting vo-
cabulary is roughly of the same size as the one used
to train GPT-2, while our backbone model is orders
of magnitude smaller than the one utilized in GPT-
2. We discuss this in more detail in our technical
report.

4.5 Open questions and future work

As discussed in Section 3, there are a number of un-
addressed problems and questions for future work
that we believe our approach to be a suitable base-
line for. In particular, the tokenization opens mul-
tiple interesting opportunities for further research
that can now be compared with a standard baseline.
For example:

• How can one reduce the parameter overhead
introduced by table-specific encodings? Are
low-dimensional embeddings combined with
a shared up-projection layer a viable mitiga-
tion?

• How does the quantile encoding of the numer-
ical features depend on the number of quan-
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Figure 3: Mean 5-fold cross-validation linear probing results for the considered benchmark datasets in the case of single-
table as well as cross-table pretraining with frozen and updated backbones (BB). The (supervised) performance
of a linear model as well as XGBoost are shown for comparison.

tiles chosen? Can they be chosen adaptively
to reduce unnecessary complexity depending
on the specific columns?

• How does quantile encoding compare to other
encodingmethods for numerical features such
as simple linear layers or more complex vari-
ants using piece-wise linear functions or pe-
riodic activation functions which have been
proposed in the literature? Can we validate
our intuition that quantile encodings are more
stable as well as easy and efficient to imple-
ment?

• Can one incorporate the table schema explic-
itly in tokenization to reduce the complexity
of the table-specific embeddings learned by
the tokenizer?

• How can tokenization be extended to free-text
inputs, as well as dates or timestamps?

• How can the tokenization be transferred to
unseen data more efficiently, i.e. in a zero- or
few-shot fashion?

• To this end, can we make use of in-context
learning or retrieval-augmented modelling
similar to previous works in the natural lan-
guage, graph, and tabular domain (Brown
et al. 2020; Q. Huang et al. 2023; Gorishniy,
Rubachev, Kartashev, et al. 2023; Hollmann
et al. 2023)?

5 Conclusions

In this whitepaper, we have discussed the topic of
tabular representation learning at scale towards de-
signing and training general-purpose Tabular Foun-
dation Models. We discussed the current literature
on the topic and highlighted opportunities as well
as challenges that we consider crucial to address. As
discussed, we believe that current approaches, in
particular those based on Large Language Models,
are limited and that dedicated attention towards
table-specific architectures and evaluation bench-
marks is required. At the same time, scalable ar-
chitectures for tabular data could unlock a huge
potential for a wide variety of industry and busi-
ness applications abundant in practice. Whereas
recent progress in natural language processing, com-
puter vision, and othermedia-centric modalities has
been staggering, deep learning approaches for tab-
ular data remain particularly underdeveloped and
under-researched.

Throughout, our main stances on the matter are:
• We believe that Tabular Foundation Models

have the potential to unlock tremendous busi-
ness value through their ability to capture deci-
sive synergies between structured data assets,
thereby developing an inherent understand-
ing for business objects and processes. This
would allow for solutions scaling across use
cases and customers, enabling better predic-
tive capabilities, including in settings where
data is scarce, and greatly simplifying devel-

© MERANTIX MOMENTUM 2024

merantix-momentum.com 13



opment and roll-out, both on the developer
and client side.

• We argue that pretrained Large Language
Models are ill-suited to be used with tabular
data, in particular for complex tabular tasks,
due mainly to their text-specific tokenization
approaches and lack of permutation invari-
ance. We believe that Tabular Foundation
Models can be realized more efficiently by
designing and training them from scratch –
tailored to the specifics of tabular data.

• We believe the Transformer to be a well-suited
architecture with high scaling potential, at the
core of which tabular tokenizers need to be
better understood and further developed. Us-
ing a general Transformer architecture as op-
posed to table-specific modifications also al-
lows to transfer all technical recent develop-

ments mostly present in the context of natural
language and computer vision, such as effi-
cient Transformer implementations and vari-
ants as well as optimized transfer and finetun-
ing approaches.

• We think that additional public tabular bench-
marks as well as pretraining datasets are of ut-
most importance to bring the tabular domain
into the deep learning era as well as to foster
and streamline community-wide progress.
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