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Abstract

We present a semi-supervised annotation process for identifying and labelling explicit aspects of an initially unlabelled corpus.
Firstly, we employ cross-domain learning to pre-annotate the initial data, deliberately excluding domain-related input features to
ensure effective learning transfer. Then, we apply an active learning strategy to enhance the pre-annotation performance and enrich
the learning data. We adjust the strategy to sequence labeling and address class imbalance. We evaluate this process using two
unlabelled datasets in French, consisting of user opinions on beauty products and electronic devices, respectively. The results show
an improved F1-score achieved by increasing and correcting 30% of the training dataset.
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Peer-review under responsibility of the scientific committee of the KES International.
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1. Introduction

Data annotation is crucial for refining or improving the performance of language models in natural language pro-
cessing (NLP). Leech et al. [14] described, in addition to the first tools and methods for corpora annotating, the need
for annotation to extract information from corpora by adding labels containing explicit information about the content.
Annotation helps to emphasize the meaning and remove ambiguities. It also allows capturing information valuable
to machine learning algorithms, improving their ability to understand and analyze natural languages. Several works
describe methods and tools for different types of annotation, such as linguistic annotation of corpora [7] or semantic
textual annotation [18].

Aspect annotation is a fine semantic task, often related to sentiment analysis [37]. It is also denoted as Aspect
Terms Extraction (ATE) and is defined as the task of detecting aspects (the terms used for designating product or
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service attributes and features) from text. It is the first step of the Aspect-Based opinion or Sentiment Analysis (ABSA)
process.

This task can be challenging and has received substantial attention from the NLP scientific community. Two types
of aspects are mainly distinguished: explicit and implicit or hidden ones (aspects which are implied in the sentence).

Aspect Term Extraction (ATE) is often considered as a supervised sequence tagging task. However, gathering
annotated data from each new domain for model training is costly and time-consuming. Therefore, it requires im-
plementing a learning strategy that helps minimize the human efforts for annotation and adapt the aspect extraction
model for low-resource languages.

In this paper, we propose an end-to-end process for explicit aspect term extraction where no in-domain labeled
data is available. We designed three main steps for pseudo-labelling, model learning, and performance boosting with
active learning, respectively. This paper presents three main contributions:

e We adapt features selection for the pseudo labeler to cross-domain learning by omitting domain-related ones.
o We define the process as model-agnostic so that any sequence labelling learning model can be plugged into it.
e We adjust the pool query strategy for active learning to account for sequence labelling and class imbalance.

To evaluate our process, we consider the use case of French unlabelled data from Beauty and Hightech product reviews
for performance evaluation.

This paper is organized as follows: section 2 gives an overview of existing works in the fields of ATE and AL in
Natural Language Processing. Section 3 presents formally the considered problem. Section 4 describes in details the
proposed end-to-end process. In section 5, we describe the experiment setting and discuss the performance results at
each step. At last, section 6 concludes the work and presents future perspectives.

2. Related works

Aspect terms extraction task, applied to textual data in different languages and domains, is widely considered
by the research community and remains a highly challenging field. We observe two main approaches: supervised
and unsupervised ones. They include three main categories: rule-based extractors, topic modeling algorithms and
supervised machine learning models.

Among unsupervised approaches, Bu et al. [24] use double propagation along with the syntactic relationships
between attributes (for example ’big”) and nouns (for example “screen”) to deal with aspect extraction. This approach
does not require human-labeled data. However, it lacks precision due to the complexity of setting all the rules necessary
to appoint the syntactic relations of natural language’s flexibility.

Rule-based methods consist of identifying linguistic feature patterns in opinionated texts based on the grammatical
classes of the terms and the syntactic relations between them. The work of Hu and Liu [8] is one of the pioneers works
in this category considering frequent nouns and noun phrases as aspects. Their work has been improved by Popescu
and Etzioni [23] using the product class as prior information, and by Blair-Goldensohn et al. [3] who defined filtering
rules to identify only nouns and noun phrases in sentiment bearing sentences. Aspect and sentiment relations have also
been considered in [38] and [10]. The main problem of such approaches is the lack of adaptation requiring changing
the rules whenever the domain of the application changes. They are also highly dependent on human expertise.

In the last decades, a growing interest has been raised in using supervised machine learning models for aspect ex-
traction, where the problem is modelled as a sequence labelling one. For that, authors in [9] adopted the Conditional
Random Fields (CRF) model. Recently, different deep network architectures have been defined based on LSTM [19],
Attention [17], CNN [35], transformers [28], soft retrieval process [39] and constituency parsing [36]. The perfor-
mance of those models depends on the availability of a sufficiently large labelled training dataset, which may limit
their application to low-resource languages.

The lack of labelled data to train the supervised ATE model has been addressed in [16] through data augmentation.
Chen and Qian in [5] used soft prototypes learned on internal or external data. In this work, we consider the extreme
situation where no in-domain labeled data is available. We rely on a pseudo labelling step to enable supervised model
training and an active learning process to enhance the model via label correction and data enrichment iteratively.
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Active Learning (AL) represents also an alternative to improve the performance of learning models when manual
annotation becomes too costly. It aims to guide the labelling process by selecting the most useful instances to increase
performance. These instances are then exposed to the oracle for annotations. Thus, the number of instances needed
for learning to maintain high performance is minimized.

Active learning (AL) was largely adopted in many machine learning areas, such as classification, clustering and
regression. While there have been more efforts on active learning for text classification, in sequence labelling, AL has
been considered mainly for Named Entity Recognition (NER) [32] and Part-Of-Speech tagging (PoS) [27] tasks.

In this context, AL was first proposed with classic machine learning models for training e.g. [31, 21]. Then recently,
AL became more attractive when combined with deep learning models [30, 26]. Authors in [33] demonstrated that
when deep learning models are used in AL, they are more efficient computationally and reduce the annotation cost.

Most of the previous works belong to pool-based active learning. In this setting, the initial annotated dataset is
iteratively enriched with a subset of samples selected from an available pool of unlabelled data where an oracle
is asked for labels. In this paper, we consider a slightly different setting where active learning is adopted for data
enrichment and label correction. In the latter, an oracle is asked to check the correctness of uncertain labels of samples
selected from the initial dataset.

The core of active learning is the query strategy that defines the instance selection criteria. Uncertain sampling is
among the most used strategies in the pool-based AL setting [29, 6], where instances to be labelled are selected from
the set of the most uncertain ones. We adapt this instance selection criteria to fit the sequence labelling setting inherent
to ATE and handle label imbalance.

Prodigy [1] is an annotation tool that trains and evaluates models for specific automatic natural language processing
tasks, namely named entity recognition, text classification and PoS annotation. It employs active learning to limit
annotation costs and uses user interactivity to facilitate annotation and learning. However, it is a non-open-source
commercial tool.

3. Problem Definition

Given a fixed input vocabulary of words o, an output set of K tags 7 and an input sequence x(xi, xp, ..., Xs)
consisting of M words from o, in the sequence labelling task, our aim is to learn a function 4 : o — T that assigns
a tag from T to each element of the input sequence x. The function 2 maps the input sequence to the most likely

sequence of tags t* = (t‘f, ....1y,) where r € K. That is, we seek to find::

t* = argmax,cr P(t]x) ()

In a supervised setting, the mapping function 4 is learned by training a learning model over a dataset of N labeled
sequences in the form of pairs of sequences (x®, 1) fori e 1,...,N.

We consider aspect terms extraction (ATE) as a sequence labelling problem where each token (word) is tagged as
an aspect or not. Note that we consider both multi-word and single-word aspects and use the IOB2 tagging format [25]
for this purpose. In this format, three tags are defined: ’I” denotes that the token is inside the aspect expression, ”O”
means that the token is not an aspect and ”B” expresses that the token is the beginning of an aspect expression.

4. Aspect Extraction from French Reviews

We address the problem of data scarcity in fine-grained explicit aspect extraction from online product reviews,
using French as an example of a low-resource language for this task where only a few labeled datasets are available.

As shown in figure 1, we propose a three-step process. First, we pseudo-label the data through cross-domain
learning to help avoid inconsistency of aspects from target and source domains using a lightweight model. Then, we
train an ATE deep learning model on the previously labelled data under a supervised setting. In the last step, we use
active learning to deal with label uncertainty.
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Fig. 1. Overview of the aspect extraction process consisting of a pseudo-labelling step (in orange), a model training step (in green) and a last
iterative active learning step composed of two subtasks related to label correction (in violet) and data enrichment (in brown).

4.1. Lightweight Data Pseudo-labelling

Pseudo-labelling has been proposed as a preprocessing step for data annotation in low-resource scenarios where
a large annotated dataset for training is not available [13]. To this end, we rely on Conditional Random Fields
(CRF) [12].

CRF is a probabilistic framework for segmenting and labelling sequential data such as text. The CRF model pre-
dicts the label of each token in the context of its neighbouring tokens. In NLP tasks, the CRF model is graphically
represented as a linear chain that captures dependencies with immediate neighbouring tokens.

Formally, given an input sequence ¢ = #,,1, where t; is the feature vector of the i token (word) and its corre-
sponding sequence of labels [ = [;,,[,. The possible label sequences for ¢ is denoted by A(¢). The probabilistic model
of CRF defines a family of conditional probability p(l|t; W, b) over all possible label sequences / given t as follows:

[T villio, 1, )
Zrean iy will_y, L 1)

plit; W.b) = 2

where y;(I',l', 1) = exp(W?lti + by ;) are potential functions, WI,T’ , and and by are the weight vector and bias corre-
sponding to label pair (!, [) respectively.

Inputs to the CRF model are vectors of features representing different characteristics of the token. These features
include the word text, whether it is capitalized, its length, punctuation, or whether it is a digit token. We also included
the Part of Speech (PoS) tag. Moreover, we enriched the feature vector with the same information about the immediate
k-hop neighbour tokens.

It is worth noting that CRF is a supervised learning model, and thus labels are required for training. To handle label
scarcity, we train the CRF through cross-domain learning, where predictions are made in a different domain from the
training one. Furthermore, to make our CRF model more domain-agnostic, we omitted the word text feature for tokens
of type "Noun,” ”PropN,” and ”Verb” since we consider that they are most likely to be domain-dependent.

4.2. Aspect Extraction using deep learning model

We used the BiILSTM-CNN-CRF deep learning model for aspect extraction, which has shown state-of-the-art
performance in sequence tagging tasks [20]. The model consists of two embedding layers, a CNN layer, a bidirectional
LSTM layer, and a CRF layer for outputting predicted labels (see Figure 2). We trained the model on the labeled
dataset obtained from the pseudo labelling step using a split of 80/20 for training and validation. We optimized the
model using the Adam optimizer and applied early stopping to prevent overfitting. The model achieved competitive
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results compared to existing methods and demonstrated potential for adapting to low-resource languages with the use
of pseudo labelling.

Je suis satisfaite de la texture

Embeddings

Vol

Non-Aspect Non-Aspect Non-Aspect Non-Aspect Non-Aspect Aspect

Fig. 2. BILSTM-CNN-CRF Architecture.

4.3. Labelling Correction through Active Learning

Active learning reduces label uncertainty from the pseudo-labelling step by selectively querying the most informa-
tive instances for human annotation. The process is iterative and takes an initial, labeled dataset and large unlabelled
dataset. A query strategy function is used to select instances from the unlabelled dataset, such as uncertainty sampling
or diversity sampling. The selected instances are labeled by the oracle and added to the labeled dataset. This process
is repeated iteratively until the required level of performance improvement is achieved, as determined by a stopping
criterion. Many strategies for querying the unlabelled data instances are explained in [11], including entropy-based
sampling, margin sampling, and committee-based sampling. (see Algorithm 1 and Algorithm 2).

In this work, we adapted the standard active learning process in two ways:

o In addition to pool querying in each iteration, we enable label correction from the training set using the defined
query strategy. The idea is to use the oracle annotations to assess detected uncertainties resulting from erroneous
labels due to pseudo-labelling or model misclassification.

e The instance selection process is implemented to fit the sequence labelling task and handle class imbalance.
We used uncertainty sampling based on the Least Confidence (LC) strategy [15], where instances with the
least confidence in their most likely label are selected. The uncertainty is defined as 1 — max(p), where p is
the categorical probability distribution over labels. Because text instances consist of sequences of tokens, the
formulation is updated by computing the average of token-level uncertainties, as shown in equation 3.

N
IC=1- % Z max(p;) 3)

i=1

The uncertainty score is further adjusted as in equation 4 by omitting all tokens which have not been predicted
as an aspect (i.e. with an ”O” tag) to reduce bias related to the dominance of non-aspect class and thus improve
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the informativeness of selected samples towards aspect tokens since the primary goal of the AL process is to
accelerate model learning and to minimize annotation effort.

1
ILC=1-— max(p;) 4
Np; i;;;

where Cp; = {i/y; € {Aspect’},1 < i < N}, Ng; = |Cp| and y; is the label predicted for the i token by the
learning model.

Algorithm 1 Custom Active Learning Algorithm
Data:
L — Training set of labeled sequences
U — Pool set of unlabelled sequences
M(.,0,) — Learning model
0.c— Query strategy function
B- query batch size

repeat
//Train model M using the training set L
Oy — train(M, L)

//Labels correction

//Select the least confident from L and ask for labels
Ip, L «— query_and_annotate(6;c, L, M, B)

//Update L with labeled instances Iy

L—LUIg

//Dataset enrich:
/[select the least confident from U and ask for labels
I, U < query_and_annotate(0yc, U, M, B)
//Add the labeled batch of instances Ig to L
L—LUIg

until Stop criteria is met
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Algorithm 2 query_and_annotate Function
Data:
X — Set of sequences
01c — Query strategy function
M(.,0)) — Learning model
B- Query batch size

[/ Predict sequences of labels to X with M
¥ predict(X; M, 0y)

IB — Q

for binB:
|/ Query for the least confident samples from X
Xp ¢ argmaxyexOpc(x)
//Ask annotator for label
v}, « label(xy)
//Update samples batch
I — Iz U {(xp, y})}
//Update the input set
X« X —{x}

end for

return /g, X

5. Experiments and Evaluation
5.1. Data description

We evaluated our proposed process using two datasets: a French reviews dataset with aspect-level annotations from
the SemEval-2016 Task 5 ”Aspect-Based Sentiment Analysis” competition, and a large unlabelled dataset scraped
from the web. The SemEval dataset is the only known annotated resource for aspect extraction from French reviews
and was annotated with relevant entities, aspects, and polarity values [2]. The SemEval benchmark dataset consists of

Corpus
R s | M .
cstaurants asems Hightech Products | Beauty Products
Training Data . .
Number of reviews g Training 4000 4000
337 _ Validation 200 190
Test Data
Number of reviews Pool 2000 2000
120 162
Test 303 300

Table 1. SemEval 2016 French datasets Statistics
Table 2. Unlabelled web-scraped datasets description

one training dataset of 337 French restaurant customer reviews and two validation datasets for in-domain validation (
120 reviews from the restaurant domain). The second dataset is used for out-of-domain validation and is composed of
162 reviews from the museum’s domain. Table 1 summarizes the information about the SemEval data.

5.1.1. Web-scrapped dataset of online reviews
To evaluate the performance of our proposed method in the Hightech and Beauty domains, we manually annotated
a set of 300 and 303 reviews, respectively. These reviews were collected by scraping French customers’ reviews from
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different online shopping websites as described in [4], and served to construct both the initial training dataset for the
BiLSTM-CNN-CRF model and the pool set used in the active learning set.

5.2. Evaluations metrics

The performance at each step of the proposed model was measured using the precision, the recall, and the F1
score [34]. The scores were computed as follows for each class:

TP TP PrecRecall
Prec = ————— Recall= ———  F1 =2, ——8————
(TP + FP) (TP + FN) (Prec + Recall)

where TP, FP, TN and FN be the true positives, false positives, true negatives and false negatives. We merged
classes I’ and B’ (i.e. no distinction was made between 'B’ and "I’ classes) to get global performance scores for
aspect extraction.

5.3. Pseudo-labelling Evaluation

As described in section 4.1, we defined a lightweight CRF to pseudo-label unlabelled data using cross-domain
learning. The CRF model was first trained and got its parameters tuned on the labelled benchmark datasets from the
SemEval competition. The training is done with the L1 regularization coefficient set to 0.5, the coefficient for L2 set
to 0.1 regularization, the maximum number of iterations equal to 50 and the nonlinear optimization algorithm “1bfgs”
as tuned parameters.

Precision Recall F1-score
Source — Target Version 1 | Version2 | Version 1 | Version 2 | Version 1 | Version 2
Restaurants — Restaurants | 0.714 0.428 0.563 0.632 0.63 0.51
Restaurants - Musems 0.597 0.448 0.252 0.326 0.354 0.377
Restaurants — HighTech 0.361 0.531 0.249 0.447 0.29 0.40
Restaurants — Beauty 0.509 0.602 0.334 0.463 0.432 0.519

Table 3. Pseudo-labelling Evaluation

Table 3 illustrates the performance of the applied CREF to three different configurations using as target domains the
datasets of Museums reviews, Hightech products reviews and Beauty products reviews, respectively. We compare the
approach using all the descriptors of CRF (Version 1) to the approach that omits the literal value” descriptor from
terms having as morphosyntactic tag ”Noun” or ~’Verb” or "PropN”(version 2).

The results confirm that the second approach facilitates cross-domain transfer learning. With the first approach,
the CRF model performance decreases considerably when the target domain is different from the source domain
learning domain. However, the second approach achieves significantly better performances with an F1-score on the
configuration “Restaurants — Beauty” comparable to that of “Restaurants — Restaurants”.

This approach (Version 2) balances the performance between the source and target domains and offers an improve-
ment of 2.3%, 11%, and 8.7% in terms of F1-score respectively on the corpus of Museums reviews, Hightech products
reviews and Beauty products reviews. It should be noted that two subsets of corpora (303 of tech device reviews and
300 device reviews Beauty products) have been manually labelled by an expert to form the ”ground truth” necessary
to assess labelling, the BILSTM-CNN-CRF model as well as the performance of Active Learning.
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5.4. Active learning Evaluation

We define the BILSTM-CNN-CREF as the learning model for aspect detection. We initialize the word embeddings
using the pre-trained Glove embeddings with 300 dimensions (GloVe.840B.300d) released by [22]. The char-level
embeddings are randomly initialized from the uniform distribution U(-0.5,0.5). As in [20], we set the convolutional
layer’s number and size to 3 and 30, respectively. The hidden representation of the BiILSTM layer is set to 200, and
we applied a dropout on the LSTM outputs. The dropout rate is empirically set as 0.5.

We used stochastic gradient descent (SGD) for parameters optimization with a momentum of 0.9 and a learning
rate of 1072, We set the batch size to 32.

Hightech Products Corpus Beauty Products Corpus
AL Setting Query Strategy Precision Recall Fl-score | Precision Recall Fl-score

LCR=0% , DER=0%" — 0.505 0.372 0.429 0.699 0.405 0.513

Uncertainty Sampling 0.465 0.452 0.458 0.684 0.476 0.561
LCR=10% , DER=0%

Random Sampling 0.455 0.438 0.446 0.686 0.448 0.542
LCR=20% , DER=0% | Uncertainty Sampling 0.487 0.513 0.50 0.724 0.547 0.623

Random Sampling 0.483 0.464 0.473 0.714 0.48 0.575
LCR=30% , DER=0% | Uncertainty Sampling 0.550 0.495 0.52 0.718 0.625 0.668

Random Sampling 0.474 0.534 0.502 0.688 0.493 0.574

Uncertainty Sampling 0.552 0.634 0.551 0.748 0.60 0.666
LCR=30% , DER=10%

Random Sampling 0.536 0.511 0.523 0.724 0.514 0.601

Uncertainty Sampling 0.596 0.586 0.591 0.774 0.631 0.695
LCR=30% , DER=20%

Random Sampling 0.586 0.5 0.54 0.751 0.592 0.561

* This setting refers to results before the Active Learning step ( No data enrichment and label correction)

Table 4. Active learning results on the Hightech and Beauty test datasets in terms of precision, recall, and F1-score metrics. Different setting are
considered with different label correction (LCR) and data enrichment (DER) rates.

We trained the BILSTM-CNN-CRF model over 30 epochs and performed 10 active learning cycles. We conducted
two sets of experiments: (1) focusing on label correction and (2) considering both label correction and data enrichment.
We increased the Label Correction Rate (LCR) from 10% to 30% and set the Data Enrichment Rate (DER) to 10%
and 20%. After each AL cycle, the model was retrained for five more epochs.

Table 4 summarizes the results of the experiments using the uncertainty sampling and random sampling strategies.
The uncertainty sampling strategy outperformed the random strategy in terms of F1-scores for all the experiments. The
results also show that active learning with label correction and data enrichment leads to higher F1-scores compared to
not using these techniques. Increasing the LCR improved the model’s precision, recall, and F1-scores for both Beauty
and Hightech datasets.

The iterative label correction process improved the model’s performance, resulting in higher Fl-scores for both
domains. Overall, active learning with label correction and data enrichment improved the model’s performance by
around 16.9% and 18.2% for Hightech and Beauty reviews, respectively, compared to not using these techniques.
This highlights the effectiveness of active learning for improving the performance of the BILSTM-CNN-CRF model
on low-resource language datasets.

The tables 5 and 6 illustrate the confusion matrices respectively for the Beauty products corpus and the Hightech
products corpus using active learning. We observe that 428 out of a total of 678 aspects were correctly labelled by
the model on the Beauty products corpus and 450 out of a total of 767 aspects were identified for Hightech products
corpus. The difference in performance can be explained by the complexity of the field of Hightech products due to
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True Class True Class
Beauty products Corpus Hightech products Corpus
Non-aspect | Aspect Non-aspect | Aspect
Non-aspect 8495 250 -
Predicted Class p Predicted Class Non-aspect 17229 317
Aspect 125 428 Aspect 304 450
Total number of Aspects 678 Total number of Aspects 767
Table 5. Confusion Matrix on Beauty Corpus Table 6. Confusion Matrix on Hightech Corpus

the heterogeneity of the terms aspects used according to the category of objects considered ( sound, image, battery,
storage, accessories, etc.).

6. Conclusion

In this paper, we proposed an end-to-end process using active learning to improve explicit aspect extraction for
low-resource language fine-grained labelling. We used a web-scraped dataset of French reviews on Beauty products
and electronic devices to run the tests. Our approach consists of a 3-step process, starting with a pseudo-labelling to
address the scarcity of annotated data for ATE via cross-domain learning by omitting domain-related features during
the learning process. This step is followed by an aspect-detection model training, for instance, the CNN-BilSTM-CRF
model and a final active learning step to correct pseudo-labelling misclassification. Active learning reduces manual
annotation costs and addresses label imbalance via the proposed adapted query selection process. Our approach is
model-agnostic, making it compatible with various sequence labeling learning models. Experiments show that active
learning significantly improves the learning model’s performance, achieving more than 30% corrections to initial
labels. Future work will adapt the proposed end-to-end process to enable aspect terms extraction on multilingual
datasets. Moreover, we plan to include an additional processing step to categorize the extracted aspect terms, even
with minimal or no prior knowledge.
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