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Abstract. We propose and evaluate methods for the integra-
tion of automatic implicit geological modelling into the geo-
physical (potential field) inversion process. The objective is
to enforce structural geological realism and to consider ge-
ological observations in a level set inversion, which inverts
for the location of the boundaries between rock units. We
propose two approaches. In the first approach, a geological
correction term is applied at each iteration of the inversion
to reduce geological inconsistencies. This is achieved by in-
tegrating an automatic implicit geological modelling scheme
within the geophysical inversion process. In the second ap-
proach, we use automatic geological modelling to derive a
dynamic prior model term at each iteration of the inversion
to limit departures from geologically feasible outcomes. We
introduce the main theoretical aspects of the inversion al-
gorithm and perform the proof of concept using two syn-
thetic studies. The analysis of the results using indicators
measuring geophysical, petrophysical, and structural geolog-
ical misfits demonstrates that our approach effectively steers
the inversion towards geologically consistent models and re-
duces the risk of geologically unrealistic outcomes. Results
suggest that the geological correction may be effectively ap-
plied to pre-existing geophysical models to increase their ge-
ological realism and that it can also be used to explore geo-
physically equivalent models.

1 Introduction

One of the long-standing challenges faced by geophysical in-
version in general, and potential field studies in particular,
is the recovery of geologically meaningful inverse models.
One of the chief factors explaining this is the strong non-
uniqueness of the solution to the inverse problem because
an infinite number of models can fit a given potential field
dataset, thereby allowing a wide range of geologically un-
realistic outcomes. This has prompted the development of a
number of approaches using prior information or constraints
during inversion that aim at limiting the search space to mod-
els fitting the geophysical measurements (see, e.g., Lelievre
and Farquharson, 2016; Moorkamp, 2017; Wellmann and
Caumon, 2018; Giraud et al., 2021b, and references therein).
Earlier proposals comprise the use and design of regulari-
sation schemes that account for prior information about the
spatial variations in the inverted properties (e.g. smoothness
constraints; Li and Oldenburg, 1996) or are a departure from
a reference model based on some hypothesis (e.g. smallness
constraints; Hoerl and Kennard, 1970). A more recent, and
drastic, approach to reducing the size of the search space is
to consider the geometry of the contact between rock units
instead of the distribution of petrophysical values. In such a
case, the physical properties of the rock units are assumed
to be known a priori and can be kept constant during inver-
sion. This idea was proposed decades ago for ray-based in-
version in reflection seismology (Gjoystdal et al., 1985), but
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it raises challenges regarding the automatic maintenance of
consistent relationships between geological interfaces (Cau-
mon et al., 2004). More recently, surface-based inversion has
become practical for seismic or for potential field inversion
by using either an explicit formulation for the interface be-
tween rock units (Galley et al., 2020, 2021) or using level sets
in the inversion (e.g. Dahlke et al., 2020; Giraud et al., 2021a;
Lietal.,2017, 2020; Rashidifard et al., 2021; Zheglova et al.,
2018, 2013). In the implicit boundary representation, the unit
boundaries correspond to the zero iso value of the implicit
functions representing the signed distance to the interfaces.
In this type of modelling, the algorithms invert directly for
the location of the contacts between the geological units by
adjusting the location of these level sets, thereby allowing
the automatic deformation of the geological units using geo-
physical data. Implicit formulations have a better ability than
explicit surfaces to maintain the volumetric validity through-
out model updates and can additionally deal with topological
changes (Collon et al., 2016; Wellmann and Caumon, 2018).

In exploration geophysics, recent studies have applied
level set inversion to the recovery of the geometry of one or
two anomalous units in both single-physics or multi-physics
inversions (Zheglova et al., 2018; Li et al., 2016, 2017). Sub-
sequent works comprise the extension and modification of
level set inversion by Giraud et al. (2021a) and Rashidifard et
al. (2021), whose framework addresses an arbitrary number
of rock units in a 3D gravity inversion. In comparison to the
direct inversion of physical properties (i.e. density, electrical
resistivity, and seismic velocities), these geometrical inver-
sions present a direct pathway to obtain geologically realistic
outcomes from the inversion of potential field data. Nonethe-
less, to the best of our knowledge, level set inversions still
lack the capability to ensure the geological plausibility of in-
verted models, in the sense that they can produce alterations
of the original models that can potentially violate geologi-
cal principles while exploring the geophysical data space. To
mitigate this, several solutions may be devised. One possi-
bility, explored recently by Giidiik et al. (2021) and Liang et
al. (2023), consists of computing the geophysical response
directly on geological models. In what follows, we propose
two alternative approaches for the integration of geophysi-
cal inversion and geological modelling that allow more free-
dom for the geophysical component of the workflow as a re-
sult of applying a geological correction either during or after
the level-set-based geophysical inversion. In the first case,
one can think of ensuring geological plausibility a posteri-
ori using an ad hoc process in which an existing geophysical
inverse model undergoes modifications until it satisfies the
geological plausibility conditions. This could be applied, for
instance, to existing rock unit models obtained from previous
geophysical processing or interpretation. In the second case,
there is the possibility of integrating geological modelling
principles, data, and rules directly within the geophysical in-
version algorithm. In this contribution, we will focus on, and
explore, the following two avenues:
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a. the application of geological correction to the proposed
model at each iteration of the geophysical inversion to
ensure that the search for a model honouring geophys-
ical measurements does not decrease the geological re-
alism (introduced in Sect. 3.3.1 and tested in Sect. 5.1
and 5.2); and

b. the incorporation of a geological term in the objective
function of the geophysical inverse problem (introduced
in Sect. 3.3.2 and tested in Sect. 5.2).

In the two points above, the recovery of geological parame-
ters from models proposed during inversion is necessary. At
each iteration of the inversion, geological quantities such as
the orientation of a contact or its location are extracted from
the current model and subsequently fed to a geological mod-
elling engine. The geological modelling engine will, in turn,
propose the geological realisation closest to the geophysical
inverse model from which a “geological correction” can be
calculated and applied to the model update. This forms the
basis of geological correction (point (a.) above) and ensures
that geological consistency with principles and data is main-
tained throughout inversion. The same principle is used in
point (b.) but for the definition of a constraint term as part of
the inversion’s objective function.

The main objective of this contribution is to introduce the
methodology allowing the integration of automated geologi-
cal modelling in the geophysical inversion process, as men-
tioned above, and to provide idealised proofs of concept in
the form of two synthetic examples. This paper is divided
into six sections, as follows. In the second section, we in-
troduce the inversion algorithm that we use to integrate geo-
logical constraints. Following this, in Sect. 3, we provide the
elements of implicit geological modelling required by the au-
tomated geological modelling process used to constrain geo-
physical inversion. In this section, we also detail how the ge-
ological constraints are applied, using the approaches (a) and
(b) mentioned above, through an automated geological mod-
elling process. In Sect. 4, we introduce the series of metrics
that we consider to assess inversion convergence and also the
recovered models from both the geological and geophysical
points of view. Section 5 presents the proof of concept, using
two synthetic examples of 3D models representing idealised
scenarios. In the Discussion (Sect. 6), we place our findings
in the broader context of subsurface modelling, discuss the
limitations and implications of our work, and review poten-
tial extensions of the proposed method.

2 Geometrical inversion: formalisation

2.1 Pre-requisite: linking rock unit boundaries to
physical property inversion

The proposed method relies on the formulation of the model
using an implicit model formulation in the form of signed

https://doi.org/10.5194/se-15-63-2024
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Figure 1. Proposed strategy to link implicit geological modelling with geophysical level set inversion. The geological domain represents
implicit geological modelling (left-hand side) and relates to Sect. 3.1 and 3.2. The middle and right-hand side panels illustrate the link
between the signed distances and density contrasts introduced in Sect. 2.1. The dashed line with an arrow connecting the geophysical
inversion to the geological domain symbolises the exchange of information between geological and geophysical modelling that can be used

to link the two modelling processes.

distances to interfaces between rock units (right-hand side of
Fig. 1). As proposed by Giraud et al. (2021a), this modelling
approach considers rock units to be one or more rock types
characterised by the same physical value (e.g. each unit is
characterised by a single density value within the modelled
area). Each rock unit is modelled by a unique signed-distance
scalar field covering the study area. In a study considering n,
rock units of known contrasting physical properties, we con-
sider a set of n; signed-distance fields ¢ = {¢;, k= 1,...,n;}
over ny model cells corresponding to the distance to the
boundaries of rock units. These signed distances are calcu-
lated using the fast-marching method of Sethian (1996) to
maintain the following properties:

> (0 inside unit k,
¢, { =0 atthe boundary, €))]
<0 outside unit k.

https://doi.org/10.5194/se-15-63-2024

In our level set inversions, ¢ is the primary variable consid-
ered for inversion. It constitutes the proxy for a direct link
that maps the geophysical and geological representations of
the subsurface. We map these signed distances to petrophys-
ical properties using

m(¢1,..-,¢nr>=i2rlviH<¢,->[ 1 (1—H<¢j>>}, @

J=1,j#i

where V € R™ is a vector storing the physical property value
assigned to each of the n, geological units (e.g. density con-
trasts for the different rock units in the case of gravity inver-
sion). Similar to Giraud et al. (2021a), H is the smeared-out
Heaviside function, which is calculated following Osher and
Fedkiw (2003). This smearing is useful for the calculation of
the sensitivity matrix of the calculated data to changes in ¢
from Eq. (2). When adapting it to our problem, H is defined
for the kth rock unit in the ith model cell as

Solid Earth, 15, 63-89, 2024



66 J. Giraud et al.: Integration of automatic implicit geological modelling in deterministic geophysical inversion

0 if¢k,l' < -1,

H(gei) =1 5+% 4+ ksin(78) if0<|gri| =z . (3)
1 ifdpi >

where T ={t;, i = 1,...,ny} defines the volume of rock at

which the boundary is allowed to vary between two succes-
sive iterations of the inversion. To the best of our knowl-
edge, it is common to set all t; values to a constant, equal
to 0.5 x min(Ax, Ay, Az) (Li et al., 2017), in a regular mesh
of cells with a volume of Ax x Ay x Az. In our implementa-
tion, we extend this to the possibility of using spatially vary-
ing boundary thicknesses by allowing the neighbourhood de-
fined by 7 to vary in space. This enables the anchoring of
the model at observation points where 7; =0, e.g. at sur-
face observations, in boreholes, and along seismic lines. In
extreme scenarios, the volume occupied by boundaries with
T > Ax, Ay, Az of cells with a volume of Ax X Ay X Az
may cover extensive parts of the study area or, conversely,
prevent the model from evolving when T = 0 everywhere.

At each iteration of the inversion, m is updated from the
changes in ¢, §¢p, which are required by the process of opti-
mising the objective function (also called the cost function;
see Sect. 2.2) within the domain defined by non-null values
of .

2.2 General formulation

We formulate the inverse problem in the least squares sense,
taking gravity data inversion as an example. By adjusting the
words of Giraud et al. (2021a), the choice of a least squares
framework is motivated by the flexibility it allows in terms of
the number of constraints and the forms of prior information
that can be used in the inversion. Note that it corresponds to
a maximum a posteriori estimator (Tarantola, 2005).
The objective function to minimise reads as follows:

2 N
obs) __ obs _ gcalc __ gprior

\y((b’d )_‘d d 2+APHWP(¢ ¢ )‘2 “)

where d° is the observed data, and d°*° is the gravity re-

sponse of the density contrast model m(¢). We use d°¥¢ =
d“°(m) = S™m(¢), where S™ is the sensitivity matrix of the
gravity data d to changes in densities m(¢). The first term of
Eq. (4) corresponds to a data misfit term, whereas the second
term is a regularisation term that minimises deviations from
the prior model. A, is a positive scalar weighting the regu-
larisation term. W), is an inverse diagonal variance matrix of
dimensions (nmnr) X (nmny), whose values can vary in space
according to prior information to favour or discourage spe-
cific changes or features in the model. We note that the def-
inition of W), used here differs from Giraud et al. (2021a),
where W), is constituted of line vectors and has the dimen-
sions 1y X (npny). This allows for more flexibility when trans-
lating prior information into constraints on a cell-by-cell ba-
sis. ¢P1 is the signed distances of a prior model. For sim-
plicity, we do not include data measurement and modelling
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2 of Eq. (4) but instead stop
the inversion when the solution reaches a prescribed misfit
level. Naturally, variable measurement errors could be inte-
grated by replacing this term by the more general expression
HC;] (dobs _ dcalc)
ance matrix.

We solve Eq. (4) iteratively and calculate the update of the
signed distances 8¢* that reduces W (¢*, d°>) at each iter-
ation k. To solve for 8¢, we build the system of equations
given in Appendix A, which requires the sensitivity matrix
Sk of d°Y° (m (¢*)) with respect to changes in ¢*, using the

chain rule:
g _ 0 (m (9Y)) ad  om (¢*) _gnom (¢k)’ )

00t om(¢F) agF ¢

_ dcalc

errors in the term Hd(’bs

2
. where C4q would be the data covari-

S

where %ﬁk) is obtained analytically from Egs. (2) and (3)

(see Giraud et al., 2021a, for details).

It can be shown that the objective function W (¢, d°) is
equal to the log-posterior probability density distribution, as
formulated in the Bayesian framework (Tarantola, 2005; see
their Chapters 1 and 3 for more details). Here, the problem is
therefore cast as a maximum a posteriori estimation. At the
kth iteration, we calculate ¢* !, such that ¢*t! = ¢* + s¢*
and the updated model m(¢k+1) is calculated consistently
with Eq. (2) by selecting the rock unit with the largest signed-
distance value at each model celli =1,...,npy.

mf.‘“ =V, where s = argmsax(qbfii .-A,nr>,- (6)
We remind the reader that the vector V¢ € R contains the
physical property values assigned to the different geologi-
cal units (see Eq. 2). In Eq. (6), the argmax function leads
to the selection of the density contrast corresponding to the
highest value of ¢, which, intuitively, corresponds to the “in-
nermost” rock unit. Following the same rationale as Zhe-
glova et al. (2013), we then calculate the signed distances
corresponding to the updated boundaries of m**! to main-
tain the signed-distance properties of ¢**!, as introduced in
Sect. 2.1. We note that at any given iteration, the search space
is restricted to the vicinity of boundaries between rock units,
as defined by the boundary’s neighbourhood controlled by
7, which determines the current inversion’s domain. This lo-
calisation dramatically reduces the volume of rock and the
number of model cells considered for modification between
two successive iterations to satisfy geophysical data fit re-
quirements.

https://doi.org/10.5194/se-15-63-2024
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2.3 Prior model constraints on signed distances

Using a prior structural geological model, the corresponding
signed distances ¢pP"°" to boundaries can be calculated. We
remind the reader that in Eq. (4), the prior model constraints

on signed distances are given as A, W, (¢ — @Prion) ||§

This allows the inversion to explore the part of the model
space remaining within the neighbourhood of ¢P"°". The size
of this neighbourhood globally depends on Ap, which con-
trols the relative importance assigned to the prior model term
during inversion compared to the geophysical data misfit
term. It is also locally determined by Wy, which tunes the im-
portance of the prior model term for each model cell. Similar
to other least squares inversions, A, can be set manually by
trial and error, for example, by starting with a high value that
will be reduced until model changes occur. Alternatively, the
L-curve (Hansen and Johnston, 2001; Hansen and O’Leary,
1993) or general cross-validation principle (Farquharson and
Oldenburg, 2004) may be used. In instances where a geo-
logical prior model is used, it is generally obtained before
geophysical inversion and remains constant throughout in-
version. In this contribution, our objective is to use, as a prior
model, the result of a geological modelling process anchored
only to the geological data and principles to better explore
the admissible geological and geophysical parameter space.

3 Integrating structural geological modelling into
geophysical inversion

The goal of this section is to introduce possible methods for
extracting geological information in the form of the contact
location and orientation data (angles) of geological features
from inverted models that can be subsequently treated as ge-
ological data to implicit geological modelling.

3.1 Pre-requisite: implicit geological modelling in a
nutshell

In implicit modelling, geological structures (e.g. faults, folia-
tions, intrusions, and stratigraphic horizons) are represented
by iso values of one or several 3D scalar fields (see Well-
mann and Caumon, 2018, for a review). For example, fault
surfaces are generated as iso values of signed-distance func-
tions (possibly restricted to a given region of space), and
strata are generated as iso values of a relative geological time
function. For each geological surface or series of surfaces,
the 3D scalar field is obtained by least squares interpolation
between the spatial measurement points. In this paper, we
use LoopStructural, which is an open-source Python library
for implicit 3D geological modelling (Grose et al., 2021). In
LoopStructural, geological features are modelled backwards
in time, starting with the most recent. Faults are modelled by
first modelling the fault surface and fault displacement vec-
tor by building a structural frame consisting of three signed-
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distance fields representing the fault geometry and kinemat-
ics. The fault can then be applied to the faulted features by
restoring the observations of the faulted surface prior to inter-
polating the faulted surface. This means that the kinematics
of the fault are directly incorporated into the surface descrip-
tion.

LoopStructural uses a discrete implicit modelling ap-
proach, where the implicit function is approximated using
a piecewise combination of basis functions on a predefined
support, such as a linear tetrahedron on a tetrahedral mesh
or a trilinear basis function on a Cartesian grid. Discrete im-
plicit modelling forms an under-constrained system of equa-
tions because geological observations are sparse, and there
are usually more degrees of freedom than geological con-
straints (location or orientation of geological features). To en-
sure the stability of the solution, a continuous regularisation
term is added. Usual choices for regularisation constraints
are some type of discrete smoothness constraint (Frank et al.,
2007, Irakarama et al., 2021) or the minimisation of a contin-
uous energy (Irakarama et al., 2022; Renaudeau et al., 2019).
In this study, we use the finite difference regularisation, as
implemented in LoopStructural, which minimises the second
derivative of the scalar fields in all directions, using a finite
difference scheme on a Cartesian grid (following Irakarama
etal., 2021).

Geological observations such as the location of contacts,
form lines, fault locations, and structural measurements can
constrain the value and/or the gradient of the implicit func-
tion (Frank et al., 2007). Geological observations (further de-
noted as d2°°') are incorporated by finding the mesh element
which contains the observation point and adding the linear
constraint for the relevant degrees of freedom (nodes of the
element). Orientation data can be used to constrain the gra-
dient of the implicit function g as follows:

Vg(x)=n, (7

where n is the normal vector of the geological surface at the
location x. As Eq. (7) constrains both the direction and mag-
nitude of the gradient of the scalar field, an alternative for-
mulation, used to impose only the orientation, is to find two
tangent vectors, e.g. the strike vector vgyike and dip vector
vdip, and to set the following:
{ Vg(x) - vsike =0, (8)
Vg(x) - v4ip =0.

Geological contacts or the location of geological features are
integrated into the implicit modelling by setting the value of
the implicit function as follows:

g(x) = val, 9

where val is the value of the implicit function given at the
location x. The value should represent the distance to a ref-
erence horizon (for example, zero when the observation is

Solid Earth, 15, 63-89, 2024
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located directly on the surface, such as a fault surface, being
modelled) or the cumulative stratigraphic thickness to some
reference horizon for different conforming stratigraphic in-
terfaces. The implicit function is determined by solving the
resulting regularised, overdetermined problem using least
squares minimisation. For this reason, LoopStructural uses
a conjugate gradient algorithm to iteratively find the solution
of the system of equations.

In the next few subsections, we introduce how to recover
input data for implicit geological modelling, as mentioned
above, from models obtained through geophysical inversion.
More specifically, we detail how to

1. extract the location of contacts between units from geo-
physical regions to constrain stratigraphic contacts; and

2. retrieve orientation data from the plane approximating
the location of the contacts between non-conformable
units to model an unconformity using both geological
and geophysical modelling.

We note that while we use LoopStructural, the generation
of geological models using the data provided in this paper
can be carried out with other implicit geological modelling
engines, such as through the GeoModeller application pro-
gramming interface (Calcagno et al., 2008; Guillen et al.,
2008), GemPy (De La Varga et al., 2019), SKUA-GOCAD
(Jayr et al., 2008), Petrel (Souche et al., 2015), or Leapfrog
Geo software (Cowan and Beatson, 2002).

3.2 Recovering structural information from and for
geophysical inversion

3.2.1 Stratigraphic information

In implicit geological modelling, interfaces are defined by
iso values of one or several scalar fields analogous to signed
distances or to relative geological time. This opens up path-
ways to integrate implicit geological modelling and level set
inversion as introduced above and illustrated in Fig. 2. Strati-
graphic information are recovered from the current geophys-
ical model by identification of the contacts between rock
units. More specifically, the 3D coordinates of the top of
the different units within a given layered stratigraphy are ex-
tracted from 3D rock unit models and stored as input data (as
in Eq. 9) for implicit geological modelling.

3.2.2 Orientation observations: example of a subplanar
unconformity

In some cases, interpretive orientation data can be used as
input to geological modelling (e.g. Sprague and de Kemp,
2005). Similarly, the geophysical level set approach provides
region boundary orientation, which can be used to locally
constrain the planar orientations of geological interfaces.
For instance, let us consider the example of a roughly pla-
nar erosion surface affecting some older stratigraphic series

Solid Earth, 15, 63-89, 2024

which constitute an unconformity. We propose recovering the
average normal vector n to this plane, which is required for
the implicit model to be well posed in the absence of post-
erosional stratigraphic data, by the

1. identification of the contact locations for the surface of
interest from the current geophysical model ¢; and

2. calculation of the best-fitting plane approximating the
identified locations of the selected contacts (constrained
least squares fit through a least squares minimisation
process; see Appendix B).

After it is recovered, the vector n is normalised and used with
Egs. (7) or (8) in implicit geological modelling.

3.3 Automated geological modelling during inversion
3.3.1 Geological correction

A way to promote geological consistency at each iteration of
the geophysical inversion is to adjust the model update ¢
to limit changes in ¢ that contradict the geological data and
principles. For this, we apply what we further refer to as a
“geological correction term” to the update term §¢p, which
is obtained from solving Eq. (4). In what follows, we intro-
duce the “geological” signed distances or relative geological
time values f2°°! to the rock units corresponding to the ge-
ological model derived from the geological data d#*°' and
the current geophysical update of ¢. f2°°! can be seen as a
re-parameterisation of the geological model in a way that is
compatible with the geophysical signed-distance values ¢.
In other words, the application of f2°! consists of the cal-
culation of the geological image of the geophysical signed-
distance values ¢. It is computed using the following:

1. extraction of geological information from the current
signed-distance model @X (with contacts and orien-
tation data corresponding to the current model; see
Sect. 3.2.1);

2. utilisation of this geological information as input to an
implicit geological modelling engine (here LoopStruc-
tural), where it is used to calculate the corresponding
geological model together with geological data d&°°!;
and

3. computation of signed distances f2°°' from the ge-
ological model to calculate the geological correction
term 5¢p2°°.

At the kth iteration, we first calculate ¢i, the updated signed
distance obtained from solving the geophysical inverse prob-
lem formulated in Eq. (4) around the current model,

ok =" 59, (10)

and then we use it to calculate the geological correction term
as follows:

8¢geol <¢i7dgeol) _ fgeol <¢i dgeol) _¢1;. (11)
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Figure 2. Summary of the proposed approaches to the integration of geological modelling in geophysical inversion with the iterative use
of the geological correction term with a fixed prior (1) or an update of the prior geological model (2). Note that the combination of both is

possible. This flowchart has been modified from Giraud et al. (2022).

Calculating f2°!(¢%, d2°!) provides the closest geologi-
cal model that honours the geological information extracted
from ¢i, together with geological data and knowledge en-
capsulated in d&°°! (i.e. it is the geological image of image
of ¢X). In this way, f2°(¢%, d2°°!) returns a set of signed-
distance values which account for the relation between units
(e.g. stratigraphic thickness and age relationships), known lo-
cations of contacts (e.g. seismic interpretation, borehole data,
and surface geological observations), orientation data, and
models proposed by geophysical inversion. Using §¢2°, we
update the signed distances as follows:

¢k — ¢§ +a8¢geo] (¢i’ dgeol)
= (1 — )¢k + o feeol (qs’;, dge"l) Lael0 1, (12

where « adjusts the importance given to the geological cor-
rection term.

As a consequence of Eq. (11), 8¢g°°l(¢i) is equal to O at
all locations that the proposed geophysical update §¢ does
not conflict with geological modelling and differs elsewhere,
thereby steering the inversion towards the region of the geo-
physical model space corresponding to geologically consis-
tent models. The contribution of the geological term to the
model update during geophysical inversion is illustrated in
Fig. 2, following flow no. (1).

In what follows, we set « = 1/2 to balance the contribu-
tions of the different terms.
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3.3.2 Geological term into the cost function

A possible shortcoming of the approach proposed in
Sect. 3.3.1 is that the geophysical solution ¢§ at iteration
k remains anchored on the prior model ¢P" (Eq. 4). In
this section, we propose instead to integrate geological mod-
elling in the cost function so that the inversion can explore
a larger portion of the model space. This can be achieved
by considering the implicit geological model calculated in
the same fashion as §¢¢° in Sect. 3.3.1. In such a case,
8¢%°! can be used as a substitute for §¢P°" by setting
ST = ¢ — @Prior — spEeol (k| g2ty in Eq. (4) to solve the
problem at the next iteration (flow no. (2) in Fig. 2). There-
fore, Eq. (4) becomes a function of d®°!, and W (¢, d°>)
is rewritten as W (¢, d°%, d2°°), since the inversion solves
a geophysical and geological problem at each iteration. At it-
eration k, combining Eqs. (4) and (12), we obtain the update
of the signed distances by minimising the following:

N <¢’ dobs’dgeol> ZHdobs _ dcalc §+)‘p HWP

(¢_ fgeol <¢k—l’dgeol>>H§’ (13)

where we set ¢2°' = feeol,

4 Metrics for the evaluation of inversion results

The above inverse methodologies can produce different out-
comes for the inverted models in terms of the rock unit ge-
ometries and spatial distribution of physical properties. For
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the evaluation of inversion results, this section proposes met-
rics adapted to the chosen model parameterisation.

4.1 Overlap coefficient

The overlap coefficient (OC; Szymkiewicz, 2017) is a sim-

ilarity measure related to the Jaccard index (Jaccard, 1901)

that measures the overlap between two sets. When applied to

geological modelling, it is a measure of the dissimilarity be-

tween discrete representations of the subsurface. To compare

the inverted rock type model m™ and the reference model
m™, OC can be written as

card (mref m minv)

min (card (m™f) , card (mi))
Z lref an (1 4)

where () denotes the intersection of values of sets; card is
the cardinality operator, which returns the size of a given
set; card(mrefﬂmin") is number of model cells for which
the rock types from m™ and m'™ are the same, while
min(card(m™"), card(m™)) returns the size of the smallest
set (here the number of model cells); and 1 is the indicator
function, such that 1 et =i = =1if mref and mmV are equal,

oC (minv’ mref) —

ref and mi"v

and 1 - =0 otherw1se In this paper, m

have the same discretisation. Therefore, OC represents the
relative volume of rock assigned with the correct rock unit.
Full dissimilarity is characterised by a value of OC equal
to zero, and perfect similarity is characterised by a value
of one.

4.2 Density contrast model misfit

In our analysis of synthetic cases, we assess the ability of
the inversion to recover the reference density contrast model
using the root mean square error ERRy, as a measure of the
difference between the reference and inverted models. It is
calculated as

ERR,, <mref’ minv) N Z (mlyef _
i

Nm

m}“V)z. (15)

It corresponds to the standard deviation of the misfit between
the retrieved and reference models. It is routinely used to
evaluate the capacity of inversion algorithms to recover the
reference petrophysical model in synthetic studies.

4.3 Geophysical data misfit

We assess whether the estimated model adequately reflects
the measured geophysical data and monitor the inversion’s
stability using the root mean square error ERRq as a measure
of the geophysical data misfit. It corresponds to a normalisa-
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tion of the data misfit term in Eq. (4). We calculate it as

- mEeey
i

It is one of the metrics most commonly used to evaluate the
capability of the inversion to reproduce field measurements.

ERRy (m‘“V

4.4 Adjacency matrix

Similar to the posterior analysis of Giraud et al. (2019), we
analyse rock unit models recovered from inversion using ad-
jacency matrices. Adjacency defines which rock bodies are in
contact (Egenhofer, 1989) and is one of the simplest ways to
assess a geological model from a quantitative point of view.
For details, we refer the reader to Pellerin et al. (2015) and
Thiele et al. (2016), who show its usefulness in the con-
text of geological modelling. In this work, we simply use
the number of grid faces located at the boundary between
units with the indices i and j, respectively, as a coefficient
for A; ; of the corresponding n; x n; adjacency matrix A.
From a more abstract standpoint, this representation amounts
to a consideration of the geological model as a non-oriented
graph (Godsil and Royle, 2001), where the nodes correspond
to the rock units and the edges correspond to adjacency rela-
tionships. It can be calculated globally for a general overview
(i.e. one adjacency matrix calculated for the full model) or lo-
cally for more detailed analysis (i.e. adjacency matrices cal-
culated only at certain locations).

4.5 Signed-distance misfit

To quantify the difference between rock unit boundary loca-
tions in the reference and recovered models from an implicit
modelling point of view, we propose a metric using signed
distances to these interfaces. It is calculated as

Ny Nm

DN G R

Like the density contrast model misfit measures ERR, in-
troduced above, the signed-distance misfit ERRy4 measures
the discrepancy between two models. Here, it offers quanti-
tative insight into the distance between the interfaces of two
structural models with the same discretisation.

ERR; <¢ref’ ¢inv) _

5 Synthetic application cases

This section introduces the proof of concept of the proposed
approach, using two idealised examples. They illustrate the
capability of the proposed inversion scheme to interleave ge-
ological modelling and geophysical inversion to recover ge-
ologically consistent models. We first explore the case of a
layered stratigraphy before moving on with an example of
the investigation of the dip of a planar unconformity.
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5.1 Geological correction: layered stratigraphy
5.1.1 Survey set-up

The synthetic example presented here is an extension from
Giraud et al. (2022), which shows a summarised example of
the use of a geological correction term. We present it in more
detail and expand on the analysis and interpretation of re-
sults.

The reference geological structural model is gener-
ated starting from the Claudius dataset in the Carnar-
von Basin (Western Australia; interpreted from West-
ernGeco seismic data made available by Geoscience Aus-
tralia). This real-world dataset is freely available online
for benchmarking purposes (https://github.com/Loop3D/
ImplicitBenchmark, last access: 8 August 2023) and used
as a toy model in the LoopStructural package (Grose et al.,
2021). Here, the Claudius dataset, which consists of points
sampled from interpreted seismic horizons in 3D, is used for
the generation of implicit models in LoopStructural.

In this work, we start from an upturned version of the orig-
inal model (Fig. 4a). We assume that two hypothetical, per-
pendicular 2D seismic profiles (see their location in Fig. 3c),
together with general knowledge of the area, provide suffi-
cient information to build a prior rock model from which
@P1i°" is calculated. We assume that these seismic profiles and
their close neighbourhood can be treated as low-uncertainty
zones. Low-uncertainty areas also comprise the single shal-
lowest layer of model cells of the model under the assump-
tion that the top layer can be well-constrained by geological
field observations such as the nature of directly observable
rocks. To convey increasing uncertainty with distance to seis-
mic section, we assign W, with values inversely proportional
to the squared distance to the seismic profiles (Fig. 3d), start-
ing from a value of 1 along the profiles. As a consequence,
the prior model weight (Fig. 3d) decreases rapidly with dis-
tance to the seismic lines. Inversion is, therefore, mostly free
to update the model as W;; < 11in a large portion of the study
area away from the seismic lines, while remaining strongly
influenced in their vicinity.

For our testing, we modified the original geological model
further with the manual exaggeration of a dome present in
the original model, which affects all units in the synthetic
example (Fig. 3a). The resulting model is shown in Fig. 4a,
where it is marked by the red arrow at the intersection of the
two vertical slices. It is characterised by a vertical Gaussian
displacement field with an amplitude of 500 m and a standard
deviation of 350 m in both horizontal directions and centred
around coordinates easting (2700 m) and northing (2125 m).
We note from Fig. 3b that the added dome constitutes a no-
ticeable difference with the starting model.

In what follows, we test the capability of the level-set-
based inversion to recover the uplift, both without and with
geological correction. We use a starting model in which the
dome is nearly missing (see Fig. 3b for the example of unit 1
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and Fig. 4b for a 3D view of the model), thereby simulat-
ing the scenario in which little to no indication about it is
present in the 2D seismic and geological information. In ad-
dition to the dome, we increased the discrepancy between the
starting model and the reference model by subsampling the
reference geological dataset generating the starting model. It
is obtained by retaining one out of every nine points of the
original dataset (i.e. points from 2D surfaces) used to gen-
erate the reference model in LoopStructural. This generates
fine-scale variations in the model, as can be seen from the
comparison of Fig. 3b and c. From the comparison of the ref-
erence and starting gravity data (Fig. 4a and b, respectively),
it appears that the perturbations of the reference model gen-
erate a strong starting data misfit for the starting model. We
set up inversions such that ¢* = ¢P"" To define the ge-
ological data d2°°' used in the calculation of the geological
correction term, as in Eqgs. (7) and (8), we assume to only
have knowledge of the stratigraphic column and of the av-
erage orientation of layers. In this example, the stratigraphic
column is conformable, meaning that all geological layers
are represented with one continuous relative geological time
function. Consequently, the influence of geological correc-
tion is to guide or steer inversion towards a model with con-
formable layers arranged following the deposition order en-
coded in the stratigraphic column.

5.1.2 Inversion results and interpretation

Due to the overall simplicity of the model, the inversion con-
verges in about 10 iterations and takes only a few seconds on
a laptop computer. Inversion results are shown in Fig. 5.

When no geological correction is applied (¢ =0 in
Eq. 12), the requirement to only reduce the data misfit com-
ponent of Eq. (4) (the evolution of which is shown in Fig. 4a
and b) leads the inversion to produce geologically unfeasible
features (abnormal stratigraphic contacts; Fig. 5a). On the
contrary, consistent stratigraphic contacts and conformable
stratigraphic units are obtained when the geological correc-
tion is applied with @ = 0.5 (Fig. 5b). Visually, the recovered
model looks comparable to the reference model. Because the
two recovered models have a different rock type representa-
tion, we consider other indicators to obtain a finer analysis.
The value of o = 0.5 was chosen without a rigorous anal-
ysis of its impact on the results. A naive trial-and-error ap-
proach revealed that a value of 0.5 effectively “corrected” the
course taken by uncorrected geophysical inversion and pre-
vented the appearance of artefacts.

We complement our comparison of inverted models us-
ing the adjacency relationships introduced in Sect. 4.4. In
a layered stratigraphy such the one as presented here, this
can be useful for identifying geological contacts violating
age relationships. In addition, it may be an indicator of the
ruggedness of the surface contact as it measures the overall
contact area. To compare the recovered models with the ref-
erence model, we calculate the difference between their re-

Solid Earth, 15, 63-89, 2024


https://github.com/Loop3D/ImplicitBenchmark
https://github.com/Loop3D/ImplicitBenchmark

72

J. Giraud et al.: Integration of automatic implicit geological modelling in deterministic geophysical inversion

(a) Uplift (b) Reference model (c) Starting model (d) Prior model weight

5 5 ' 5 5
€ IS E €
< < < <
2° | 2 2° 2°
< I8\ |2 < Z
€ IS, 1| £ T i
02 N 02 02 02
z WEEdE Z z z

e o
N o ="
1 1 1 1
0 0 0 0
0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3
Easting (km) Easting (km) Easting (km) Easting (km)

Vertical displacement (m) Signed distance (m)

Signed distance (m) Local prior model weight (m'1)

O V777 7 O " O ' [ .

50 150 250 350 450 -1000 -800 -600

-1000 -800 -600 02 04 06 08 1

Figure 3. (a) Dome added to the original model. (b) Reference model, with a signed-distance field of unit 1 at a depth equal to —1000 m.
(¢) Starting model, with signed-distance field of unit 1 at depth equal to —1000m, (d) Weights W}, assigned to the prior model term in
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Figure 4. Synthetic model for proof-of-concept testing. Reference model (a), with the corresponding gravity anomaly shown above the
model. Starting model (b). The location of the seismic sections used to derive the prior model is shown by the dashed lines. The red arrows
show the dome location. The two colour bars and their respective palettes are common to panels (a) and (b). This figure has been modified

and adjusted from Giraud et al. (2022).

spective adjacency matrices (Fig. 6). In Fig. 6a and b, we
observe the occurrence of contacts absent from the refer-
ence model, where the adjacency between the units only fol-
lows the depositional order (the stratigraphic column; see
Fig. 6d). Following geological rules, the contacts between
units 3 and 5 recorded by the adjacency matrices of the start-
ing model (Fig. 6a) and inversion without geological correc-
tion (Fig. 6b) should be forbidden. The comparison of adja-
cency matrices indicates that, in this case, inversion allows
contact between units that are in disagreement with the ref-
erence model and which violate geological principles. It is
interesting to note, however, that geophysical inversion re-
duces the number of such contacts, even in the absence of
geological correction.
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Furthermore, the geological correction term reduces the
model search space to outcomes that are in agreement with
the geological knowledge infused during inversion. While
it is possible that such contacts come about at intermedi-
ate steps of the inversion, the convergence of the algorithm
makes it unlikely for them to persist. As a consequence, no
forbidden contacts are recorded in the adjacency matrix of
inversion using geological correction (Fig. 6¢).

From the success of this synthetic test, we have developed
a structurally more complex model to investigate other fea-
tures of the proposed algorithms and evaluate the limits of the
integration method. While analysing the influence of inaccu-
rate knowledge of densities in detail is beyond the scope of
this paper, it remains important to ensure that inversions are
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Figure 5. Inversion results for the proof of concept: (a) without the application of geological correction (b) and using geological correction.

This figure has been modified and adjusted from Giraud et al. (2022).
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Figure 6. Adjacency matrices showing differences between the true model and the starting model (a), inversion without geological correc-
tion (b), and inversion with geological correction (c). Panel (d) shows the adjacency matrix of the true model. Adjacency relationships are
represented using upper triangular adjacency matrices, as the adjacency relationships are symmetric. The diagonal is left empty because we

do not record the occurrences of a rock in contact with itself.

robust to small errors in density. For this, we refer the reader
to Appendix E, where we simulate errors in the knowledge of
unit 4. Previous works using level inversion have investigated
the importance of the starting model in the uncorrected case,
and we assume that their conclusions hold. Likewise, we
also assume the robustness of level-set inversions to noise,
as shown by previous works cited in Sect. 1. To confirm this
and for completeness, we performed additional tests, using

— data contaminated with noise at a relatively high level
compared to the amplitude of the uncontaminated data
(Appendix C);

— adegenerate starting model and data contaminated with
noise (Appendix D); and

— a starting model affected by errors in the density of
rocks (Appendix E).

A detailed analysis of these tests is beyond the scope of this
paper, and we refer the reader to these Appendices for more
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detail. In the remainder of this article, we assume that our ap-
proach is sufficiently robust in the presence of random noise
and inaccurate starting models.

5.2 Testing the inversion approaches in the presence of
an unconformity

In this section, we investigate a more challenging geological
setting and explore the possibility of using automatic geo-
logical modelling to define the prior model term of the in-
version’s objective function. We also test the possibility of
combining it with the application of geological correction to
the model update. Additionally, we examine the possibility of
using geological correction a posteriori to ensure geological
realism (to “geologify”) in an existing model presenting fea-
tures that conflict with the geological principles and/or data.

5.2.1 Survey set-up

We generate a synthetic model to test the proposed approach
to recover information about objects other than conformable
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horizons such as unconformities. To this end, we generate a
reference model resulting from three main geological events
occurring in the following order (Fig. 8):

1. deposition of isopach stratigraphy made of four units
and regional tilting;

2. sinistral faulting of these layers; and

3. erosion followed by a new depositional episode, leading
to the observation of an angular unconformity.

These geological features can be produced using implicit
modelling as described in the following. As explained above,
in implicit geological modelling, all units within a con-
formable stratigraphic unit can be modelled using the same
scalar field, which can be assimilated to a signed distance
to some reference horizon. This signed distance represents
conformable horizons where the value of the scalar field cor-
responds to the cumulative thickness from the base of the
modelled series. The stratigraphic column defines the hori-
zons based on these cumulative thicknesses. The rock units
then correspond to thickness intervals which are associated
with a rock model and are associated with density contrasts
(see Figs. 7 and 8 for the resulting model). The orientation of
parallel layers is governed by a vector indicating the direction
towards younger strata (later referred to as the “younging”
direction). The unconformity is assumed to be planar, so it is
fully defined by a normal vector and a location point. This
erosion surface separates two groups of stratigraphic units.
For simplicity, we only consider a single rock unit overlaid
with the unconformity (displayed in red in Fig. 7). The data
used to generate the model are given in Appendix F, which
provides quantities used in Egs. (7)-(9). A view of the den-
sity contrast corresponding to this reference model is shown
in Fig. 8.

For our tests using this model, we consider a case in which
the geological map defines the strike of the unconformity
(Fig. 7a) and the fault orientation has been measured (the
normal to the fault ny is available). However, in this fictitious
scenario, the dip of the unconformity plane (hence, its nor-
mal n,) is not known and needs to be recovered. We assume
that the erosion is planar, so there is only a lack of knowledge
regarding the dip of the unconformity (equivalently, the ver-
tical component of n,). The objective of this simple synthetic
test is thus to estimate how accurately the unconformity can
be modelled and, consequently, to determine whether we can
retrieve the vertical component of n,, and the model that gave
rise to the observed measurements.

To test the geological components of inversion introduced
in this paper, the following four geophysical inversion cases
are investigated:

1. no use of implicit geological modelling during inver-
sion;
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2. geological modelling used to calculate a geologi-
cal correction term to be applied to model updates
(Sect. 3.3.1);

3. geological modelling used only to define the prior
model term in the cost function of geophysical inver-
sion (Sect. 3.3.2); and

4. geological modelling used in both the definition of the
prior model term in the cost function and to calculate
a geological correction term to be applied to model up-
dates.

For the recovery of the unconformity plane (erosional sur-
face), we separate the rock units into pre-erosional and post-
erosional stratigraphic groups. The location of the contacts
between these two groups is used for the calculation of a
plane defining the unconformity, as detailed in Sect. 3.2.2.
Assuming a complete lack of knowledge about the verti-
cal component of n,, we set it to 0 (i.e. vertical uncon-
formable contact) in the starting model for the inversion
(Fig. 9). We run inversions corresponding to the four inver-
sion scenarios proposed above. Inversions stop when they
reach ERRyq = 0.5 mGal, which corresponds to an accept-
able value for legacy data (Barnes et al., 2011). The grav-
ity data simulated for the reference and starting models are
shown in Fig. 10. We consider the data produced by the ref-
erence model to be the field measurements corresponding to
the model that we try to recover. We assume zero error to test
the ability of the method to recover the reference in perfect
data settings (see Appendix C, D, and E for cases including
data errors).

5.2.2 Inversion results

As a pre-requisite to comparing models, we point out that
they are all geophysically equivalent from the point of view
of the data misfit ERRy (Fig. 13a). On this basis, the features
presented by the recovered models can be assessed from a ge-
ological and petrophysical perspective. Starting with a visual,
qualitative interpretation of the results of the four scenarios
listed above, we examine the following:

— the 3D model, with the unconformity shown as scattered
points in Fig. 11; and

— the slices B-A and D-C in Fig. 12.

The main observation that can be made is that the uncon-
formity boundary is poorly recovered for case (1) in the ab-
sence of either geological correction or a geological prior
model term applied to the inversion. This is clearly visible in
all images showing inversion results, be it from the 3D plot
of points constituting the non-conformable contact (Fig. 11)
or slices through the model (Fig. 12). This observation is fur-
ther confirmed by the metrics shown in Fig. 13. Case (1),
which considers geophysical data only in the inversion pro-
cess, stands out for all metrics. For instance, ERR,;, remains
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Figure 8. Reference model visualised in a 3D view, in slices, and as a representation of the unconformity plane.

notably higher when no geological modelling is used in the
inversion than for all other cases (Fig. 13c). A similar be-
haviour is observed for OC and ERR¢ (Fig. 13b and d, re-
spectively).

From this preliminary examination of the results for a rel-
atively simple geological case, we conclude that using au-
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tomatic geological modelling in inversion can dramatically
increase the capability of the inversion, not only for recover-
ing models consistent with geological data and principles but
also for avoiding convergence to a local minimum when the
starting model is inappropriate. This is true for both the ap-
plication of a geological correction term or for the definition
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Figure 10. Gravity data simulated for the reference model (a),
which we consider to be the field data to honour, and for the starting
model (b), which corresponds to the starting point of all inversion
cases.

of a dynamic prior model term. Further to this, the conver-
gence curves in Fig. 13a suggest that inversion considering
geophysics alone may require many more iterations to con-
verge when compared to using geological correction.

When visually comparing models from cases (2) and (3),
it is clear that case (2) presents a contact between the non-
conformable unit and the sequence that is slightly better
recovered at depth than for cases (3) and (4) (Fig. 12).
Cases (2), (3), and (4) are difficult to distinguish visually, ex-
cept in the deeper part of the model, but this may be inconclu-
sive due to the limited geological and geophysical sensitivity
in this part of the model. Overall, a visual inspection suggests
that case (2) seemingly has a higher degree of resemblance
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with the reference model while converging to a similar geo-
physical misfit. This is also suggested by the calculation of
the dip angle of the recovered unconformity plane by auto-
matic interpretation of the best-fitting plane. The difference
with the reference model amounts to approximately 11.9, 3.2,
5.7, and 4.6° for cases (1) through (4), respectively.

Taken together, our results using this example suggest that

— the use of geological modelling to define either a dy-
namic prior model or a correction term greatly increases
the geological realism of the final model;

— inversion using geological prior model term converges
faster than otherwise; and

— the use of a geological correction term may provide
slightly better recovered unconformity planes.

5.3 Improving the geological realism of a pre-existing
model

In this section, we investigate the possibility of increasing the
geological realism of a pre-existing model provided a priori
from, e.g., an already performed inversion or classification of
the inversion results. To simulate this, we first start from the
model inverted with the level set method without geological
correction, as obtained in Sect. 5.1 (Fig. 14b), and run an in-
version with the geological correction applied. The inverted
model obtained in this fashion is shown in Fig. 14a. An ani-
mation showing the evolution of the inverted model together
with geological inconsistences is shown in the Supplement
provided by Giraud and Caumon (2023). The application of
geological correction manages to remove a number of unre-
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alistic features present in the starting model. However, the ef-
fect of the geological correction seems visually smaller than
in the application of geological correction from the onset of
inversion (Fig. 14c). Based on this premise, if large unrealis-
tic features appear, then we recommend using the geological
correction from the beginning of inversion instead of as an ad
hoc process. We note that in the transition between Fig. 14a
and b by the application of geological correction, all mod-
els are geophysically equivalent or nearly equivalent in that
they present similar geophysical data misfit values. This sug-
gests that, for this dataset, a continuum of models exists that
fit the geophysical data to a similar level, while presenting
different degrees of geological realism. In what follows, we
investigate this possibility further, using the synthetic dataset
presented in Sect. 5.2.

The starting model we consider for an improvement of the
geological realism (Fig. 15a) shows very convoluted geome-
try for the unconformity and significant thickness variations
in the pre-erosional sequence, while presenting a geophysical
data misfit value ERRy close to the objective data misfit value
of 0.5 mGal (dashed line in Fig. 13a). In real-world studies,
this could correspond to the results of the rock type classifi-
cation obtained a posteriori from geophysical inversion only
or a legacy inversion. We will further refer to this case sce-
nario as case (5). As can be seen in Fig. 15a, the starting
model corresponding to case (5) is in strong disagreement
with the reference model (Fig. 8) from a structural geolog-
ical point of view as shown, for instance, by the high start-
ing OC value (Fig. 16b). In particular, the unconformity is
poorly recovered, and the expected planar contact is signifi-

https://doi.org/10.5194/se-15-63-2024

cantly distorted. In contrast, the layered stratigraphy is well
resolved.

We use this model as a starting model for the inversion
that applies only geological correction (Sect. 3.3.1; Eq. 4;
flow (1) in Fig. 2). We use this case to evaluate the capabil-
ity of our method to restore geological consistency between
inversion results and geological observation while maintain-
ing a geophysical data fit within the prescribed levels. As in
the previous synthetic example, we focus the analysis on the
unconformity, since it is the main feature targeted by the in-
version in this example.

A visual inspection of inverted models shown in Fig. 16b
indicates that the application of geological correction effec-
tively drives the optimisation process towards models that are
in better agreement with the unconformity observed in the
geological map. However, the thickness variations in the pre-
erosional sequence are only partly resolved. Nonetheless, the
resulting model is in a region of the model space that is con-
siderably closer to geologically plausible scenarios than the
starting model. This is illustrated by the metrics used to mon-
itor the inversion, which show an overall increase in the OC
and a decrease in the model misfit ERRy, (Fig. 16b and c,
respectively). This implies that using a geological correction
term may reduce the risk of the geophysical inversion con-
verging to a geologically unrealistic local minima of the cost
function.

In terms of geophysical data misfit, the data error ERRy
presents a plateau that decreases only after iteration 40
(Fig. 16a), indicating the gradual deformation of models with
similar ERRy values. This shows that the inversion navi-
gates a region of the model space comprising models that are
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Figure 12. Inversion results for cases (1) through (4) along sections B-A (a) and D—C (b). In panel (a), the true location of the unconformity

is indicated by the dashed black line.

equivalent in terms of geophysical data misfit but which are
gradually more consistent with the available geological data.
This implies that the proposed approach may be effectively
used to navigate the space of geophysically equivalent mod-
els. We note that the exploration of geophysically equivalent
models can be performed using null-space shuttles to modify
an already existing model, while maintaining a nearly con-
stant geophysical data misfit (Deal and Nolet, 1996; Mufioz
and Rath, 2006; Fichtner and Zunino, 2019). In our case, it
could be achieved by the gradual deformation of the start-
ing model to accommodate geological information. Based
on these premises, the use of geological correction, as per-
formed in this section, may open up avenues to

— derive models not proposed by implicit geological mod-
elling or geophysical inversion alone but through com-
bining them instead; and
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— infuse geological data and principles into pre-existing
inverted models derived without the knowledge or ca-
pability to integrate them.

6 Discussion

6.1 Proposed work in the context of geoscientific
exploration

In the last decade, the sampling of models from regions of the
geological solution space to fit geological field observations
has gained traction. The models proposed by these methods
are usually derived from the interpolation of geological ob-
servations (Wellmann and Caumon, 2018). The inversion al-
gorithm we proposed here can be used in conjunction with
this strategy to modify such models using geophysical inver-
sion. As geophysical inversion may be sensitive to features
that geological modelling has little to no sensitivity to, geo-
physical inversion can be used to explore different regions
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of the solution space. This can be achieved with limited de-
velopment efforts by using models that are representative of
families sampled from the geological model space using, for
example, topological analysis (Pakyuz-Charrier et al., 2019)
or a similarity distance (Suzuki et al., 2008), to select start-
ing models for inversion. Following the same idea, it may
be possible to use deep learning for 3D geological structure
inversion results (Jessell et al., 2022; Guo et al., 2021) as
starting points to run series of inversions using the method
presented here.

In some cases, geological modelling and geophysical in-
version are difficult to reconcile. This may indicate that the
modelling of geology is not sufficiently well informed by
the available geological measurements and/or that hypothe-
ses about the area need to be revisited. Under these circum-
stances, the geological model space might not contain a suf-
ficiently good representation of the subsurface to fit the geo-
physical data. It could be the case, for instance, when struc-
tures are invisible to the available geological observations but
can be sensed by geophysical data. In such cases, geophys-
ical inversion, as performed here could be used as a tool to
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adjust these models and to infer the presence of unseen geo-
logical features.

As mentioned above, our inversion algorithm enables the
estimation of the magnitude of adjustments required to rec-
oncile geological models with geophysical measurements
not only by comparing the forward response of the given
models but also, and more importantly, by adjusting the
model’s geometry to fit the geophysical data. For scenario
testing, the parameter controlling the amplitude of perturba-
tion of interfaces between two successive iterations, T, can be
set accordingly with uncertainty information. For instance,
it can be set arbitrarily small in locations of low uncer-
tainty such as in the vicinity of boreholes, outcrops, or high-
resolution seismic images. Following the same idea, T could
also be set using the uncertainty about domain boundaries
derived using the implicit approach of Fouedjio et al. (2021).
Further considerations of uncertainty may be required to bet-
ter evaluate and understand the inversion results. For in-
stance, the approach of Wei and Sun (2022), who generate
a series of inverted models by varying their deterministic in-
versions’ hyperparameters, could be a source of inspiration
for uncertainty estimation. Likewise, the scalar field pertur-
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bation of Henrion et al. (2010), Clausolles et al. (2023), or
Yang et al. (2019) could be transposed to the modelling ap-
proach we propose here.

We note that while experienced interpreters may be able
to interpret geologically unrealistic inversion results “cor-
rectly”, it is nonetheless safer to ensure that geological prin-
ciples are not violated by inversion. It removes an impor-
tant source of uncertainty, and it reduces the impact of hu-
man bias and ambiguous interpretation, while ensuring that
results can be robustly passed on to the next stage of mod-
elling. More fundamentally, adding constraints essentially re-
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duces the non-uniqueness of the inverse problem by making
the search space smaller. In practice, however, more studies
should be performed to assess whether the geological con-
straints change the “landscape” (or rugosity) or the objective
function and to assess whether it always helps optimisation
methods to avoid convergence to local minima.

Finally, the approach presented here belongs to a family of
inversion approaches that could be referred to as “geometry
driven”. That is, the main driver for fitting the geophysical
data is the geometry of the subsurface model. One of our
working assumptions is that the geological data used to de-
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rive structural geological models are complemented by geo-
physical data, with the possibility of altering the shape of
geological models. Another geometry-driven approach con-
sists of sampling points controlling the interpolated geolog-
ical models within uncertainty and integrating their forward
geophysical response to the calculation of a posterior distri-
bution (Giidiik et al., 2021; Liang et al., 2023). This method
is very elegant, as it uses a unique geological level set pa-
rameterisation, but it does not explicitly address the integra-
tion of spatial geological data as provided by, e.g., drill holes.
In contrast, our method can honour (up to discretisation er-
rors) spatial data. The mapping of the geophysical signed
distances ¢ onto their geological counterparts through 2!
makes it challenging to derive sensitivities directly like in
Liang et al. (2023), but it probably makes it possible to ex-
plore a larger model space by possibly departing from ge-
ologically acceptable solutions during the non-linear itera-
tions. Although further tests and comparisons between the
two approaches are probably needed, this feature could be
useful for preventing the optimisation from converging to
local minima and could possibly be used in the future for
stochastic inversions.

6.2 Limitations of the method and potential weaknesses

A potential limitation of the proposed approach that is in-
herent to the use of geological constraints pertains to the
projection of an implicit rock model realisation onto the dis-
crete mesh used to model geophysical data. Quoting Scalzo
et al. (2022), “Naively exporting voxelised geology ... can
easily produce a poor approximation to the true geophysi-
cal [response]”. While it can be alleviated with the appro-
priate material averaging approach, aliasing can affect the
geophysical response of the geological model projected onto
the aforementioned mesh. This consideration is absent from
our investigations, but it may be important to address in real-
world case studies, where stakes are higher than in the work
presented here.

A clear limitation of this work, which is intrinsic to the
level set inversion, is the discreteness of the physical proper-
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ties that are inverted for, which probably makes this kind of
inversion one of the most parsimonious approaches. It pre-
supposes accurate knowledge of the density of rock units
and/or that they can be described by constant densities, ne-
glecting geological and petrophysical phenomena leading to,
for instance, lateral facies variations, compaction, and alter-
ation. It is therefore possible for several rock types from the
same stratigraphy to fall under the same “unit” in the mod-
elling approach that we follow. Polynomials describing prop-
erties could be used instead of constant values. This limita-
tion precludes the application of the method in certain sce-
narios. This may also call for integration with more advanced
statistical rock physics and geostatistical modelling, using,
for instance, the approach of Phelps (2016) to generate den-
sities using a geostatistical approach. Additionally, porting
the continuous value inversion component of the shape op-
timisation workflow of Dahlke et al. (2020) to 3D potential
field inversion may help with generalising the potential use
of level set inversion. Alternatively, the mapping from signed
distances to a fixed-density value used here could be replaced
by a mapping to an interval that defines the bound con-
straints enforced during inversion using the same approach
as, e.g., Ogarko et al. (2021).

Finally, as mentioned in several places in the paper, further
considerations on uncertainty are also required to better un-
derstand inversion results and find a set of admissible models,
both geologically and geophysically.

6.3 Future research avenues

We formulate and solve the inverse problem in the least
squares sense, using Tikhonov regularisation to stabilise the
inversion and to infuse geological information. The regular-
isation functional we employ addresses only the difference
between the proposed model and a given model. It is straight-
forward to consider other regularisation terms such as a gra-
dient or Laplacian minimisation to encode geological infor-
mation. Another avenue could be to use the same parameter-
isation for the geophysical and geological modelling and to
solve for all information simultaneously.
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In addition, the flexibility offered by the least squares
framework allows for the design of constraint terms specific
to the use of signed distances to enforce physical principles.
For instance, one can think of maintaining the sum of the
updates of signed distances to zero in each model cell such

N
that, for the ith model cell, > 8¢f = 0. This would preserve
k=1

the signed-distance properties of ¢ at each iteration, thereby
eliminating the need to reinitialise the signed-distance fields
at each iteration using the fast-marching method.

The available geological information for constraining a
geophysical inversion can take many forms, ranging from
sparse information about rock properties to dense borehole
data and seismic interpretations (Grana et al., 2012). We have
explored the possibility of constraining a geophysical inverse
model using surface geological data and seismic sections.
Borehole information can without a doubt be considered in
the same manner, and there is no restriction on the use of
other sources of information, such as the modelling of other
geophysical techniques (e.g. depth-to-basement from elec-
tromagnetic methods and reflectors from passive seismics).

An obvious and straightforward extension of this work is
to extend it to magnetic data, the inversion of which shares
many features with gravity inversion.

Finally, extensions of our method may allow for null-space
exploration and the mitigation of some of the limitations
identified in the previous subsection. This paper investigates
the importance of geological information in a level set in-
version. Previous work focusing on level set inversion and
following an approach similar to ours has investigated the
importance of accurate knowledge on the geometry and the
number of rock units a priori (Giraud et al., 2021a). Giraud
et al. (2021a) and Rashidifard et al. (2021) suggest that in-
version is somewhat robust to errors in the starting model
geometry and in the petrophysics of the rock units. Nonethe-
less, relatively small deviations between cases (2) and (5) il-
lustrate that the proposed methodology is not sufficient to ad-
dress the ill-posedness of the potential field inverse problem.
Moreover, the results from Giraud et al. (2021a) suggest that
level set inversion “presents limitations when an important
geologic unit is missing from the initial model”. To allevi-
ate this, ways to generate the “birth” of new geological units
in order for inversion to consider geological bodies previ-
ously not accounted for due to the lack of information may
be devised. One possibility could be to use the sensitivity of
geophysical data to changes in the physical property. This
may be useful, for instance, for modelling intrusions invisi-
ble to surface geology. Further to this, when starting from a
discrete model resulting from level set inversion, it is possi-
ble to explore regions of the model space with intra-rock unit
variations (lateral facies variations, compaction, etc.) simply
through using the null-space shuttles, as proposed by Deal
and Nolet (1996) and Fichtner and Zunino (2019). We be-
lieve that these two possibilities are two sides of the same
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coin that constitute a promising area of research for future
work on uncertainty quantification.

7 Conclusions

We have introduced two novel approaches towards the uni-
fication of geological modelling and geophysical inversion
into a deterministic inversion algorithm. They consist of

— the application of a geological correction term to the
geophysical inversion’s model update,

— the integration of automated geological modelling in a
dedicated term of the objective function governing geo-
physical inversion,

and allow us to obtain inverse models that are consistent with
geological principles and data.

These developments were motivated by the need to reme-
diate some of the limitations inherent to geological and geo-
physical modelling when taken separately. We have shown
that our framework is general in nature and can be applied in
different contexts. We have tested the proposed approaches
and demonstrated their potential using two synthetic exam-
ples, each representing a specific exploration scenario that is
able

— to constrain the modelling of a conformable stratigra-
phy, which relates to the deposition order of sediments;
and

— to recover the parameters of a tilted unconformity,
which relates to tectonic history.

In both cases, the geological information used to derive con-
straints is sparse, and separate geological or geophysical
modelling do not suffice to recover the reference model. We
have shown experimentally that, in contrast, the integration
of the two sources of information as proposed here provides
the capability to recover models much closer to the refer-
ence structures and reduces the effect of the ill-posedness of
the inverse problem. Our investigations also suggest that the
methodology we propose can be applied with different goals
in mind, including

— complementing geological sampling techniques by au-
tomatically tuning implicit geological models to fit geo-
physical data;

— deriving models as starting points to navigate the joint
geology—geophysics null-space;

— “geologifying” pre-existing models and exploring the
geophysical space of equivalent models; and

— recovering geological parameters and models in sparse
data scenarios.
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Appendix A: Building the least squares system of
equations

We derive the system of equations solved in the level set in-
version scheme used here. Writing d°¥° = S™m (¢), the sys-
tem of equations corresponding to Eq. (4) is given as

[ S"m(¢) ]
,\gwpqs

dobs

= 2 rior |-
|: )‘pVVP(bp i|
At each iteration, the system is linearised around the current

model. Solving for updates of the signed distances §¢p, we
obtain, for the kth iteration,

gm 8m(qzk) B Sy, (¢k) _ dObS
[ A Wt _gy | @

Using the chain rule as in Eq. (5), we can rewrite the first
element of the left-hand side of Eq. (A2) as follows and ob-
tain the sensitivity matrix of the gravity data to changes in ¢:
b _gmm (qzk) __dd_ om(¢") ’ A3)

d¢ am (¢F)  dgt
S?, which relates the perturbation of signed distances to geo-
physical data, can be calculated from Eq. (2) and (3) (see
Giraud et al., 2021a, for details about this derivation). Using
Eq. (A3), the system of equations in Egs. (Al) and (A2) is
rewritten as

S® _ Sy, (¢k) _ o
e[S

(AD)

W, is given as

wl'o0 0 0
0 W2 0 0

Wo=1 o ... o | (AS)

0 0 0 Wi

where Wg’k is a diagonal matrix of dimensions ny X ny lo-
cally adjusting the amount of change allowed to reach the
signed-distance updates of the different model cells.

It is calculated as

W= (1(#)"

where X, is a diagonal matrix containing the uncertainty in-
formation derived from prior information. It can be used to
control where the model updates are prioritised over other lo-
cations. In the absence of such prior information, X, may be
set as the identity matrix. 1, (¢, ) is the indicator vector of ;
applied to ¢,. For the ith model cell, it is calculated as

e B

As a consequence, Wg" is equal to zero for all cells not part
of the inversion’s domain (i.e. cells where 1. (¢, ) is null) and
to one for all cells considered at any given iteration.
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Appendix B: Estimating the best-fitting plane of a
contact under constraints

In this Appendix, we detail the calculation of the vector de-
termining the orientation of an erosion plane, as mentioned in
Sect. 3.2.2. It is calculated from the location of the contacts
between rock units making up the modelled unconformity.

Let us define a plane by its normal vector n = [ny, ny, n.],
and a real number s such that nx +s =0, where x is a co-
ordinate vector in a three-dimensional space. The best-fitting
plane approximating the contact between two units or groups
of units is obtained by solving a linear equality-constrained
least squares problem formalised as follows:

minimise |WAn — Wb||3 B1)

st.Cn=d ’
where b is a column vector of ones, and W is a diagonal ma-
trix. It contains weights controlling the relative importance
given to the different values in A, which contains the spa-
tial coordinates of the points constituting the interface to be
approximated as a planar contact. The matrix C contains the
location of the contacts measured, e.g. at surface level from
geological observations or from borehole data, which are
used to define the equality constraints. d is a vector of ones.
In our implementation, we solve Eq. (B1) using the open-
source linear algebra library LAPACK proposed by Ander-
son et al. (1999), to which we refer the reader for further
details.

In practice, W can be set according to the sensitivity of the
geophysical data to variations in the physical property (sen-
sitivity matrix S) in the model cells considered. To constrain
the horizontal component of the normal vector calculated us-
ing the system of equations in Eq. (B1), two points located at
surface level suffice. In this situation, we obtain an estimate
of the third component of the normal vector to the plane, 7.

After obtaining the normal vector approximating the ori-
entation of the plane, s can be determined from a location
that the plane is known to cross (i.e. at the modelled inter-
face), using the definition of the plane as nx +s = 0.

Appendix C: Robustness to noise

We investigate the robustness of inversion with geological
correction to random Gaussian noise, using the synthetic
dataset introduced in Sect. 5.1.

We add noise with zero mean and a standard deviation
equal to 0.075 mGal. This corresponds to 8 % of the absolute
difference between the lowest- and highest-gravity anomaly
value in the simulated dataset. We note that this value is supe-
rior to the case for a “carefully acquired and corrected” land
survey, where a value of 0.05 mGal is acceptable (Barnes et
al., 2011). The dataset with noise contamination, the forward
data corresponding to the inverted model, their difference
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(i.e. the misfit map), and the noise that was added to the data
are shown Fig. C1.

While the patterns that are visible in the difference map
seem to be largely random, there might be a non-random
component to the difference map, possibly due to the incom-
plete deformation of geological interfaces. We do not repro-
duce the resulting model, as it is visually largely similar to
the case without noise in Fig. 5b.

< Histogram of e difference
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Figure C1. Simulation of noisy data. From left to right, the data contaminated by noise, calculated data from the inverted model, the
difference between inverted and calculated data with a histogram, and noise that was added to the data are shown.

Appendix D: Robustness to a degenerate starting model
with noisy data

In this Appendix, we are interested in testing the robustness
of the method to changes in the starting model. For this, we
use the same noisy dataset as in Appendix C and simulate
a degenerate starting model. We rotate the starting model by
180° around the vertical axis. The so-obtained starting model
and inverted model are shown in Fig. Dla and b, respec-
tively. The starting data corresponding to this starting model
are shown in Fig. D1c. When compared with the simulated
field data (Fig. D1d), it is clear that this starting model is de-
generate and presents an extreme scenario. Nevertheless, the
inversion converges to a stable solution and manages to re-
cover some of the features of the true model. However, the
difference between the data that were inverted (Fig. D1d)
and the calculated data (Fig. D1d) shows non-random pat-
terns (Fig. D1f). This indicates that the inversion might be
stuck in a local minimum and is thus unable to fit the data
appropriately. This information notwithstanding, it is a con-
firmation that our approach is robust to errors in the starting
model (to a certain degree) and to the presence of noise in
the data. This also shows that in this example, the interac-
tion between geological modelling and geophysical level set
inversion leads to a reasonable solution with some realistic
features, even though it is not sufficient to completely disam-
biguate the geophysical inverse problem.
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(a) Unrealistic starting model: 180° rotation of original starting model
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(b) Inversion results, with geological correction
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Figure D1. Simulation of a degenerate case. The top row shows the starting (a) and inverted model (b). The bottom row shows the starting
data (c), data contaminated by noise (d), calculated data from the inverted model (e), and the difference between inverted and calculated

data (f).

Appendix E: Robustness to errors in the density of rock
units

In this Appendix, we investigate the impact of inaccurate es-
timations of the density of rock units, using the synthetic
model presented in Sect. 5.1. We generate two starting mod-
els, considering the density contrast of unit 4 (dark blue unit
in Fig. 4 and all figures showing this model).

— In the first starting model, the absolute density contrast
value is overestimated by 15kgm™3.

— In the second starting model, the absolute density con-
trast is underestimated by 15kgm™3.

This leads to using density contrasts of —75 and —45kgm ™3,
respectively, instead of —60kgm™3. In this example, we
use gravity data without noise contamination. The results
are shown in Fig. E1, where we also remind the reader, for
comparison, of the results obtained for the other tests we
performed using this model. Figure E1b shows the inverted
model using —75 kg m~> for unit 4, which leads to a reduced
overall volume of rock for unit 4. Figure E1b shows the in-
verted model with —45 kg m~3, which leads to an increased
overall volume of rock for unit 4. In both cases, the overall

https://doi.org/10.5194/se-15-63-2024

geometry of the rock units is preserved when compared to
the other cases and the reference model.

We note that this observation is in line with Giraud et
al. (2021a), who do not consider the case with no geologi-
cal correction. This experiment suggests that overestimating
(underestimating) the difference in the density of a rock unit
with its true values leads to underestimating (overestimat-
ing) its volume by increasing (decreasing) its overall volume
while maintaining its overall shape.

Solid Earth, 15, 63-89, 2024
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(a) With correction, starting from uncorrected inversion (b) Using density contrast of unit 4 =-75 kglm3
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Figure E1. Comparison of inversion results with (a) a geological correction, starting from the inverted model obtained without geological
correction, as shown in panel (d). Results with a geological correction at each iteration with an underestimated density contrast (¢) and
overestimated density contrast (d) for unit 4. The case with accurate density contrast for all units and the reference model is shown in

panels (d) and (e), respectively.

Appendix F: Geological data

Table F1. Geological data used to build the reference geological model.

Stratigraphic column

Stratigraphic younging vector

Rock unit  Min thickness Max thickness 0 V2/2 V2/2

(a) — 00 0 Contact between unconformity and stratigraphy

(b) Okm 2.1km X(m) Y(@m) Z(m)

(c) 2.1km 6km 0 —5000 O

(d) 6km 00 Coordinates of vector normal to the fault plane

Coordinates of vector normal to unconformity X (m) Y (m) Z (m)

X (m) Y (m) Z (m) 0.5 —0.5 —-0.5

0.5 -0.5 0.5 Fault slip vector

Fault displacement length (m) X (m) Y (m) Z (m)

3.75km 0 1 0

Code and data availability. LoopStructural was The Supplement is made available by Giraud (2023)
made publicly available by Grose et al. (2020, (https://doi.org/10.5281/zen0odo.7919381) and Giraud and Caumon
https://doi.org/10.5281/zenodo.7542828). The latest version (2023) (https://doi.org/10.5281/zenodo.7920886).

is available at https://github.com/Loop3D/LoopStructural. The
geological data used to generate the models and the models shown
here are provided in Giraud et al. (2023). The inversion used here
is a prototype under development that will be released in the future
as a GitHub repository associated with a paper.

Solid Earth, 15, 63-89, 2024

Supplement. The supplement related to this article is available on-
line at: https://doi.org/10.5194/se-15-63-2024-supplement.
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