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#### Abstract

Many real-world application problems encountered in industry have no analytical formulation, that is they are blackbox optimization problems, and often make use of expensive numerical simulations. We propose a new blackbox optimization algorithm named BOA to solve mixed-variable constrained blackbox optimization problems where the evaluations of the blackbox functions are computationally expensive. The algorithm is two-phased: in the first phase it looks for a feasible solution and in the second phase it tries to find other feasible solutions with better objective values. Our implementation of the algorithm constructs surrogates approximating the blackbox functions and defines subproblems based on these models. The open-source blackbox optimization solver NOMAD is used for the resolution of the subproblems. Experiments performed on instances stemming from the literature and two automotive applications encountered at Stellantis show promising results of BOA in particular with cubic RBF models. The latter generally outperforms two surrogate-assisted NOMAD variants on the considered problems.
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## 1 Introduction

Many real-world applications necessitate solving challenging optimization problems whose hardness may stem from different factors. In particular, such prob-

[^0]lems may involve different types of variables and functions whose derivatives are not available and whose evaluations result from expensive simulation runs. The present study is namely motivated by structural design optimization concerns raised by the multinational automotive manufacturing corporation Stellantis. They can be translated into a general form of constrained blackbox optimization problems for which we propose a method.

### 1.1 Considered blackbox optimization problems

In this work, we consider mixed-variable constrained blackbox optimization problems involving both an objective and constraint functions that are computationally costly to evaluate. Such problems may be formulated as follows:

$$
\begin{array}{rll}
\min _{x \in \mathcal{X}} & f(x) & \\
\text { s.t. } & g_{j}(x) \leq 0, & \forall j \in J, \\
& x_{i} \in \mathbb{R}, & \forall i \in C,  \tag{P}\\
& x_{i} \in \mathbb{Z}, & \forall i \in I, \\
& x_{i} \in \mathcal{D}_{i}, & \forall i \in D,
\end{array}
$$

where

- $(C, I, D)$ is a partition of the indices of the variables into the subsets of indices corresponding to the continuous, integer and discrete variables, respectively, such that $C \cup I \cup D:=\{1,2, \ldots, n\}$ and $n$ is the dimension of the problem,
- $\mathcal{D}_{i}$ is a finite set of ordered real values, for all $i \in D$,
$-\mathcal{X}:=\left\{x \in \mathbb{R}^{n}, l_{i} \leq x_{i} \leq u_{i}, \forall i \in C \cup I \cup D\right\}$ is the admissible subset, where $l_{i}, u_{i}$ are the lower and upper bounds of each component $x_{i}$ of $x$,
$-f: \mathcal{X} \rightarrow \mathbb{R}$ is the objective function to minimize,
$-g_{j}: \mathcal{X} \rightarrow \mathbb{R}, \forall j \in J$ are the constraint functions, with $J$ a finite index set.
It is also assumed that all or part of the functions $f$ and $g_{j}$ are not known explicitly, and that each evaluation of these so-called blackbox functions at any given point demands important computational resources in terms of time and/or memory requirements. In particular, no analytical or derivative information about them is available. Besides, the constraints $\left(g_{j}\right)_{j \in J}$ are considered quantifiable and relaxable and the presence of hidden constraints is envisaged 42.

Note that, unlike categorical variables, discrete variables have an intrinsic ordering. Indeed, although categorical values may be represented by numerical values, they are qualitative variables and their ordering may have no physical meaning. Discrete variables include granular values that are regularly spaced. Integer values are then a special case of granular values. The objective is to design a derivative-free optimization method providing an esteemed "good" solution of $(\mathrm{P})$ with a limited number of blackbox function evaluations. In what
follows, by one evaluation at some given point $x$ we mean the computation of the objective and all the constraints at this point. In this work we assume that all the functions (objective and constraints) are deterministic and without noise.

### 1.2 Practical relevance of blackbox optimization problems

Problems of the form $(\overline{\mathrm{P}})$ are relevant to many applications such as reservoir engineering [34, 81, reliability design [12, 14] or structural optimization [50, 71. Solving this kind of problems is more and more requested as it can have decisive impacts, for instance in reducing greenhouse gases emissions or improving system performance. In our case, the interest for this type of problems is related to applications in the automotive manufacturing group Stellantis. A typical optimization problem is the minimization of the weight of a body-inwhite structure subject to physical constraints, where all functions come from expensive computer simulations so that their differentiabilities are unknown. The variable space is usually mixed with, for instance, continuous shape parameters and discrete sheet metal thicknesses.

An additional relevant feature to be pointed out is that the problems we are interested in are presently considered as medium- to high-dimensional problems in this context since they involve more than 10 variables.

### 1.3 Solution approaches

Problems such as $(\overline{\mathrm{P}})$ are tackled making use of derivative-free optimization (DFO) and blackbox optimization (BBO) methods. A survey of DFO methods and comparisons on 502 problems are presented in 67. The majority of the compared solvers in this study can only handle continuous variables. Three main approaches seem to emerge: evolutionary algorithms, direct search methods, and surrogate-based methods. They are not exclusive: there have been developments on so called hybrid methods combining some of these approaches, in particular the use of surrogate models in metaheuristics or direct search methods.

### 1.3.1 Evolutionary and swarm intelligence algorithms

An evolutionary algorithm (EA) is a derivative-free iterative method inspired from nature. From a set of points called the parent population, an offspring is generated by applying genetic operators, often crossovers and mutations. The best children according to some fitness estimate are chosen to generate the next parent population and the cycle is repeated until a stopping criterion is satisfied. EAs generally provide no convergence guarantee to a local optimum, nor indication about the quality of the obtained solution. Besides, for highdimensional problems, the number of function evaluations to get an acceptable solution may be high.

The use of surrogates to accelerate the convergence of EAs is not rare, in particular for continuous expensive optimization problems. An example is the Constrained Evolutionary Programming assisted by Radial Basis Functions surrogates (CEP-RBF) [62], where RBF models guide the choice of the most promising children. The developed CEP-RBF is compared to other heuristic methods, including the RBF-based constrLMSRBF, on 18 benchmark problems and the 124-dimensional MOPTA08 automotive problem. The results show appreciable improvements when an evolutionary algorithm is assisted by RBF models, and substantial to important advantages compared with other methods in the context of very limited budget. Another example of RBFassisted EA is the CONstrained Optimization by Particle swarm Using Surrogates (CONOPUS) [63, which shows advantages compared with alternative methods on 12 problems stemming from the literature and the MOPTA08 automotive application problem.

Other examples are the surrogate-assisted stochastic ranking evolution strategy of [68, the kriging-assisted scatter search SSKm [18] or the use of neural networks in 31.

Ensemble surrogates to improve the performance and robustness of EAs are employed in 44, 45] for surrogate-assisted memetic algorithms or [78] on a surrogate-assisted particle swarm optimization relying on committee-based active learning.

Developments to deal with mixed-variable optimization problems include the mixed-integer evolution strategy of [85] using RBF and the Kendall rank correlation coefficient, 43] also using RBF networks and the approach of 32] for algorithm configuration problems.

### 1.3.2 Direct search methods

Direct search methods, that are used in DFO and BBO, proceed iteratively with the evaluation of sample points according to a certain strategy and include pattern search methods. One of the most known direct local search methods is the Mesh Adaptive Direct Search (MADS) [2, 5, 6, which is an extension of the Generalized Pattern Search (GPS) [74. Under appropriate assumptions, many direct search methods guarantee convergence to a stationary point. It is the case for MADS which exhibits global convergence properties.

As its name indicates, MADS proceeds on a mesh and first performs a global search, from an initial guess. If the incumbent cannot be replaced by a better point after this phase, a set of points is evaluated in its neighbourhood: it is called the poll. The two phases are performed until a stopping criterion is met. The poll points are defined from a set of positive spanning directions that are updated iteratively and become asymptotically dense in $\mathbb{R}^{n}$. Two grid parameters called the poll size and the mesh size are updated at every iteration such that they increase when a better candidate is found and decrease otherwise. The algorithm is implemented in the Nonlinear Optimization with the MADS algorithm (NOMAD) open-source software 7 which handles blackbox constraints as well as integer, granular and categorical variables. The global
convergence of MADS relies on the poll step of the algorithm and is proven, under some assumptions such as bounded level sets of the objective function, for several cases including continuous 5 but also mixed-variable 1 optimization problems.

The fact of using surrogate models inside direct search methods enables to guide the search. A surrogate management framework (SMF) is presented in [10] for optimizing expensive bound-constrained blackbox optimization problems on which the use of traditional quasi-Newton methods is not appropriate. It is a pattern search method using surrogate approximations and featuring a search and a poll phase. In 49, kriging models and biharmonic splines models are used in the SMF for the resolution of trailing-edge shape optimization problems of maximum 5 variables. The experiments exhibit robustness and effectiveness of the SMF. Another example of use of the SMF with MADS is 48 for the resolution of cardiovascular geometries problems.

This framework is adapted to general constraints in 23 where treed Gaussian processes are used in the search step of MADS. The proposed extension is tested on 5 problems arising from the literature and real-world applications with dimensions between 2 and 8 and show improving performance on the MADS algorithm.

Adaptations to mixed variables also exist. The resolution of constrained expensive blackbox optimization problems with mixed variables is tackled in [15]. To do that, a testbed of 37 literature and physical problems with 2 to 20 variables is used as well as a 32-dimensional application modelling a thermal insulation system. Experiments show better efficiency and robustness of NOMAD when combined with RBF.

### 1.3.3 Surrogate model-based methods

The basic idea of surrogate-based methods for blackbox optimization is to make use of so called surrogate functions, also referred to as metamodels or response surfaces, instead of the blackbox ones to guide the search to an optimal solution, while avoiding costly evaluations. The whole process of surrogatebased methods may then be summarized in a very generic way by the following steps:

- Step 1 [Initialization]: Generate some set of points, called the Design of Experiment (DOE), and evaluate the blackbox functions at each of those points. Use these evaluations to determine initial surrogates $\widehat{f}, \widehat{g}_{j}, j \in J$, approximating the objective and constraints, respectively.
- Step 2 [Sample point(s) generation]: Determine a restricted set of points $\Gamma$ on which to evaluate the blackbox functions with a selection procedure involving the current surrogates.
- Step 3 [Evaluation of sample point(s)]: Evaluate the blackbox functions at each point of $\Gamma$.
- Step 4 [Surrogate update]: Update the surrogates using all the available evaluations, and return to Step 2 until some stopping criterion is satisfied.

There are many possible ways of implementing each of these four steps for which the reader is referred to, e.g. [52,76] and the references therein.

Several papers review the state-of-the-art surrogate models. As examples, [20] and [77] review the main types of metamodels for surrogate-based optimization and the authors of [3] study surrogate techniques with applications to groundwater modelling.

Some kriging and RBF-based approaches are investigated in 65 to solve constrained blackbox global optimization problems where at least one function among the objective and constraints is expensive to evaluate. The RBFbased optimization methods include COBRA [61, ConstrLMSRBF 60] and CONORBIT [66].

COBRA first finds a feasible sample by iteratively minimizing the sum of the squared constraint violations subject to the constraints added with slacks, and minimum distance constraint to already evaluated points. Then, it looks for a better sample by iteratively solving other subproblems with the same constraints but minimizing the objective function. The MATLAB function fmincon, using a gradient-based sequential quadratic programming (SQP) method, is used for the subproblems. Variants called COBRA-R 38] and SACOBRA [8] aim at dealing with respectively the difficulty of finding a feasible point of the subproblems and the sensitivity to the parameterization.

ConstrLMSRBF is a heuristic that also uses RBF models for the objective and constraints and where the sample points are selected among random generations of points, usually from a Gaussian distribution around the incumbent. Among the generated points with the minimum number of predicted constraint violations, a sample point is chosen according to two criteria that are the predicted objective function value and the minimum distance from previous samples. An extended ConstrLMSRBF presented in 61 deals with finding an initial feasible point by using the two-phase approach of COBRA.

Finally, CONORBIT [66] is a trust-region algorithm that is an extension of the ORBIT algorithm [80]. It builds RBF models of the objective and constraints by selecting points only in a trust region of the current iterate. The next sample point is chosen by minimizing a local subproblem defined by the surrogates and a small margin for the RBF constraints. Another example using RBF in a trust-region algorithm is TARBF of 46.

Kriging-based approaches include the Efficient Global Optimization (EGO) method introduced in [36] and its extensions to constrained optimization such as SuperEGO proposed in 70 that uses a penalized expected improvement in case of inequality constraints. Extensions of SuperEGO to constrained highdimensional problems, called SEGOKPLS $(+\mathrm{K})$ 11, use kriging with partial least squares.

Some methods handle discrete problems as is the case for SO-I, presented in [55], that solves integer constrained expensive blackbox optimization problems using RBF functions. When no feasible point is known, it first iteratively minimizes the sum of constraint violations. Once a feasible point is found, the second phase consists in minimizing a penalty augmented objective function. Experiments show that the RBF-based methods, including SO-I, have a
generally better performance than the other compared methods. CONDOR is introduced in [64. It is an RBF-based method for high-dimensional discrete blackbox problems that performs various perturbations of the incumbent to find a better point. It exhibits promising results on a 222 -dimensional automotive problem with 54 constraints.

Few surrogate-based methods handle mixed variables. MISO [52] is a framework using RBF for the resolution of mixed-integer unconstrained blackbox optimization problems. It implements different sampling strategies and shows efficiency in solution improvement with cubic RBF models, compared with NOMAD version 3.6.2 and MATLAB's genetic algorithm. SO-MI 54 also deals with mixed-integer problems using RBF but also handle constraints. The DOE is assumed to contain at least one feasible point and the method models a penalty augmented objective function to evaluate 4 points at each iteration. The experiments on 21 problems arising from the literature or applications show it is generally better than the compared methods: a branch-and-bound algorithm, a genetic algorithm and NOMAD version 3.5. Multivariate Adaptive Regression Spline (MARS) is used in MARSOPT [50, a mixed-integer linear program to optimize non-convex piecewise linear MARS models with constraints involving linear regression and piecewise linear MARS models. The method is tested in the context of a vehicle crash on a safety system design application with mixed continuous and binary variables and 50 constraints. On this problem, different MARSOPT models were compared with a customized genetic algorithm using penalties, showing a better efficiency of MARSOPT to find good solutions.

Other methods for dealing with mixed variables include GOSAC of [56] using RBF for mixed-integer problems with expensive constraints and a cheap objective.

### 1.4 Our contributions

We introduce a generic solution method which integrates ideas emanating from different recent research papers and some original features are proposed with the aim of dealing with instances that are presently considered as "medium-" and "high-dimensional" in the area of BBO. The proposed method, described in Sect. 2, does not require an initial feasible solution and is intended to provide competitive solutions for mixed-variable BBO problems with expensive objective and constraint functions. Our implementation takes into account the possibility of failures of the blackbox that can occur in real-world optimization problems. A parallel version of the algorithm is also designed to make use of the possibility of simultaneous blackbox calls. Sect. 3 presents benchmarks from the literature and some practical problems including structural design optimization problems from the automotive industry. These optimization instances are used for computational experiments in Sect. 4, which provide some hints on the relative contributions of different key parts of the algorithm for its performance. Finally, the results of the numerical tests and some perspectives
are discussed in Sect. 5
Notation. Let $S$ be a real subspace, $S_{+}$denotes its nonnegative values, $S^{*}$ means that 0 is removed and $S_{+}^{*}$ stands for the strictly positive values of $S$. The cardinality of a set $I$ is indicated as $|I|$. Furthermore, we use $\|\cdot\|$ for the Euclidean norm. Finally, $\widehat{f}$ is used to denote a surrogate model of a real-valued function $f$.

## 2 Description of the proposed algorithm

This section presents a Blackbox Optimization Algorithm, called BOA, through its structure and main features.

### 2.1 The overall layout of BOA

### 2.1.1 General description

As is usually the case in constrained BBO algorithms not requiring an initial feasible solution in the inputs, the proposed method BOA is made up of two successive phases that we call "Phase I" and "Phase II", respectively. Phase I is intended to identify a feasible solution of $(\sqrt{\mathrm{P}})$, while Phase II aims at iteratively improving the best feasible solution found so far, both phases taking into account a limited budget w.r.t. the number of function evaluations.

The general layout of BOA is described in Algorithm 1 and starts with an initialization of the algorithm parameters, that we introduce later in Sect.2.1.3 Then, an initial DOE is evaluated, among which a best point is identified and initialized as $x_{\text {best }}$. This best solution, which will be updated after each iteration of BOA, is chosen among the evaluated points as a point that minimizes the sum of the squared constraint violations if all evaluated points are infeasible with respect to $(\mathrm{P})$, otherwise as a feasible point minimizing the objective value. If $x_{\text {best }}$ violates at least one constraint of $(\bar{P})$, BOA begins Phase I and then switches to Phase II as soon as a feasible solution is found and if some fixed maximum number $N_{\max }$ of function evaluations is not reached yet. Otherwise, if $x_{\text {best }}$ is feasible, Phase I is skipped and BOA directly switches to Phase II. The algorithm stops when the maximum evaluation budget is reached.

In Phase I, surrogate models of the objective and constraint functions of (P) are built iteratively, taking into account all the evaluations already done. These surrogates are used in optimization problem formulations - solved by an external solver - to identify a promising feasible point with respect to (P), namely a feasible point with low objective value. These formulations, explicitly given in Sect. 2.1.2, globally aim at minimizing the sum of squared surrogate constraint violations. Phase I together with the proposed management of the involved parameters are described in Algorithm 2. It takes namely (but not
only) account of the set of violated surrogate constraints to adjust parameters. Important key points, that rely on several parameters, are that i) the minimization of the surrogate objective value is already considered in Phase I but with a secondary importance compared to the surrogate constraints satisfaction, ii) each surrogate constraint is more or less relaxed, thanks to its own adaptive slack parameter, to take into account modelling errors, and iii) exploration of the variable space of $(\overline{\mathrm{P}})$ is managed by a minimum distance requirement to points that were already evaluated with the original objective and constraint functions.

Surrogates are also iteratively updated in Phase II to be used in optimization problem formulations. Phase II still involves parameters aiming at favouring feasible and diverse solutions, namely slack parameters for each surrogate constraint and a minimum distance requirement to already evaluated points. However, the optimization problems solved focus more on the decrease of the original objective value, compared to Phase I. As Phase II is entered only after a feasible solution of $(\mathrm{P})$ is found, the best point $x_{\text {best }}$ is updated only if a new feasible point with lower objective value w.r.t. $(\mathrm{P})$ is evaluated. The proposed management of Phase II is described in Algorithm 3

Apart from the initial settings and parameters updates which are specific to each phase, both Phase I and Phase II make use of the following strategy which is detailed in Algorithm 4. Considering the predicted constraint values in Phase I and the real constraint values in Phase II, if the solution to some formulation violates a constraint, the slack corresponding to the surrogate constraint is increased to favour its satisfaction. On the contrary, if a constraint is satisfied by the solution of the formulation, after a certain amount $k_{\text {feas }} \in$ $\mathbb{N}_{+}^{*}$ of successive satisfactions of this constraint, the corresponding slack is decreased to lay less stress on that constraint. We describe each phase in more details in Sect 2.1 .2 and the different parameter updates in Sect 2.1.3.

### 2.1.2 The surrogate-based subproblems considered

In Phase I, a feasible solution is sought but, differently from what is usually done, we minimize the sum of squared surrogate constraint violations added with a fraction of the surrogate objective function. Similarly to the method COBRA, in order to raise the chance of producing truly feasible points, the constraints $\widehat{g}_{j}(x)+\epsilon_{j} \leq 0$ (with $\epsilon_{j} \geq 0$ ) are added and a minimum distance to evaluated points is enforced to favour exploration. Thus, the first phase aims at solving

$$
\begin{array}{ll}
\min _{x \in \mathcal{X}} & \sum_{j \in J} \max \left(0, \widehat{g}_{j}(x)\right)^{2}+\lambda \widehat{f}(x) \\
\text { s.t. } \widehat{g}_{j}(x)+\epsilon_{j} \leq 0, & \forall j \in J, \\
& d_{\text {min }}-\min _{y \in \mathcal{P}}\|x-y\| \leq 0,
\end{array} \quad\left(O B J_{\text {PhaseI }}^{\lambda, \epsilon}\right)
$$

where $\lambda$ and $\left(\epsilon_{j}\right)_{j \in J}$ stand for some nonnegative scalar values, $d_{\text {min }}$ is a positive value and $\mathcal{P}$ is the set of points that have been evaluated with the real blackbox functions $f$ and $\left(g_{j}\right)_{j \in J}$. In our solution procedure, $\lambda$ and $\left(\epsilon_{j}\right)_{j \in J}$ are iteratively
updated inside each iteration of Phase I so that the "leading" term of the objective in $O B J_{\text {PhaseI }}^{\lambda, \epsilon}$ is the first one, that is the sum of squared surrogate constraint violations. By adding a fraction of the surrogate objective we aim at favouring the search of better feasible solutions, in terms of the original objective.

As long as the solution $\widehat{x}$ of $\left.O B J_{\text {PhaseI }}^{\lambda, \epsilon}\right)$ calculated by Algorithm 2 at line 6 or line 12 is such that $\widehat{g}_{j}(\widehat{x})>0$, for some $j \in J$ and there is a considered reasonable decrease of the surrogate constraint violations, this subproblem is iteratively solved with updated $\lambda$ and $\left(\epsilon_{j}\right)_{j \in J}$ (while loop at line 9 of Algorithm 2).

The surrogate-based subproblem is solved with an external algorithm and its computed solution $\widehat{x}$ is not guaranteed to be feasible for $\left(O B J_{\text {PhaseI }}^{\lambda, \epsilon}\right)$, whether its feasible set is empty or not. If $\widehat{x}$ is not feasible for $O B J_{\text {PhaseI }}^{\lambda, \epsilon}$, it is not evaluated and the problem is relaxed to find another solution to evaluate. The first relaxation (line 19 of Algorithm 2) consists in temporarily multiplying all $\left(\epsilon_{j}\right)_{j \in J}$ by -1 . Indeed, the harder a constraint is and the bigger is the corresponding slack so, by taking the opposite, the corresponding surrogate constraint in $O B J_{\text {PhaseI }}^{\lambda, \epsilon}$ becomes easier to satisfy. Thus, the first relaxation corresponds to

$$
\begin{array}{ll}
\min _{x \in \mathcal{X}} & \sum_{j \in J} \max \left(0, \widehat{g}_{j}(x)\right)^{2}+\lambda \widehat{f}(x) \\
\text { s.t. } \widehat{g}_{j}(x)-\epsilon_{j} \leq 0, & \forall j \in J, \\
\quad d_{\text {min }}-\min _{y \in \mathcal{P}}\|x-y\| \leq 0 . & \left(O B J_{\text {PhaseI }}^{\lambda,-\epsilon}\right)
\end{array}
$$

In case the newly calculated solution $\widehat{x}$ is not feasible for $O B J_{\text {PhaseI }}^{\lambda,-\epsilon}$, we focus on the distance criterion by keeping it as the only constraint (line 21 of Algorithm 22. However, the constraints satisfaction is still considered through the objective of the subproblem. Hence, the second relaxation can be written as follows

$$
\begin{align*}
& \min _{x \in \mathcal{X}} \sum_{j \in J} \max \left(0, \widehat{g}_{j}(x)\right)^{2}+\lambda \widehat{f}(x) \\
& \text { s.t. } \quad d_{\min }-\min _{y \in \mathcal{P}}\|x-y\| \leq 0
\end{align*}
$$

If this last relaxation is considered, $\widehat{x}$ is updated as the calculated solution of $O B J^{\lambda}$. Therefore, at the end of an iteration of Phase I , the point $\widehat{x}$ is a feasible solution of $O B J_{\text {PhaseI }}^{\lambda, \epsilon}$ if such a point is found. Otherwise, at least one relaxation problem is solved and $\widehat{x}$ is thus either a feasible solution of $O B J_{\text {PhaseI }}^{\lambda,-\epsilon}$ if one is found, or is a candidate solution of $O B J^{\lambda}$. The computed $\widehat{x}$ is evaluated with the blackbox functions, even if it is not feasible for $O B J_{\text {PhaseI }}^{\lambda, \epsilon}$, $O B J_{\text {PhaseI }}^{\lambda,-\epsilon}$ or $O B J^{\lambda}$. This new evaluation is used to update the best point $x_{\text {best }}$ and the surrogates for the next iteration.

The minimum distance $d_{\text {min }}$ is updated at the end of each iteration depending on the number of function evaluations already performed and according to the quality of the new evaluated point. Indeed, if at least $90 \%$ of the maximum number $N_{\max }$ of function evaluations has already been used, $d_{\min }$ is updated only if $x_{\text {best }}$ shows an improvement that is lower than $5 \%$ in terms of the sum
of squared constraint violations (using the original functions), compared to the previous best solution, in which case it is decreased to favour local search. Otherwise, that is if the remaining allowed number of function evaluations is greater than $10 \%$ of $N_{\max }$, then $d_{\min }$ is increased to favour exploration if the new best solution is considered as a good improvement compared to the previous one, and is decreased otherwise. The corresponding implementation of our strategy to update $d_{\text {min }}$ (lines 26 to 34 of Algorithm 2 involves a discrete set of positive values $\Delta=\left\{d_{1}, \ldots, d_{|\Delta|}\right\}$ ordered in increasing order and is further described in Sect. 2.1.3. In any case, the value of $d_{\min }$ is limited by a lower bound $\gamma$ which depends on the types of variables involved in $(P)$.

The whole process is repeated until a feasible solution of the original problem $(\mathbb{P})$ is found or the maximum evaluation budget is reached (lines 3 to 36 of Algorithm 2). In case no feasible solution of the original problem ( P ) is found within the maximum number of function evaluations $N_{\max }$, then a point in $\mathcal{P}$ minimizing the sum of squared constraint violations is returned. Otherwise, as soon as a feasible solution of $(\mathbb{P})$ is found (i.e. the first time the condition on line 10 of Algorithm 1 given hereafter is verified), Phase II starts.

The goal of Phase II, described by Algorithm3, is to improve the objective value of the best feasible solution. We aim at solving

$$
\begin{aligned}
& \min _{x \in \mathcal{X}} \widehat{\widehat{f}}(x) \\
& \text { s.t. } \widehat{g}_{j}(x)+\epsilon_{j} \leq 0, \quad \forall j \in J, \\
& \quad d_{\text {min }}-\min _{y \in \mathcal{P}}\|x-y\| \leq 0 .
\end{aligned} \quad\left(O B J_{\text {PhaseII }}^{\epsilon}\right)
$$

Observe that the feasible region of this problem may be empty. Similarly to the first phase, $O B J_{\text {PhaseII }}^{\epsilon}$ is solved iteratively and relaxed in case no feasible solution is found. The first relaxation uses the opposite values of $\left(\epsilon_{j}\right)_{j \in J}$ and, thus, minimizes

$$
\begin{aligned}
& \min _{x \in \mathcal{X}} \widehat{f}(x) \\
& \text { s.t. } \widehat{g}_{j}(x)-\epsilon_{j} \leq 0, \quad \forall j \in J, \quad\left(O B J_{\text {PhaseII }}^{-\epsilon}\right) \\
& \quad d_{\text {min }}-\min _{y \in \mathcal{P}}\|x-y\| \leq 0 .
\end{aligned}
$$

In case no feasible solution of $O B J_{\text {PhaseII }}^{-\epsilon}$ is found, only the distance constraint is kept. However, in order to take into account the constraints of the original problem, the sum of squared constraint violations is added to the objective. This second relaxation of Phase II solves $O B J^{\lambda}$ with $\lambda$ equals 1: we denote this relaxation problem $\left(O B J^{1}\right)$. Similarly to what is done in Phase I, the calculated solution $\widehat{x}$ of the last subproblem solved is evaluated with the blackbox functions and is used to update the best point $x_{\text {best }}$, as well as the surrogate functions for the next iteration.

Unlike the first phase, $\left(\epsilon_{j}\right)_{j \in J}$ are updated only once per iteration and this is done with respect to the true constraint values (and not the surrogate predictions). The procedure to update $\left(\epsilon_{j}\right)_{j \in J}$ is presented in Algorithm 4 and detailed in Sect. 2.1.3.

Like in Phase I, the minimum distance $d_{\text {min }}$ is updated at the end of each iteration of Phase II (lines 14 to 22 of Algorithm 3), but here using the improvement in the original objective function value as criterion instead of the sum of squared constraint violations. Its value is still limited by the lower bound $\gamma$.

The whole process of Phase II is repeated until the evaluation budget $N_{\text {max }}$ is reached, in which case the algorithm returns $x_{\text {best }}$ which is, among the evaluated points, a feasible solution of $(\overline{\mathrm{P}})$ minimizing the objective function value.

```
Algorithm 1: BOA
    Initialize phase number: phase \(\leftarrow 1\)
    Initialize slacks: \(\epsilon_{\max }>0, \epsilon_{j} \leftarrow 0, \forall j \in J\).
    Initialize slack factors: \(\sigma_{\text {inc }}>1, \sigma_{\text {dec }} \leftarrow \frac{1}{\sigma_{\text {inc }}}, \rho \in(0,1), k_{\text {feas }} \in \mathbb{N}^{*}\)
    4 Initialize distance parameters: \(\gamma \geq 0, \Delta=\left\{d_{1}, d_{2}, \ldots, d_{|\Delta|}\right\} \subset \mathbb{R}_{+}^{*}\),
        \(\nu \in\{1,2, \ldots,|\Delta|\}\)
    \(d_{\text {min }} \leftarrow \max \left\{\gamma, d_{\nu} \cdot \min \left(u_{i}-l_{i}, \forall i \in C \cup I \cup D\right)\right\}\)
    6 Determine a set of points \(\mathcal{P}_{0} \subset \mathcal{X}\left(\left|\mathcal{P}_{0}\right| \leq N_{\max }\right), \mathcal{P} \leftarrow \mathcal{P}_{0}\)
    7 Evaluate the functions \(f,\left(g_{j}\right)_{j \in J}\) at each point in \(\mathcal{P}_{0}\).
    Initialize \(x_{\text {best }}\).
    Initialize \(h_{\text {best }} \leftarrow \sum_{j \in J} \max \left(0, g_{j}\left(x_{\text {best }}\right)\right)^{2}\).
    if \(\max _{j \in J} g_{j}\left(x_{\text {best }}\right) \leq 0\) then
        phase \(\leftarrow 2 / / x_{\text {best }}\) is a feasible point in \(\mathcal{P}\).
        Update \(x_{\text {best }}\) with Algorithm 3// BOA-Phase II
    else
        Update \(x_{\text {best }}\), phase with Algorithm 2 // BOA-Phase I
        if phase \(=2\) then
            Update \(x_{\text {best }}\) with Algorithm 3// BOA-Phase II
```

```
Algorithm 2: BOA-Phase I
    Given phase, \(x_{\text {best }}, h_{\text {best }}, \mathcal{P}, N_{\max }, \Delta, \nu, \gamma, d_{\min }, \epsilon_{\max }, \sigma_{\text {inc }}, \sigma_{\mathrm{dec}}, \rho, k_{\mathrm{feas}}\),
    \(\epsilon_{j}, \forall j \in J\)
    Initialize \(\kappa_{j} \leftarrow 0, \forall j \in J\), threshold \(\in(0,1), \lambda_{0} \in(0,1)\)
    while phase \(=1\) and \(|\mathcal{P}|<N_{\max }\) do
        From \(\mathcal{P}\), build surrogate functions \(\widehat{f},\left(\widehat{g}_{j}\right)_{j \in J}\).
        Initialize dec_lambda \(\leftarrow\) true, \(\lambda \leftarrow \lambda_{0}\).
        \(\widehat{x} \leftarrow\) Solve \(\left(O B J_{\text {PhaseI }}^{\lambda, \epsilon}\right) / /\) Compute a solution \(\widehat{x}\) of \(O B J_{\text {PhaseI }}^{\lambda, \epsilon}\)
        Evaluate \(\widehat{f}(\widehat{x}),\left(\widehat{g}_{j}(\widehat{x})\right)_{j \in J}\)
        \(\widehat{h} \leftarrow \sum_{j \in J} \max \left(0, \widehat{g}_{j}(\widehat{x})\right)^{2}\)
        /* If \(\widehat{x}\) not feasible w.r.t. the surrogate constraints \(\widehat{g}_{j}(\widehat{x}) \leq 0\) for
            all \(j \in J\), try to improve constraint satisfaction reducing \(\lambda\) and
            adjusting slacks \(\left(\epsilon_{j}\right)_{j \in J}\).
        while \(\max _{j \in J} \widehat{g}_{j}(\widehat{x})>0\) and dec_lambda is true do
            \(\lambda \leftarrow \frac{1}{2} \min \left(\lambda ; \max _{j \in J} \widehat{g}_{j}(\widehat{x})\right)\)
            Update \(\epsilon_{j}, \kappa_{j}, \forall j \in J\) with Algorithm 4 and the predicted constraint values
            \(\left(\widehat{g}_{j}(\widehat{x})\right)_{j \in J}\)
            \(\widehat{x} \leftarrow\) Solve \(\left(O B J_{\text {PhaseI }}^{\lambda, \epsilon}\right)\)
            Evaluate \(\widehat{f}(\widehat{x}),\left(\widehat{g}_{j}(\widehat{x})\right)_{j \in J}\)
            \(\widehat{h}_{\text {old }} \leftarrow \widehat{h}\)
            \(\widehat{h} \leftarrow \sum_{j \in J} \max \left(0, \widehat{g}_{j}(\widehat{x})\right)^{2}\)
            if \(\widehat{h}_{\text {old }}-\widehat{h}<\) threshold then
            dec_lambda \(\leftarrow\) false.
        if \(d_{\text {min }}-\min _{y \in \mathcal{P}}(\|\widehat{x}-y\|)>0\) or \(\max _{j \in J}\left(\widehat{g}_{j}(x)+\epsilon_{j}\right)>0\) then
            \(\widehat{x} \leftarrow\) Solve \(\left(O B J_{\text {PhaseI }}^{\lambda,-\epsilon}\right) / / \operatorname{Relax}\) all \(\epsilon_{j}\) in \(-\epsilon_{j}\).
            if \(d_{\text {min }}-\min _{y \in \mathcal{P}}(\|\widehat{x}-y\|)>0\) or \(\max _{j \in J}\left(\widehat{g}_{j}(x)-\epsilon_{j}\right)>0\) then
            \(\widehat{x} \leftarrow\) Solve \(\left(O B J^{\lambda}\right)\)
        Evaluate \(f(\widehat{x}),\left(g_{j}(\widehat{x})\right)_{j \in J}\)
        \(h_{\text {old }} \leftarrow h_{\text {best }}\)
        Update \(x_{\text {best }}\)
        \(h_{\text {best }} \leftarrow \sum_{j \in J} \max \left(0, g_{j}\left(x_{\text {best }}\right)\right)^{2}, \mathcal{P} \leftarrow \mathcal{P} \cup\{\widehat{x}\}\)
        if \(|\mathcal{P}| \geq 0.9 \cdot N_{\text {max }}\) then
            if \(\bar{h}_{\text {best }}>0.95 \cdot h_{\text {old }}\) then
                \(d_{\text {min }} \leftarrow \max \left(\gamma, \frac{1}{2} \cdot \min \left(d_{1}, d_{\text {min }}\right)\right)\)
        else
            if \(h_{\text {best }}>0.95 \cdot h_{\text {old }}\) then
                \(\nu \leftarrow \max (1, \nu-1)\)
            else
                \(\nu \leftarrow \min (|\Delta|, \nu+1)\)
            \(d_{\text {min }} \leftarrow \max \left(\gamma, d_{\nu} \cdot \min \left(u_{i}-l_{i}, \forall i \in C \cup I \cup D\right)\right)\)
        if \(\max _{j \in J} g_{j}(\widehat{x}) \leq 0\) then
            phase \(\leftarrow 2 / / \widehat{x}\) is feasible.
```

```
Algorithm 3: BOA-Phase II
    Given \(x_{\text {best }}, h_{\text {best }}, \mathcal{P}, N_{\max }, \Delta, \nu, \gamma, d_{\min }, \epsilon_{\max }, \sigma_{\text {inc }}, \sigma_{\text {dec }}, \rho, k_{\text {feas }}, \epsilon_{j}, \forall j \in J\)
    Initialize \(\kappa_{j} \leftarrow 0, \forall j \in J\)
    while \(|\mathcal{P}|<N_{\text {max }}\) do
        \(f_{\text {old }} \leftarrow f\left(x_{\text {best }}\right)\)
        From \(\mathcal{P}\), build surrogate functions \(\widehat{f},\left(\widehat{g}_{j}\right)_{j \in J}\)
        \(\widehat{x} \leftarrow\) Solve \(\left(O B J_{\text {PhaseII }}^{\epsilon}\right)\)
        if \(d_{\text {min }}-\min _{y \in \mathcal{P}}(\|\widehat{x}-y\|)>0\) or \(\max _{j \in J}\left(\widehat{g}_{j}(x)+\epsilon_{j}\right)>0\) then
            \(\widehat{x} \leftarrow\) Solve \(\left(O B J_{\text {PhaseII }}^{-\epsilon}\right) / /\) Relax all \(\epsilon_{j}\) in \(-\epsilon_{j}\).
            if \(d_{\text {min }}-\min _{y \in \mathcal{P}}(\|\widehat{x}-y\|)>0\) or \(\max _{j \in J}\left(\widehat{g}_{j}(x)-\epsilon_{j}\right)>0\) then
                \(\widehat{x} \leftarrow\) Solve \(\left(O B J^{1}\right) / /\) Solve \(\left(O B J^{\lambda}\right)\) with \(\lambda=1\).
        Evaluate \(f(\widehat{x}),\left(g_{j}(\widehat{x})\right)_{j \in J}\)
        Update \(x_{\text {best }}, \mathcal{P} \leftarrow \mathcal{P} \cup\{\widehat{x}\}\)
        Update \(\epsilon_{j}, \kappa_{j}, \forall j \in J\) with Algorithm 4 and the real constraint values
        \(\left(g_{j}(\widehat{x})\right)_{j \in J}\)
        if \(|\mathcal{P}| \geq 0.9 \cdot N_{\text {max }}\) then
            if \(f\left(x_{\text {best }}\right)>0.95 \cdot f_{\text {old }}\) then
                \(d_{\text {min }} \leftarrow \max \left(\gamma, \frac{1}{2} \cdot \min \left(d_{1}, d_{\text {min }}\right)\right)\)
        else
            if \(f\left(x_{\text {best }}\right)>0.95 \cdot f_{\text {old }}\) then
                \(\nu \leftarrow \max (1, \nu-1)\)
            else
                \(L \nu \leftarrow \min (|\Delta|, \nu+1)\)
            \(d_{\text {min }} \leftarrow \max \left(\gamma, d_{\nu} \cdot \min \left(u_{i}-l_{i}, \forall i \in C \cup I \cup D\right)\right)\)
```

```
Algorithm 4: BOA-Update \(\epsilon\), \(\kappa\)
    Given \(\sigma_{\text {inc }}, \sigma_{\text {dec }}, \rho, k_{\text {feas }}, \epsilon_{\max }, \epsilon_{j}, \kappa_{j}, \forall j \in J\)
    Given \(\tilde{g}_{j}(\widehat{x}), \forall j \in J / /\) Predicted or real constraint values at \(\widehat{x}\).
    for each \(j \in J\) do
        if \(\tilde{g}_{j}(\widehat{x})>0\) then
            \(\kappa_{j} \leftarrow 0 / /\) Reset feasibility counter.
            \(\tilde{g}_{\text {trunc }} \leftarrow \min \left(1, \tilde{g}_{j}(\widehat{x})\right)\)
            \(\epsilon_{j} \leftarrow \min \left(\max \left(\sigma_{\text {inc }} \cdot \epsilon_{j} ; \rho \cdot \tilde{g}_{\text {trunc }}\right), \epsilon_{\max }\right) / /\) Increase \(\epsilon_{j}\).
        else
            \(\kappa_{j} \leftarrow \kappa_{j}+1\)
            if \(\kappa_{j} \geq k_{\text {feas }}\) then
                \(\epsilon_{j} \leftarrow \sigma_{\text {dec }} \cdot \epsilon_{j} / /\) Decrease \(\epsilon_{j}\).
    Return \(\epsilon_{j}, \kappa_{j}, \forall j \in J\)
```


### 2.1.3 Parameters update

The parameter $\lambda$ involved in Phase I is reinitialized after each update of the surrogate models of the objective and constraint functions (line 5 of Algo-
rithm 22. It is then iteratively decreased (line 10 of Algorithm 2) as long as the solution $\widehat{x}$ of $O B J_{\text {PhaseI }}^{\lambda, \epsilon}$ is not feasible w.r.t. the surrogate constraints (i.e. $\widehat{g}_{j}(\widehat{x})>0$ for some $\left.j \in J\right)$ and the sum of squared constraint violations is sufficiently reduced w.r.t a fixed threshold (Algorithm 2, lines 94 17). The idea is to give more importance to the objective of finding a feasible solution, provided that decreasing $\lambda$ effectively contributes to favour constraints satisfaction.

The slacks $\left(\epsilon_{j}\right)_{j \in J}$ are computed according to the predicted (in Phase I) or real (in Phase II) constraint values. After $k_{\text {feas }} \in \mathbb{N}_{+}^{*}$ successive satisfactions of the constraint $j \in J$, the corresponding slack is decreased whereas it is increased as soon as the constraint is not satisfied, with respect to the real or predicted values depending on the phase. By waiting before decreasing a slack, we want to make sure that the satisfaction of the corresponding constraint is "robust/reliable". The increase of $\epsilon_{j}$ is done taking namely account of the amount of violation of constraint $j$ and an upper bound $\epsilon_{\max }$ (line 7 of Algorithm (4). In addition to $k_{\text {feas }}$, three other fixed input parameters ( $\sigma_{\text {inc }}, \sigma_{\text {dec }}$ and $\rho$ ) are used to modulate the changes of the slack values. The procedure is detailed in Algorithm 4. The data used to build the surrogate models is scaled, so that all the input and output values are upper bounded by one in absolute value. This however does not preclude the constructed surrogate functions from returning values out of this range. This motivates the truncation made on line 6 of Algorithm 4 to avoid sudden important increases of slacks in such situations.

The minimum distance parameter $d_{\text {min }}$ is updated after every iteration in both phases according to the quality of the new evaluated point. It is set according to the minimum edge length of $\mathcal{X}$, an ordered finite set of positive values $\Delta=\left\{d_{1}, d_{2}, \ldots, d_{|\Delta|}\right\}$ and a lower bound $\gamma$. The latter depends on the nature of the variables: it is equal to 0 when there is at least one continuous variable and, otherwise, to the positive minimum gap between distinct admissible discrete or integer values. Let $\nu \in\{1,2, \ldots,|\Delta|\}$ be the index of the chosen value from $\Delta, d_{\text {min }}$ is initialized as $\max \left\{\gamma, d_{\nu} \cdot \min \left(u_{i}-l_{i}, \forall i \in C \cup I \cup D\right)\right\}$. The minimum distance is updated at each iteration: it can be increased to enforce exploration after a considered good improvement in feasibility, and decreased otherwise to enable local exploitation. This is simply done by increasing or decreasing $\nu$. In order to refine the solution of $(\mathrm{P})$, lower values of $d_{\text {min }}$ are allowed after a ratio of the evaluation budget (see lines 26 to 34 of Algorithm 2 and lines 14 to 22 of Algorithm (3).

The best point $x_{\text {best }}$ (line 8 of Algorithm 1, line 24 of Algorithm 2 and line 12 of Algorithm 3 ) is defined in $\mathcal{P}$ as the one (or one of those) minimizing the sum of the squared constraint violations if all points are infeasible, otherwise among the feasible points in $\mathcal{P}$, it is the one (or one of those) minimizing the objective value.

### 2.2 Distinctive features of BOA

BOA shares similarities with several surrogate-based BBO solvers like COBRA. The latter also performs a two-phase optimization where the first part aims at finding a feasible candidate. However both methods differ in many aspects. We point out some of them hereafter.

COBRA is based on RBF interpolations and reported results in 61] only make use of this surrogate, unlike the proposed method for which we report experiments with different types of surrogates. Besides, the distance parameter is adapted in BOA according to the quality of the solution found at each iteration. The resolutions of the subproblems are also different. COBRA handles continuous variables only and uses the MATLAB function fmincon that employs a SQP method. BOA is designed for problems involving discrete variables and our implementation uses the direct search solver NOMAD. Furthermore, the best iterate $x_{\text {best }}$ of the first phase of BOA is chosen directly based on the sum of squared constraint violations instead of the number of violated constraints or the maximum amount of one constraint violation. As other distinctive features, BOA updates its slacks already in Phase I, they may not be equal for all constraints and they are decreased as soon as the corresponding (predicted or original) constraints are not satisfied.

Differently from other methods such as SO-MI or CONDOR, the proposed method does not require an initial feasible solution. We solve an auxiliary problem to determine a candidate point whereas CONDOR proceeds to different types of perturbations of the currently best solution, taking into account integrality constraints. At each iteration, SO-MI evaluates 4 candidates that are chosen from 4 groups. Each group is generated by random perturbations of the variables and uniform random points generations.

### 2.3 Adaptation of BOA to parallel evaluations

The BOA algorithm described above conducts sequential evaluations of the blackbox. However, when the expensive optimization problem and the calculation resources enable parallel evaluations, it may be interesting to adapt the method by taking advantage of the parallelization and, hopefully, considerably reduce the total computational time. As an example, typical size optimization problems encountered at Stellantis are solved by proceeding to an order of 25 parallel evaluations of the finite element models. With this in mind, an extension of BOA to deal with parallel evaluations was designed.

Let $B \in \mathbb{N}^{*}$ stand for the number of allowed parallel calls to the blackbox. Apart from the initial DOE, the points evaluated in BOA come from the resolution of a surrogate subproblem. The idea now is to solve a batch of $B$ subproblems where originally only one was solved in BOA, which leads to $B$ points $\left\{\hat{x}^{(1)}, \ldots, \hat{x}^{(B)}\right\}$ to evaluate with the expensive functions at each iteration. The subproblems can be solved in parallel or sequentially as they only involve surrogate calls which are assumed computationally negligible com-
pared to the real blackbox evaluations. Thus, lines 6 to 21 of Algorithm 2 and lines 6 to 10 of Algorithm 3 are executed $B$ times per iteration of the respective algorithm.

To do this, for each resolution $b$ of a batch, a slack $\epsilon_{b j}$ is declined for each constraint, with an associated decrease counter $\kappa_{b j}$, for all $(b, j) \in\{1,2, \ldots, B\} \times$ $\{1,2, \ldots,|J|\}$, as well as there is a parameter $\lambda_{b}$ for each subproblem of a batch in Phase I. The second phase of BOA starts as soon as one feasible point with respect to the real blackbox functions is found.

All candidates examined by the subproblem solver during an iteration are stored and sorted according to a lexicographic order of:

$$
\left(\sum_{j \in J} \max \left(0, \widehat{g}_{j}(x)\right)^{2}, \widehat{f}(x)\right) .
$$

With this sorting, feasible points are preferred to infeasible ones, and lower objective values and constraint violation of the feasible and infeasible points, respectively, are favoured. Let $\hat{\mathcal{P}}_{b}$ denote the points considered during the $b^{\text {th }}$ resolution of a batch of subproblems, with $b \in\{1,2, \ldots, B\}$, and let $V=$ $\cup_{b=1}^{B} \hat{\mathcal{P}}_{b}$ be the union of the $B$ sets of candidate points. Let us assume that $V$ is sorted according to the above lexicographic order. The points $\left\{\hat{x}^{(1)}, \ldots, \hat{x}^{(B)}\right\}$ to evaluate with the expensive functions are iteratively selected from $V$ such that the distance to $\mathcal{P}$ and to the already selected points is greater than $d_{\text {min }}$. If needed, this distance is halved until we actually get $B$ points for the parallel blackbox evaluations. This enables to not consider duplicate or very close points, and to favour exploration.

When a starting point is needed by an algorithm to solve a subproblem, as it is the case for MADS for instance, $B$ points are chosen from the set of already evaluated points $\mathcal{P}$, considering two measures. The first one is defined by the following application:

$$
\varphi: x \mapsto \begin{cases}f(x) & \text { if } g_{j}(x) \leq 0, \forall j \in J \\ f_{\max }+\sum_{j \in J} \max \left(0, g_{j}(x)\right)^{2} \text { if } \exists j \in\{1,2, \ldots,|J|\}, g_{j}(x)>0,\end{cases}
$$

where $f_{\max }$ is the highest feasible objective value so far. The second criterion is the distance to the other evaluated points, that is to be maximized. Hence, the points of $\mathcal{P}$ are ranked in non-dominated sets according to the measures $\left(\varphi(x),-\min _{y \in \mathcal{P} \backslash\{x\}}(\|x-y\|)\right)$, similarly to the non-dominated sorting of NSGA-II [17]: the sorting is iteratively done, removing the already chosen points, until $B$ points are selected.

The respect of the evaluation budget is controlled before the parallel evaluations: if the remaining allowed number of blackbox calls is lower than the batch size $B$, then the latter is updated to $\left(N_{\max }-|\mathcal{P}|\right)$ and only this number of points is chosen for the expensive evaluations.

### 2.4 Description of the components of BOA

### 2.4.1 Initial $D O E$

As is very often the case in surrogate based BBO methods present in the literature, the DOE method we use for our experiments is a symmetric Latin Hypercube Design (SLHD) [82]. It is a variant of the space filling Latin hypercube sampling developed by 51 .

By default, the algorithm starts with a DOE consisting of $(n+1)$ SLHD vectors. If the vectors are not linearly independent, random points are added to the DOE until it contains $(n+1)$ independent vectors. The independence requirement is also used in MISO for the starting points generation as it guarantees a unique setting for the RBF parameters.

### 2.4.2 Considered surrogate models

In this study, we consider radial basis functions, kriging models and MARS models that have shown good performance in the literature.

RBF, polynomial, kriging and MARS models are investigated in [35] on 13 nonlinear mathematical problems where RBF exhibit an overall best performance regarding, among others, accuracy, robustness and efficiency. On a high-dimensional automotive benchmark problem, the authors of 60] conclude that the methods using RBF are performing better than other methods including a kriging-based NOMAD and a sequential quadratic programming algorithm. The work of [53] investigates the influence of the surrogate type and the sampling strategy used in the resolution of expensive blackbox optimization problems subject to box constraints. The study notably includes cubic RBF, Gaussian kriging models and MARS models. The results on 15 continuous problems show that the ensembles including the cubic RBF often outperform those that do not use this type of surrogate.

Gaussian processes are also commonly used. In [37], RBF, kriging and polynomial surrogates are used to model 18 literature functions. The results exhibit a globally higher accuracy, robustness and efficiency of the kriging models, except on low-order nonlinear functions when the size of the DOE is small.

Linear, splines, kriging, neural networks, a support vector machine regression and random forests models are compared in [75] on a corn cultivation application study. The quality of the metamodels is evaluated for $\mathrm{N}_{2} \mathrm{O}$ prediction and for $N$ leaching prediction according to different measures. Splines and kriging based methods have the best results with small and medium training datasets.

Radial basis functions 28] are interpolating radially symmetric functions depending only on the distance between the input and some fixed point. They are generally used with the Euclidean norm for function approximation in an optimization framework. The RBF approximation $s(x)$ of an objective value
$f(x)$ is built as a weighted sum of basis functions:

$$
s(x)=\sum_{i=1}^{N} \omega_{i} \phi\left(\left\|x-c^{(i)}\right\|\right)
$$

where $x \in \mathbb{R}^{n}, \phi\left(\left\|x-c^{(i)}\right\|\right)$ are the basis functions evaluations, $c^{(i)} \in \mathbb{R}^{n}$ is the $i^{t h}$ out of $N \in \mathbb{N}^{*}$ basis function centres and the weights $w_{i} \in \mathbb{R}$ can easily be estimated by interpolation or least squares. Below are some examples of fixed and parametric basis functions:

- linear $\phi: r \mapsto r$
- cubic $\phi: r \mapsto r^{3}$
- thin plate spline $\phi: r \mapsto r^{2} \ln (r)$
- Gaussian $\phi: r \mapsto e^{-\frac{r^{2}}{2 \sigma^{2}}}$
- multi-quadric $\phi: r \mapsto\left(r^{2}+\sigma^{2}\right)^{\frac{1}{2}}$
- inverse multi-quadric $\phi: r \mapsto\left(r^{2}+\sigma^{2}\right)^{-\frac{1}{2}}$
where $\sigma$ represents a real parameter value. Additional terms such as polynomials can be added to the RBF formulation to increase its flexibility. In this study, we focus on cubic basis functions added with a polynomial tail.

Kriging models are well-known interpolation surrogates developed by 39 and that reduce the mean squared error of the approximation of a function. The variant of [69] lies on Gaussian processes based on prior covariances for the approximations.

Let $x \in \mathbb{R}^{n}$ be a point where the expensive function $f$ is not known, the value of $f(x)$ is considered as the realization of a normally distributed random variable $Y(x)=\mu(x)+Z(x)$, where $\mu(x)$ is the deterministic mean and $Z$ is a Gaussian process of mean 0 . In case the mean is a constant value, if it is known the kriging is qualified as simple, otherwise it is ordinary if the constant value is unknown. In the latter case, $\mu(x)$ is often assigned the mean value of the approximations. Finally, if $\mu(x)$ is a linear combination of basis regression functions of $x$, the kriging is said to be universal. The covariance of $Z$ at two points $x$ and $\tilde{x}$ can be simply expressed as:

$$
\operatorname{Cov}(Z(x), Z(\tilde{x}))=\sigma^{2} R(\theta,\|x-\tilde{x}\|)
$$

where $\sigma^{2}$ is the process variance and $R$ is a correlation function with parameter $\theta$.

There exists different families of correlation functions and below are those used in this paper:

- Gaussian $R: \tau \mapsto e^{-\frac{\tau^{2}}{2 \theta^{2}}}$
- exponential $R: \tau \mapsto e^{-\frac{|\tau|}{\theta}}$
- Matérn 3/2 $R: \tau \mapsto\left(1+\frac{\sqrt{3}|\tau|}{\theta}\right) e^{-\frac{\sqrt{3}|\tau|}{\theta}}$
- Matérn $5 / 2 R: \tau \mapsto\left(1+\frac{\sqrt{5}|\tau|}{\theta}+\frac{\sqrt{5} \tau^{2}}{3 \theta^{2}}\right) e^{-\frac{\sqrt{5}|\tau|}{\theta}}$,
where $\theta$ is the parameter of the correlation models.
The parameters $\mu, \sigma^{2}$ and $\theta$ are calculated in order to maximize the likelihood function of the observed data, and often the $\log$ of the likelihood function. Kriging can be used for an efficient global optimization with use of a merit function such as the expected improvement (EI) and an enrichment strategy. Indeed, once the model is built from the DOE, the maximization of the EI gives promising points to evaluate and these points can be used to enrich the kriging model. Maximizing the EI actually simultaneously reduces the standard deviation (representing the uncertainty of the model) and the objective function.

Multivariate Adaptive Regression Spline is a surrogate model introduced in 21] that makes use of piecewise linear regression models to capture the non-linearities of a function. The search space is split into disjoint subregions, defined by points that are called knots, where regression models are built. A MARS model has the following form:

$$
s(x)=\alpha_{0}+\sum_{m=1}^{M} \alpha_{m} \mathcal{B}_{m}(x),
$$

where the variable $x$ is in $\mathbb{R}^{n}$ with $n$ the dimension of the variable space, $\left\{\mathcal{B}_{m}\right\}_{m=1}^{M}$ are $M \in \mathbb{N}^{*}$ maximum linearly independent interaction basis functions, $\alpha_{0}$ is the intercept coefficient that is the mean of the responses and $\alpha_{m}$ is the coefficient associated to the $m^{\text {th }}$ basis function. The basis functions are the product of at least two truncated linear functions, namely functions that are linear on a bounded domain, defined between two knots, and equal to zero elsewhere. These truncated functions or hinge functions are univariate basis functions.

Let $x_{i}$ denote the unidimensional variable corresponding to a hinge basis function $\mathcal{H}$, where $i \in\{1, \ldots, n\}, \mathcal{H}$ has the form:

$$
\mathcal{H}\left(x_{i}\right)=\max \left(0, x_{i}-k\right) \quad \text { or } \quad \mathcal{H}\left(x_{i}\right)=\max \left(0, k-x_{i}\right)
$$

with $k$ its respective knot. The $m^{\text {th }}$ interaction basis function is defined as the product of $L_{m} \in \mathbb{N}^{*}$ truncated linear functions:

$$
\mathcal{B}_{m}(x)=\prod_{l=1}^{L_{m}} \max \left(0, s_{m l}\left(x_{i(m, l)}-k_{m l}\right)\right)
$$

where $s_{m l}= \pm 1, x_{i(m, l)}$ is the $i^{\text {th }}$ variable on which the $l^{\text {th }}$ hinge function of the $m^{\text {th }}$ basis function depends and $k_{m l}$ is the knot corresponding to $x_{i(m, l)}$.

### 2.4.3 Constraint handling

Slack factors are used in BOA to manage constraint satisfaction. The motivation behind this comes from 61 where conducted preliminary experiments exhibited solutions of the subproblems at the boundaries, where the surrogates are not accurate. As a result, in many cases these points were infeasible with respect to the true blackbox constraints. Although the subproblem formulation of the second phase is common, BOA considers the objective function already in the first phase through its parameter $\lambda$ and introduces the slacks $\left(\epsilon_{j}\right)_{j \in J}$ for each constraint also in this phase. The update of the slacks also differs as they are updated independently for each constraint in BOA. In this way, a distinction is made between the constraints that are often or easily satisfied and the ones that are often violated. Hence, better solutions are expected by avoiding the pitfall of handling an important slack due to few constraints that are often violated and of staying far away from the border of easily satisfied constraints. Besides, the increase of an $\epsilon_{j}$ occurs as soon as the corresponding surrogate constraint is violated.

### 2.4.4 Blackbox crash handling

In real-world application problems, a blackbox may not give outputs for all inputs. As an example, the simulation of a finite element model may crash due to divergence in solving the underlying differential equations. This often results in a "NaN" output. In order to deal with this kind of hidden constraints, the non-real outputs are set to infinity. This way, the corresponding points are added to the set of already evaluated points to avoid duplicate evaluations and points in their close vicinity, i.e. in the ball of radius $d_{\min }$, are not considered. However, these candidates are not used in the construction of the models in order to not affect the model by making assumptions on their neighbourhoods.

### 2.4.5 Discrete variables handling

Inside NOMAD, discrete variables are treated as integers. Indeed, although integer and granular variables have a specific handling in NOMAD, there is no direct way to treat general discrete variables in the solver. However, the original variables are considered for each call of a surrogate or a blackbox. Hence, the true distances are considered to build the models.

## 3 Considered optimization problems

For the experiments, we consider instances derived from the literature and two automotive applications from Stellantis. All of them have inequality constraints (between 1 and 91) and can be considered medium to high dimensional in DFO as they have more than 10 variables. Note that with our terminology,
we distinguish mixed-integer problems that have continuous and integer variables from mixed-variable problems that have discrete variables other than integers.

### 3.1 Instances from the literature

The first set of instances consists of 19 constrained problems stemming from the literature, among which some are classical analytical problems and others are derived from applications. It comprises continuous, integer, mixed-integer and mixed-variable problems, whose names start with ' C ', ' I ', ' MI ' and ' MV ', respectively. Table 1 gives a description of these problems in terms of numbers and types of variables, and the source papers.

We use three instances from the well-known G-problems benchmark collection and derivations of two of them. Indeed, among the three integer problems taken from [55, the problems I1 and I3 are derived from the problem G01. The problem I2 is the hmittelman problem from the MINLPLib ${ }^{1}$ library. A derivation of G07 called MV2 with mixed variables, including discrete ones, is used and its formulation comes from [15]. Applications about car side impact and stepped cantilever beam, respectively named MV3 and MV4 in our experiments, are also used.

Four problems that have mixed continuous and integer variables are taken from 54 and three of them derive from applications.

Among problems arisen from applications, six of them (C4, C5, C6, MI5, MI6 and MV1) come from a real-world benchmark suite introduced in 40.

### 3.2 Applications from Stellantis

In addition to the 19 problems from the literature, we use two mixed-variable problem instances encountered at Stellantis for some of the experiments. Table 2 gives descriptions of these problems.

### 3.2.1 Vehicle pole lateral crash

The first instance, called RSMLateralCrash, is a model of a pole lateral crash study, built from about 800 sample points. It is considered as representative of the expensive finite element model and was used at Stellantis in the optimization process for faster experiments. Each call to the model takes less than a minute. The abbreviation RSM stands for response surface model. The optimization problem considered aims at minimizing the mass of a basket of parts in the battery area of the vehicle. It is a constrained mixed-variable problem with 24 inequality constraints that represent performance features to satisfy, among which deceleration, stress and displacement. There are 34 variables which correspond to the choice of the materials of 10 parts of the

[^1]Table 1 Problems from the literature described with the dimension $n$, the number of continuous $|C|$, integer $|I|$ and discrete $|D|$ variables, respectively, and the number of inequality constraints $|J|$.

| problem | $n$ | $\|C\|$ | $\|I\|$ | $\|D\|$ | $\|J\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| C1 19] | 13 | 13 | 0 | 0 | 9 |
| C2 30] | 10 | 10 | 0 | 0 | 8 |
| C3 29] | 15 | 15 | 0 | 0 | 1 |
| C4 58 57/40] | 14 | 14 | 0 | 0 | 15 |
| C5 24 40 | 10 | 10 | 0 | 0 | 3 |
| C6 79 40 | 30 | 30 | 0 | 0 | 91 |
| I1 19, 55 | 13 | 0 | 13 | 0 | 9 |
| I2 13 55] | 16 | 0 | 16 | 0 | 7 |
| I3 [19,55] | 13 | 0 | 13 | 0 | 9 |
| MI1 954 | 11 | 7 | 4 | 0 | 7 |
| MI2 84 [5] | 11 | 7 | 4 | 0 | 13 |
| MI3 41 54 | 10 | 5 | 5 | 0 | 3 |
| MI4 41 54] | 10 | 5 | 5 | 0 | 3 |
| MI5 [25 40 | 10 | 7 | 3 | 0 | 10 |
| MI6 [27 40 | 10 | 9 | 1 | 0 | 9 |
| MV1 8340 | 22 | 0 | 8 | 14 | 86 |
| MV2 3015 | 10 | 2 | 2 | 6 | 8 |
| MV3 2622 | 11 | 9 | 0 | 2 | 10 |
| MV4 7322 | 10 | 4 | 2 | 4 | 11 |

Table 2 Application problems from Stellantis described with the dimension $n$, the number of continuous $|C|$, integer $|I|$ and discrete $|D|$ variables, respectively, and the number of inequality constraints $|J|$.

| problem | $n$ | $\|C\|$ | $\|I\|$ | $\|D\|$ | $\|J\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| RSMLateralCrash | 34 | 0 | 10 | 24 | 24 |
| LateralCrash | 48 | 0 | 3 | 45 | 64 |

vehicle, treated as integers according to some ranking based on the material properties, and the thicknesses of 24 parts, that are granular variables. Details on the variable bounds and granularities are given in Table 3 For instance, $x_{11}$ allows values between 1 and 4 with a granularity of 0.05 , so its admissible values belong to $\{1,1.05,1.1, \ldots, 4\}$.

Table 3 Variable bounds and granularities for RSMLateralCrash.

| variable | lower bound | granularity | upper bound |
| :---: | :---: | :---: | :---: |
| 1 to 10 | 1 | 1 | 10 |
| 11 to 18 | 1 | 0.05 | 4 |
| 19 to 34 | 1 | 0.05 | 2.5 |

### 3.2.2 Vehicle barrier lateral crash

The second problem, denoted LateralCrash, uses an expensive finite element simulation of a barrier lateral crash that takes more than 12 hours at each
call. The optimization problem is similar to the first one, minimizing the mass of a bench of parts of the vehicle, and has 64 inequality constraints. There are 48 variables, among which 3 materials and 45 granular thicknesses. Table 4 gives details on the bounds and granularity of each variable. The $48^{\text {th }}$ variable allows negative values because it intervenes in a formula for the thickness computation of the corresponding part.

Table 4 Variable bounds and granularities for LateralCrash.

| variable | lower bound | granularity | upper bound |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 2 |
| 2 to 3 | 1 | 1 | 3 |
| 4 to 5 | 1.2 | 0.1 | 2 |
| 6 to 9 | 2 | 0.1 | 6.5 |
| 10 | 0.6 | 0.05 | 1.1 |
| 11 | 0.6 | 0.05 | 1.1 |
| 12 to 16 | 0.6 | 0.05 | 1.15 |
| 17 to 18 | 0.6 | 0.05 | 1.2 |
| 19 | 0.6 | 0.05 | 1.3 |
| 20 to 21 | 0.6 | 0.05 | 1.35 |
| 22 | 0.6 | 0.05 | 1.4 |
| 23 to 24 | 0.6 | 0.05 | 1.6 |
| 25 | 0.65 | 0.05 | 1.65 |
| 26 to 27 | 0.75 | 0.05 | 1.75 |
| 28 to 37 | 0.8 | 0.05 | 1.8 |
| 38 | 0.85 | 0.05 | 1.35 |
| 39 | 0.95 | 0.05 | 1.45 |
| 40 | 1.1 | 0.05 | 2.1 |
| 41 | 1.3 | 0.05 | 1.8 |
| 42 | 1.4 | 0.05 | 2.4 |
| 43 to 44 | 1.5 | 0.05 | 2.5 |
| 45 | 1.6 | 0.05 | 2.6 |
| 46 | 1.9 | 0.05 | 2.9 |
| 47 | 2 | 0.05 | 3 |
| 48 | -0.1 | 0.05 | 0.1 |

## 4 Computational experiments

The surrogate models used in BOA are built on variables and objective values that are scaled in $[0,1]$. The constraint values are scaled in $[-1,0]$ for violated constraints and in $[0,1]$ for satisfied ones. After every blackbox evaluation, the surrogate models are updated and a rescaling is performed. Similarly as performed in SO-MI, truncations are applied to the output values in order to avoid high variations of the surrogate values. Once the number of evaluated points is greater than twice the initial DOE size, the positive and negative constraint values are truncated to the median of the positive and the median of the negative constraint values respectively. Unlike what is done in SO-

MI, only the feasible objective values are truncated to their median once the number of feasible points evaluated is greater than twice the initial DOE size.

In order to lead numerical experiments, some parameters of BOA had to be set, in particular $\epsilon_{\max }, \sigma_{\text {inc }}, \rho, \lambda_{0}, k_{\text {feas }}$,threshold and $d_{\text {min }}$. To do this, a sensitivity analysis based on an experimental design of 27 points was performed. The latter consisted of 16 points from a Plackett-Burman design [59], added with 10 points from a space-filling algorithm and one point which corresponds to the middle of the considered bounds of the parameters. The Plackett-Burman design is used to investigate the main effects of the most important parameters as it detects linear correlations. It only uses the boundary values defined for the parameters to analyse. In practice, we initialize the parameters as follows: $\epsilon_{\max }=10^{-3}, \sigma_{\text {inc }}=1.1, \rho=0.5, \lambda_{0}=0.5$ and $k_{\text {feas }}=\max \left(\lceil 2 \cdot \sqrt{n}\rceil,\lceil 2 \cdot \sqrt{|J|\rceil})\right.$, threshold $=10^{-1}$. For the distance parameter setting, we choose $\Delta=\left\{5 \cdot 10^{-4}, 10^{-3}, 5 \cdot 10^{-3}, 10^{-2}, 5 \cdot 10^{-2}, 10^{-1}\right\}$ and $d_{\text {min }}$ is initialized using $\nu=3$, meaning $d_{\nu}=5 \cdot 10^{-3}$. The lower bound of the minimum distance, $\gamma$, is fixed during the optimization and its value is set according to the problem, as described in Sect. 2.1.3.

Our implementation of BOA uses MATLAB R2020b and the subproblems of the algorithm are solved using the MATLAB version of NOMAD v3.9.1 with the option ORTHO N+1 NEG. The latter showed good performance in [16] compared with the other direction types of Orthomads [2] both on continuous and mixed-integer optimization problems.

Two sets of experiments are considered with different evaluation budgets. The first one aims, in the one hand, at comparing different types of surrogate models and, on the other, at investigating the contribution of the parameter $\lambda$ in Phase I. The second set is given a higher budget and compares BOA with NOMAD on the problems from the literature and on the instances from Stellantis.

In the presentation of the results, we denote the types of surrogates cubic RBF, MARS, and the four kinds of kriging (Gaussian, exponential, Matérn $3 / 2$ and Matérn $5 / 2$ ) as follows: R, M, KG, KE, K3 and K5, respectively.

The construction of the RBF surrogates borrows from the dedicated part of the code of MISO that we adapted to our algorithm. MARS models are constructed using the ARESLab2 MATLAB toolbox [33]. Finally, Gaussian and exponential kriging models are built thanks to the DACE ${ }^{3}$ MATLAB toolbox 47). We implemented the correlation functions Matérn 3/2 and Matérn 5/2 embedded in the DACE framework. When applicable, the parameterization of the surrogates stems from preliminary experiments. Besides, we use ordinary kriging models, that is the deterministic mean is assumed to be an unknown constant value and is therefore estimated.

[^2]
### 4.1 Medium-budget experiments

In the first experiments, the performances of several implementations of BOA are evaluated on 30 runs performed, starting from different DOEs that are although common to all implementations, and with a blackbox evaluation budget of 200 . Each subproblem resolution inside BOA is done by NOMAD with a maximum of $25 \cdot n$ surrogate function evaluations. The performance is evaluated according to different measures starting with the number of runs out of the 30 launched that ended up with a feasible solution. The other measures used consider only the feasible runs and are the mean number of evaluations used to leave Phase I, the mean objective values after Phase I and Phase II, respectively, and the minimum feasible objective value found over all runs. Comparisons are done using the 19 problems from the literature.

### 4.1.1 Comparisons of surrogate models

Firstly, cubic RBF, MARS and the 4 types of kriging (Gaussian, exponential, Matérn $3 / 2$ and Matérn 5/2) are compared inside BOA. In the names of the columns, "Pb" stands for the problem name and $\mathcal{S}$ for the type of surrogate model. Tables 5, 6, 7 and 8 summarize the results for each family of problems, respectively on continuous, integer, mixed-integer and mixed-variable problems.

We first consider problems MV1 and C6 as there are no feasible results for all surrogates on these instances. Problem MV1, whose ratio of the feasible region is less than $10^{-4}$, is considered difficult to solve by 40. Indeed, the results show that kriging models hardly find feasible solutions on this problem, only the one using Matérn $3 / 2$ manages to find one. MARS has the best results on MV1 regarding all the considered performance measures. On C6, MARS was stopped due to long computational times. Moreover, globally longer computational times seem to be needed for the construction of MARS models. While kriging models performed badly on MV1, they have the best mean objective values on C6 and, especially, the use of Matérn $3 / 2$ gives the best mean objective values at the end of the optimization. Cubic RBF also exhibit good results on this problem and reaches the minimum feasible objective value among the surrogates.

On the other 17 problems, MARS followed by cubic RBF finds the highest number of feasible runs. These surrogates also globally reach the best qualities in solutions. It can be noted that MARS finds the global optimum on the 30 runs on I1, and so does cubic RBF on I2. On the contrary, considering each family of problems, exponential kriging reaches the lowest numbers of feasible runs. The difference with the other kriging types is especially noticeable on the integer problems I1 and I3 where it finds only 4 and 3 feasible runs respectively, whereas most runs are feasible for the others. Moreover, this kind of kriging globally finds the worst mean feasible objective values on mixed-integer and mixed-variable problems.

Table 5 Results on continuous problems for each surrogate type: number of feasible runs $\# F$, mean number of function evaluations to reach a feasible solution $N^{(I)}$, its standard deviation $\sigma_{N^{(I)}}$, mean first feasible objective value $f^{(I)}$, mean best feasible objective value $f^{(I I)}$, its standard deviation $\sigma_{f^{(I I)}}$ and minimum feasible objective value $f_{\min }^{(I I)}$ on the 30 runs. A star ${ }^{(*)}$ indicates that the experiment was stopped due to long computational times

| Pb | $\mathcal{S}$ | $\# F$ | $N^{(I)}$ | $\sigma_{N^{(I)}}$ | $f^{(I)}$ | $f^{(I I)}$ | $\sigma_{f^{(I I)}}$ | $f_{\min }^{(I I)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | R | 24 | 85.29 | 66.64 | -9.05 | -9.94 | 3.29 | -14.81 |
|  | M | 30 | 78.87 | 43.85 | -10.13 | -14.01 | 0.76 | -14.96 |
| C 1 | KG | 30 | 55.27 | 34.63 | -3.81 | -11.93 | 3.24 | -15.00 |
|  | KE | 16 | 73.56 | 43.17 | -3.99 | -13.92 | 1.97 | -15.00 |
|  | K 3 | 30 | 47.13 | 27.13 | -2.93 | -14.86 | 0.33 | -15.00 |
|  | K 5 | 30 | 47.13 | 29.39 | -1.79 | -14.49 | 1.07 | -15.00 |
|  | R | 30 | 38.07 | 10.88 | 126.93 | 26.09 | 1.01 | 24.94 |
|  | M | 30 | 44.37 | 14.61 | 211.78 | 33.44 | 5.10 | 28.37 |
| C 2 | KG | 30 | 32.87 | 7.18 | 239.72 | 26.80 | 1.22 | 25.02 |
|  | KE | 30 | 39.37 | 23.22 | 515.70 | 59.44 | 32.64 | 30.27 |
|  | K 3 | 30 | 31.47 | 6.37 | 344.95 | 27.31 | 1.38 | 25.42 |
|  | K | 30 | 29.37 | 6.07 | 296.91 | 27.07 | 1.29 | 25.06 |
|  | R | 30 | 43.87 | 17.12 | 1482.38 | 175.64 | 107.12 | 61.32 |
|  | M | 30 | 49.93 | 19.23 | 4936.40 | 316.14 | 289.76 | 65.75 |
| C 3 | KG | 30 | 68.27 | 19.60 | 4783.45 | 463.37 | 421.21 | 101.59 |
|  | KE | 30 | 71.73 | 27.78 | 8983.71 | 2312.13 | 2140.65 | 384.51 |
|  | K 3 | 30 | 56.73 | 13.06 | 4068.69 | 690.08 | 1310.29 | 144.48 |
|  | K 5 | 30 | 60.67 | 15.41 | 4507.89 | 436.88 | 240.44 | 66.50 |
|  | R | 20 | 140.95 | 34.23 | 100220.25 | 99202.03 | 422055.30 | 32.71 |
|  | M | 30 | 111.10 | 28.55 | 9722.38 | 4091.61 | 3709.92 | 6.76 |
| C 4 | KG | 21 | 115.43 | 33.49 | 1271738.01 | 154861.04 | 258460.79 | 15.10 |
|  | KE | 10 | 89.30 | 14.13 | 1686509.88 | 123967.71 | 206323.43 | 2275.04 |
|  | K 3 | 29 | 119.59 | 34.41 | 1003787.88 | 166552.78 | 289010.56 | 92.54 |
|  | K 5 | 25 | 126.12 | 35.38 | 1312627.27 | 612411.72 | 1916379.73 | 32.10 |
|  | R | 30 | 29.07 | 7.28 | 684.60 | 552.03 | 5.78 | 537.53 |
|  | M | 30 | 23.80 | 6.57 | 883.09 | 569.58 | 17.49 | 548.18 |
| C 5 | KG | 30 | 20.40 | 5.04 | 857.74 | 547.44 | 3.58 | 541.68 |
|  | KE | 30 | 20.10 | 4.60 | 871.21 | 562.82 | 11.49 | 548.02 |
|  | K 3 | 30 | 21.67 | 6.63 | 831.20 | 556.14 | 15.98 | 542.45 |
|  | K 5 | 30 | 20.77 | 5.79 | 831.13 | 554.01 | 10.56 | 541.79 |
|  | R | 30 | 57.63 | 8.24 | -4467.56 | -5292.86 | 220.87 | -5674.37 |
|  | M 6 | - | - | - | - | - | - | - |
|  | KG | 30 | 52.23 | 7.54 | -4583.62 | -5307.92 | 231.72 | -5598.43 |
|  | KE | 30 | 52.63 | 5.68 | -4530.97 | -5298.64 | 143.72 | -5601.75 |
|  | K 3 | 30 | 52.30 | 4.70 | -4510.78 | -5371.81 | 171.01 | -5663.18 |
|  | K 5 | 30 | 53.07 | 5.85 | -4563.47 | -5325.31 | 171.15 | -5657.87 |

### 4.1.2 Investigations on $\lambda$

The parameter $\lambda$ is used in the surrogate subproblem $O B J_{\text {PhaseI }}^{\lambda, \epsilon}$ to take into account the objective function in the first phase of BOA. The introduction of this parameter is a special feature of our algorithm by comparison with the other existing methods. The effects of $\lambda$ are investigated by comparing the performance of the proposed method when the parameter is classically used and when it equals 0 during all the optimization. To do so, cubic RBF models are considered in BOA as this type of model outperformed most of the

Table 6 Results on integer problems for each surrogate type: number of feasible runs $\# F$, mean number of function evaluations to reach a feasible solution $N^{(I)}$, its standard deviation $\sigma_{N^{(I)}}$, mean first feasible objective value $f^{(I)}$, mean best feasible objective value $f^{(I I)}$, its standard deviation $\sigma_{f(I I)}$ and minimum feasible objective value $f_{\min }^{(I I)}$ on the 30 runs.

| Pb | $\mathcal{S}$ | \#F | $N^{(I)}$ | $\sigma_{N(I)}$ | $f^{(I)}$ | $f^{(I I)}$ | $\sigma_{f(I I)}$ | $f_{\text {min }}^{(I I)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I1 | R | 30 | 32.20 | 15.58 | -11.27 | -14.17 | 1.29 | -15.00 |
|  | M | 30 | 37.00 | 14.20 | -12.93 | -15.00 | 0.00 | -15.00 |
|  | KG | 30 | 34.97 | 16.61 | -4.73 | -11.00 | 2.44 | -15.00 |
|  | KE | 4 | 114.00 | 73.87 | -8.25 | -10.75 | 1.50 | -12.00 |
|  | K3 | 26 | 37.65 | 28.83 | -5.35 | -11.35 | 2.23 | -15.00 |
|  | K5 | 26 | 32.50 | 15.30 | -5.15 | -11.00 | 2.40 | -15.00 |
| I2 | R | 30 | 34.20 | 4.84 | 20.67 | 13.00 | 0.00 | 13.00 |
|  | M | 30 | 54.57 | 25.39 | 20.30 | 15.97 | 3.67 | 13.00 |
|  | KG | 30 | 49.33 | 18.53 | 33.57 | 18.50 | 10.96 | 13.00 |
|  | KE | 30 | 45.47 | 21.83 | 29.07 | 17.07 | 7.07 | 13.00 |
|  | K3 | 30 | 47.90 | 31.25 | 26.63 | 16.17 | 7.05 | 13.00 |
|  | K5 | 30 | 47.87 | 25.91 | 30.67 | 18.57 | 10.99 | 13.00 |
| I3 | R | 30 | 39.40 | 28.96 | -43507.57 | -49971.70 | 109.17 | -50128.00 |
|  | M | 30 | 83.23 | 35.00 | -44050.30 | -50143.50 | 67.54 | -50200.00 |
|  | KG | 30 | 39.07 | 14.63 | -36306.83 | -50186.27 | 15.38 | -50200.00 |
|  | KE | 3 | 161.67 | 7.02 | -49958.00 | -50064.00 | 84.11 | -50159.00 |
|  | K3 | 29 | 45.48 | 8.91 | -38440.90 | -50183.41 | 20.83 | -50200.00 |
|  | K5 | 30 | 38.20 | 8.67 | -37572.90 | -50180.93 | 23.44 | -50200.00 |

others in the previous experiments of Sect.4.1.1 and it is computationally less expensive than MARS.

The same performance measures are used and presented in Table 9 for the 19 problems from the literature. In the surrogate column entitled $\mathcal{S}$, " $\mathrm{R}_{\lambda=0}$ " indicates the cubic RBF-based BOA that does not use $\lambda$.

Considering all problems except MV1, both variants are globally equivalent regarding the number of feasible runs. The use of $\lambda$ generally leads to more evaluations spent in Phase I but the objective values when exiting Phase I and Phase II are globally better. There can be a considerable difference in the quality of the solution as shown on problem C4: the mean objective value $f^{(I I)}$ of the traditional BOA is almost 3 times better than the variant that does not use $\lambda$.

Nevertheless, on two of the three integer problems tested, although the objective values after Phase I are better when $\lambda$ is used for the three of them, there are slight advantages at the end of the optimization regarding $f^{(I I)}$ when $\lambda=0$. The problems concerned are alterations of the same problem and only their bounds differ. This explains why the algorithm behaves similarly on them. The effect of $\lambda$ on these instances may be specific to the problems. Besides, the number of evaluations spent in Phase I for I1 and I3 is higher in the traditional BOA and, therefore, there are less evaluations left in Phase II for improving the solutions. In addition, considering the minimum feasible objective values among all runs, the absence of $\lambda$ leads to lower objective values on 10 of the problems.

Table 7 Results on mixed-integer problems for each surrogate type: number of feasible runs $\# F$, mean number of function evaluations to reach a feasible solution $N^{(I)}$, its standard deviation $\sigma_{N^{(I)}}$, mean first feasible objective value $f^{(I)}$, mean best feasible objective value $f^{(I I)}$, its standard deviation $\sigma_{f(I I)}$ and minimum feasible objective value $f_{\min }^{(I I)}$ on the 30 runs.

| Pb | $\mathcal{S}$ | \#F | $N^{(I)}$ | $\sigma_{N^{(I)}}$ | $f^{(I)}$ | $f^{(I I)}$ | $\sigma_{f(I I)}$ | $f_{\text {min }}^{(I I)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MI1 | R | 30 | 20.97 | 2.66 | -0.19 | -0.91 | 0.04 | -0.94 |
|  | M | 30 | 22.83 | 3.06 | -0.31 | -0.93 | 0.03 | -0.94 |
|  | KG | 30 | 29.10 | 12.29 | -0.25 | -0.92 | 0.05 | -0.95 |
|  | KE | 30 | 25.17 | 7.66 | -0.33 | -0.91 | 0.05 | -0.94 |
|  | K3 | 30 | 27.27 | 9.05 | -0.37 | -0.92 | 0.03 | -0.95 |
|  | K5 | 30 | 27.57 | 5.78 | -0.33 | -0.91 | 0.05 | -0.95 |
| MI2 | R | 30 | 19.90 | 4.37 | 14.81 | 5.90 | 0.31 | 4.73 |
|  | M | 30 | 23.53 | 9.50 | 13.07 | 5.80 | 0.23 | 4.59 |
|  | KG | 30 | 29.57 | 9.41 | 10.42 | 6.23 | 0.62 | 4.58 |
|  | KE | 26 | 52.73 | 40.01 | 10.70 | 8.04 | 1.61 | 5.83 |
|  | K3 | 30 | 27.73 | 9.74 | 11.23 | 6.62 | 0.74 | 5.82 |
|  | K5 | 30 | 31.47 | 9.22 | 9.14 | 6.27 | 0.55 | 5.15 |
| MI3 | R | 30 | 37.20 | 14.41 | -0.95 | -0.99968 | 0.00021 | -0.99988 |
|  | M | 30 | 38.63 | 14.09 | -0.54 | -0.99813 | 0.00188 | -0.99975 |
|  | KG | 30 | 51.03 | 35.79 | -0.88 | -0.99928 | 0.00133 | -0.99985 |
|  | KE | 23 | 49.35 | 32.23 | -0.83 | -0.99916 | 0.00151 | -0.99980 |
|  | K3 | 27 | 32.89 | 20.27 | -0.83 | -0.99944 | 0.00051 | -0.99988 |
|  | K5 | 24 | 30.08 | 13.43 | -0.87 | -0.99931 | 0.00146 | -0.99984 |
| MI4 | R | 30 | 41.10 | 10.16 | -0.96 | -0.99949 | 0.00034 | -0.99998 |
|  | M | 30 | 35.57 | 14.01 | -0.72 | -0.99928 | 0.00073 | -0.99991 |
|  | KG | 26 | 48.65 | 35.01 | -0.69 | -0.99734 | 0.01200 | -0.99999 |
|  | KE | 18 | 62.94 | 49.88 | -0.81 | -0.99592 | 0.01091 | -0.99999 |
|  | K3 | 28 | 49.00 | 33.75 | -0.75 | -0.99812 | 0.00418 | -0.99998 |
|  | K5 | 25 | 37.76 | 31.27 | -0.70 | -0.99889 | 0.00145 | -0.99999 |
| MI5 | R | 30 | 30.47 | 9.70 | 99190.66 | 61782.15 | 5174.17 | 58558.89 |
|  | M | 30 | 21.93 | 8.19 | 149128.59 | 64093.16 | 4638.25 | 56576.26 |
|  | KG | 30 | 35.07 | 12.10 | 112865.34 | 60907.19 | 3614.95 | 58652.64 |
|  | KE | 30 | 31.47 | 8.84 | 108068.20 | 63041.05 | 7340.51 | 58710.03 |
|  | K3 | 30 | 29.80 | 9.66 | 100686.43 | 60248.08 | 3424.47 | 58632.38 |
|  | K5 | 30 | 28.17 | 7.94 | 112179.49 | 59898.48 | 2883.39 | 58597.03 |
| MI6 | R | 30 | 22.83 | 3.71 | 23547.31 | 16989.35 | 29.34 | 16959.62 |
|  | M | 30 | 22.13 | 7.77 | 24184.04 | 17094.23 | 674.18 | 16959.18 |
|  | KG | 30 | 23.73 | 4.99 | 21710.40 | 16966.08 | 11.31 | 16958.33 |
|  | KE | 30 | 25.07 | 6.48 | 24557.69 | 18279.88 | 2095.08 | 16958.69 |
|  | K3 | 30 | 23.10 | 5.09 | 25701.99 | 16972.69 | 19.42 | 16958.55 |
|  | K5 | 30 | 23.90 | 6.38 | 23463.35 | 16967.75 | 15.35 | 16958.31 |

On MV1, the variant that does not use the tested parameter was stopped because the experiment was computationally too long. The use of $\lambda$ seems to help in the optimization of this hard problem.

The experiments show promising results regarding the utility of $\lambda$ in the problem formulation of Phase I. It globally leads to better $f^{(I I)}$ values.

Table 8 Results on mixed-variable problems for each surrogate type: number of feasible runs $\# F$, mean number of function evaluations to reach a feasible solution $N^{(I)}$, its standard deviation $\sigma_{N^{(I)}}$, mean first feasible objective value $f^{(I)}$, mean best feasible objective value $f^{(I I)}$, its standard deviation $\sigma_{f(I I)}$ and minimum feasible objective value $f_{\min }^{(I I)}$ on the 30 runs.

| Pb | $\mathcal{S}$ | \#F | $N^{(I)}$ | $\sigma_{N^{(I)}}$ | $f^{(I)}$ | $f^{(I I)}$ | $\sigma_{f(I I)}$ | $f_{\text {min }}^{(I I)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MV1 | R | 9 | 157.00 | 28.34 | 113.17 | 106.98 | 32.57 | 67.49 |
|  | M | 16 | 142.63 | 25.71 | 73.69 | 73.23 | 19.87 | 52.96 |
|  | KG | 0 | - | - | - | - | - | - |
|  | KE | 0 | - | - | - | - | - | - |
|  | K3 | 1 | 186.00 | 0.00 | 73.10 | 67.28 | 0.00 | 67.28 |
|  | K5 | 0 | - | - | - | - | - | - |
| MV2 | R | 30 | 31.97 | 7.84 | 210.93 | 33.06 | 4.89 | 31.43 |
|  | M | 30 | 28.20 | 7.45 | 451.54 | 35.37 | 2.51 | 32.53 |
|  | KG | 30 | 30.10 | 11.76 | 415.25 | 40.81 | 22.31 | 31.53 |
|  | KE | 27 | 33.67 | 23.56 | 638.59 | 93.34 | 67.74 | 32.72 |
|  | K3 | 30 | 29.93 | 20.31 | 288.77 | 43.11 | 22.07 | 31.49 |
|  | K5 | 30 | 27.57 | 12.43 | 309.46 | 36.24 | 8.75 | 31.44 |
| MV3 | R | 30 | 27.43 | 9.61 | 27.36 | 23.78 | 0.58 | 23.57 |
|  | M | 30 | 32.53 | 10.33 | 28.43 | 23.73 | 0.16 | 23.59 |
|  | KG | 30 | 28.57 | 11.07 | 29.67 | 23.79 | 0.30 | 23.58 |
|  | KE | 30 | 25.30 | 6.44 | 31.31 | 24.41 | 0.71 | 23.58 |
|  | K3 | 30 | 25.70 | 5.75 | 30.33 | 23.89 | 0.41 | 23.58 |
|  | K5 | 30 | 23.73 | 5.45 | 30.56 | 23.90 | 0.45 | 23.57 |
| MV4 | R | 30 | 19.17 | 2.68 | 79543.73 | 66962.58 | 1766.70 | 64430.08 |
|  | M | 30 | 17.20 | 1.30 | 89018.46 | 65948.35 | 1407.97 | 64414.72 |
|  | KG | 30 | 23.17 | 6.58 | 90982.70 | 67213.17 | 1819.30 | 64358.21 |
|  | KE | 30 | 22.63 | 5.53 | 86514.34 | 68573.29 | 2655.00 | 64478.30 |
|  | K3 | 30 | 20.93 | 4.56 | 88296.62 | 67347.29 | 2218.25 | 64392.13 |
|  | K5 | 30 | 21.83 | 4.76 | 85685.56 | 67467.49 | 1753.36 | 64425.09 |

### 4.2 Large-budget experiments

BOA used with cubic RBF surrogates is compared with two surrogate-assisted variants of NOMAD. To do so, cubic RBF and Gaussian kriging models are given to NOMAD v3.9.1 as external surrogates and are updated after each blackbox evaluation. Each run of NOMAD is given as starting point the first point of the initial DOE used for BOA, that is the first point of the SLHD. The truncation to the median is applied to NOMAD for the surrogate construction: it is applied to the constraints after $2 \cdot(n+1)$ blackbox evaluations, and to the feasible objective values when the number of feasible points evaluated is greater than $2 \cdot(n+1)$.

Note that external surrogates are not employed in NOMAD when it is used inside BOA since the subproblems tackled are already based on models of the blackbox functions. In this study, we only perform comparisons with variants of NOMAD using external surrogates. This choice conforms with the study of [4] where four ordering strategies for the poll step of NOMAD are compared. The results show that the strategies using external surrogates to choose the points to be evaluated in the poll perform better (in terms of the proportion of problems solved) than the two others that use the default quadratic model only

Table 9 Results on all problems for RBF surrogate with and without $\lambda$ : number of feasible runs $\# F$, mean number of function evaluations to reach a feasible solution $N^{(I)}$, its standard deviation $\sigma_{N^{(I)}}$, mean first feasible objective value $f^{(I)}$, mean best feasible objective value $f^{(I I)}$, its standard deviation $\sigma_{f(I I)}$ and minimum feasible objective value $f_{\min }^{(I I)}$ on the 30 runs. A star ${ }^{(*)}$ indicates that the experiment was stopped due to long computational times.

| Pb | $\mathcal{S}$ | \# $F$ | $N^{(I)}$ | $\sigma_{N^{(I)}}$ | $f^{(I)}$ | $f^{(I I)}$ | $\sigma_{f(I I)}$ | $f_{\text {min }}^{(I I)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C1 | R | 24 | 85.29 | 66.64 | -9.05 | -9.94 | 3.29 | -14.81 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 21.50 | 1.80 | -3.71 | -8.87 | 4.08 | -14.95 |
| C2 | R | 30 | 38.07 | 10.88 | 126.93 | 26.09 | 1.01 | 24.94 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 38.40 | 9.57 | 1231.45 | 26.10 | 0.81 | 24.85 |
| C3 | R | 30 | 43.87 | 17.12 | 1482.38 | 175.64 | 107.12 | 61.32 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 34.80 | 7.85 | 14444.98 | 198.63 | 130.02 | 57.50 |
| C4 | R | 20 | 140.95 | 34.23 | 100220.25 | 99202.03 | 422055.30 | 32.71 |
|  | $\mathrm{R}_{\lambda=0}$ | 19 | 121.95 | 47.99 | 949918.50 | 283360.89 | 658017.50 | 200.87 |
| C5 | R | 30 | 29.07 | 7.28 | 684.60 | 552.03 | 5.78 | 537.53 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 17.73 | 1.20 | 897.62 | 552.66 | 5.22 | 542.38 |
| C6 | R | 30 | 57.63 | 8.24 | -4467.56 | -5292.86 | 220.87 | -5674.37 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 57.73 | 10.25 | -4530.51 | -5306.63 | 174.03 | -5713.49 |
| I1 | R | 30 | 32.20 | 15.58 | -11.27 | -14.17 | 1.29 | -15.00 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 23.03 | 5.62 | -3.63 | -14.50 | 0.86 | -15.00 |
| I2 | R | 30 | 34.20 | 4.84 | 20.67 | 13.00 | 0.00 | 13.00 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 34.10 | 6.83 | 24.57 | 13.00 | 0.00 | 13.00 |
| I3 | R | 30 | 39.40 | 28.96 | -43507.57 | -49971.70 | 109.17 | -50128.00 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 35.20 | 18.25 | -23134.57 | -50018.80 | 120.62 | -50199.00 |
| MI1 | R | 30 | 20.97 | 2.66 | -0.19 | -0.91 | 0.04 | -0.94 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 19.27 | 1.53 | -0.10 | -0.91 | 0.03 | -0.95 |
| MI2 | R | 30 | 19.90 | 4.37 | 14.81 | 5.90 | 0.31 | 4.73 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 22.90 | 5.00 | 14.45 | 6.03 | 0.44 | 4.76 |
| MI3 | R | 30 | 37.20 | 14.41 | -0.95 | -0.99968 | 0.00021 | -0.99988 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 22.17 | 4.78 | -0.11 | -0.99966 | 0.00022 | -0.99987 |
| MI4 | R | 30 | 41.10 | 10.16 | -0.96 | -0.99949 | 0.00034 | -0.99998 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 21.97 | 4.91 | -0.47 | -0.99958 | 0.00046 | -0.99996 |
| MI5 | R | 30 | 30.47 | 9.70 | 99190.66 | 61782.15 | 5174.17 | 58558.89 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 19.23 | 2.27 | 166354.88 | 61734.22 | 5538.20 | 58545.80 |
| MI6 | R | 30 | 22.83 | 3.71 | 23547.31 | 16989.35 | 29.34 | 16959.62 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 25.30 | 7.37 | 34421.18 | 16984.71 | 37.35 | 16959.44 |
| MV1 | R | 9 | 157.00 | 28.34 | 113.17 | 106.98 | 32.57 | 67.49 |
|  | $\mathrm{R}_{\lambda=0}^{(*)}$ | - | - | - | - | - | - | - |
| MV2 | R | 30 | 31.97 | 7.84 | 210.93 | 33.06 | 4.89 | 31.43 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 33.20 | 9.28 | 1654.05 | 33.78 | 5.51 | 31.47 |
| MV3 | R | 30 | 27.43 | 9.61 | 27.36 | 23.78 | 0.58 | 23.57 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 19.27 | 1.66 | 36.19 | 23.64 | 0.10 | 23.54 |
| MV4 | R | 30 | 19.17 | 2.68 | 79543.73 | 66962.58 | 1766.70 | 64430.08 |
|  | $\mathrm{R}_{\lambda=0}$ | 30 | 17.23 | 1.28 | 98682.65 | 66789.78 | 1800.28 | 64392.92 |

and increasing angle with the last direction of success, respectively. In an earlier study [72], different subproblem formulations are compared on 20 problems from the literature and 2 simulation-based multidisciplinary problems showing equivalent or better performance of NOMAD when using surrogates other than the default quadratic model in the search step. In particular, significant advantages were observed on non-smooth, noisy, and non-convex problems.

In the following experiments, the blackbox evaluation budget is set at 400 and each subproblem resolution of BOA uses a maximum of $100 \cdot n$ surrogate evaluations. We denote $B_{R}$ the cubic RBF-based BOA and, respectively, $N_{R}$ and $\mathrm{N}_{\mathrm{K}}$ the NOMAD variants assisted with cubic RBF and Gaussian kriging.

### 4.2.1 Algorithm comparisons on benchmark problems

The first experiments with the larger evaluation budget are performed using the problems from the literature.

Table 10 presents the results on 18 of the problems as the two NOMAD variants did not find any feasible run on MV1 and BOA was stopped on this problem due to a long computational time (subsequent to the increase of the budget). The notation $\mathcal{A}$ stands for the type of algorithm used.

All algorithms find a similar number of feasible solutions on 4 of the 6 continuous problems and BOA performs better regarding the number of feasible runs on C 4 .

Note that on C1 the methods using cubic RBF models perform less than the kriging-based NOMAD regarding the number of feasible runs, suggesting that kriging better captures the complexity of this instance. Comparing the RBF-based methods on this problem, the results show a similar number of feasible runs and that BOA uses less blackbox evaluations to find the first feasible solution, moreover whose objective value is better on average, which is interesting for restricted evaluation budgets. The best solution from all runs on C1 was found by BOA.

On the integer problems, the number of feasible solutions found by BOA is greater or equal than those of NOMAD. Besides, BOA uses less evaluations to find a first feasible candidate solution, and the mean feasible objective values $f^{(I)}$ after Phase I are better. The standard deviations of the number of evaluations used in Phase I and that of the function values at the end of the optimization, $\sigma_{N^{(I)}}$ and $\sigma_{f^{(I I)}}$, respectively, are also smaller for BOA, suggesting more robust solutions for this algorithm. In particular, on the problem I2, BOA finds the same final solution for each of the 30 runs and it corresponds to the global minimum of the problem.

Regarding the mixed-integer problems, while the number of feasible runs is equivalent for all methods, BOA finds, on average, better objective values $f^{(I)}$ at the end of Phase I on most of the problems.

Finally, BOA behaves better on the 3 mixed-variable problems considered. Indeed, it always finds a feasible solution and the latter has on average better objective values after Phase I and Phase II, respectively, as well as the minimum objective function value of all runs $f_{\min }^{(I I)}$ is also smaller. There is, in particular, an important gap on the application problem MV4 on which all BOA runs are feasible against only 2 for NOMAD.

Thus, except on C1, BOA finds more feasible solutions on the continuous, integer and mixed-variable problems and is equivalent to both variants of NOMAD on the mixed-integer problems. Moreover, BOA is globally better on the mixed-variable problems considered.

Table 10 Results on 18 problems for BOA with RBF, NOMAD with RBF and NOMAD with KG: number of feasible runs $\# F$, mean number of function evaluations to reach a feasible solution $N^{(I)}$, its standard deviation $\sigma_{N^{(I)}}$, mean first feasible objective value $f^{(I)}$, mean best feasible objective value $f^{(I I)}$, its standard deviation $\sigma_{f^{(I I)}}$ and minimum feasible objective value $f_{\text {min }}^{(I I)}$ on the 30 runs.

| Pb | $\mathcal{A}$ | \#F | $N^{(I)}$ | $\sigma_{N^{(I)}}$ | $f^{(I)}$ | $f^{(I I)}$ | $\sigma_{f(I I)}$ | $f_{\text {min }}^{(I I)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C1 | $\mathrm{B}_{\mathrm{R}}$ | 18 | 113.61 | 115.73 | -9.89 | -10.09 | 3.59 | -14.99 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 19 | 177.68 | 94.39 | -4.27 | -11.95 | 2.15 | -14.06 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 27 | 211.19 | 88.39 | -3.69 | -10.72 | 2.86 | -14.53 |
| C2 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 45.80 | 19.10 | 52.68 | 24.82 | 0.71 | 24.33 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 177.77 | 63.63 | 926.49 | 101.51 | 103.95 | 30.72 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 30 | 181.70 | 61.52 | 630.81 | 78.06 | 54.80 | 31.91 |
| C3 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 61.70 | 40.51 | 1079.54 | 105.30 | 105.20 | 47.57 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 139.03 | 69.43 | 6662.72 | 1748.93 | 2573.30 | 76.16 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 29 | 146.28 | 70.25 | 7874.00 | 2526.50 | 3282.22 | 62.99 |
| C4 | $\mathrm{B}_{\mathrm{R}}$ | 25 | 186.00 | 71.53 | 5006.10 | 3877.70 | 4147.88 | 6.62 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 7 | 295.43 | 73.70 | 1480.99 | 1031.72 | 2637.85 | 0.38 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 10 | 245.70 | 108.96 | 42649.96 | 6679.82 | 16668.94 | 0.74 |
| C5 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 50.20 | 29.37 | 613.29 | 530.77 | 3.75 | 525.62 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 21.10 | 15.55 | 1040.14 | 619.79 | 50.90 | 557.09 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 30 | 21.43 | 15.62 | 1042.35 | 609.03 | 38.15 | 550.50 |
| C6 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 55.77 | 9.77 | -4435.25 | -5407.09 | 148.44 | -5642.83 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 56.83 | 51.49 | -4587.86 | -5425.54 | 124.31 | -5770.14 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 30 | 42.90 | 33.29 | -4634.85 | -5457.70 | 144.14 | -5825.52 |
| I1 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 27.97 | 9.28 | -12.17 | -14.80 | 0.61 | -15.00 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 22 | 220.36 | 110.92 | -6.73 | -14.18 | 1.74 | -15.00 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 23 | 208.09 | 108.30 | -6.96 | -14.04 | 1.58 | -15.00 |
| I2 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 36.93 | 10.94 | 19.90 | 13.00 | 0.00 | 13.00 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 84.60 | 66.00 | 20.27 | 13.20 | 0.76 | 13.00 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 30 | 75.93 | 57.12 | 20.80 | 13.20 | 0.76 | 13.00 |
| I3 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 36.03 | 33.46 | -44120.83 | -50046.83 | 102.62 | -50199.00 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 23 | 198.96 | 91.48 | -41986.39 | -50067.00 | 253.23 | -50200.00 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 25 | 231.76 | 80.64 | -42354.84 | -49622.92 | 1992.40 | -50200.00 |
| MI1 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 22.47 | 4.75 | -0.31 | -0.90 | 0.05 | -0.94 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 5.87 | 6.01 | -0.09 | -0.83 | 0.06 | -0.92 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 30 | 5.63 | 5.02 | -0.10 | -0.85 | 0.06 | -0.92 |
| MI2 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 29.47 | 49.03 | 14.84 | 6.10 | 0.58 | 5.54 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 54.93 | 24.36 | 14.01 | 6.49 | 1.02 | 4.64 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 30 | 59.47 | 28.51 | 12.71 | 5.74 | 0.66 | 4.63 |
| MI3 | $\mathrm{B}_{\mathrm{R}}$ | 29 | 60.62 | 32.88 | -0.98 | -0.99970 | 0.00017 | -0.99988 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 18.57 | 16.78 | -0.06 | -0.99917 | 0.00063 | -0.99983 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 30 | 23.30 | 30.99 | -0.11 | -0.99914 | 0.00058 | -0.99977 |
| MI4 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 56.33 | 36.63 | -0.93 | -0.99917 | 0.00065 | -0.99998 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 12.70 | 0.53 | -0.46 | -0.99996 | 0.00004 | -0.99999 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 30 | 12.70 | 0.53 | -0.46 | -0.99996 | 0.00005 | -0.99999 |
| MI5 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 55.53 | 24.46 | 73176.52 | 62192.92 | 5320.47 | 58505.73 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 92.50 | 53.86 | 133934.17 | 76819.02 | 10584.92 | 54844.21 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 30 | 97.77 | 71.98 | 143147.70 | 75466.98 | 10945.25 | 56623.22 |
| MI6 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 28.37 | 23.97 | 19714.63 | 16984.42 | 26.82 | 16958.23 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 47.43 | 24.64 | 27051.55 | 17042.98 | 144.22 | 16959.28 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 30 | 52.13 | 35.88 | 30589.19 | 17021.32 | 106.00 | 16962.30 |
| MV2 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 29.90 | 7.90 | 142.64 | 32.02 | 2.29 | 31.42 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 147.83 | 58.26 | 1035.47 | 85.38 | 64.41 | 35.16 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 30 | 157.53 | 55.40 | 872.32 | 90.61 | 107.76 | 35.58 |
| MV3 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 38.97 | 18.51 | 24.86 | 23.62 | 0.09 | 23.53 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 30 | 28.30 | 27.12 | 32.62 | 24.56 | 0.96 | 23.60 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 30 | 26.87 | 22.60 | 33.90 | 24.32 | 0.62 | 23.67 |
| MV4 | $\mathrm{B}_{\mathrm{R}}$ | 30 | 22.80 | 7.13 | 75047.08 | 66812.74 | 2040.08 | 64335.74 |
|  | $\mathrm{N}_{\mathrm{R}}$ | 2 | 62.00 | 2.83 | 97030.00 | 70671.61 | 1229.81 | 69802.00 |
|  | $\mathrm{N}_{\mathrm{K}}$ | 2 | 126.50 | 16.26 | 75033.07 | 66892.43 | 836.45 | 66300.98 |

### 4.2.2 Algorithm comparisons on RSMLateralCrash in parallel mode

The methods tested in Sect. 4.2.1 are used on the RSM-based lateral crash study from Stellantis.

In order to reduce the total computational time of the optimization, the parallel version of BOA is used. For the same reason, block evaluations are allowed in both variants of NOMAD. The maximum number of parallel blackbox evaluations is set at 25 in BOA and NOMAD, and two runs are performed for each method.

Note that BOA performs the maximum number of parallel blackbox evaluations allowed at each iteration, and possibly less only at the last evaluation to not exceed the evaluation budget. Differently, NOMAD does not use the whole parallelization capacity at every iteration and can exceed the evaluation budget at its last iteration. Possible extra evaluations are not considered in the analyses.

Figures 1 and 2 present the evolution of the best feasible objective values for each method during the first and second run, respectively. The results are also summarized in Table 11 for each run. The number of blackbox evaluations to reach a feasible solution $\left(N^{(I)}\right)$ is computed as the number of expensive evaluations performed at the end of the batch to which the feasible point belongs to.

Comparing the parallel methods, during the first run, NOMAD uses less evaluations to find a feasible solution, as shown in the lines of "run 1" of Table 11. This is partly due to the fact that BOA does not start with a single point but with a DOE with points chosen infeasible. Nonetheless, a gap in the objective values is observed on Fig. 1 when BOA finds its first feasible solution: 0.051 against 0.054 for both NOMAD with RBF and kriging. During the last fourth of the evaluations, the RBF-assisted NOMAD performs better than BOA.

Considering now the second run presented on Fig. 2 and in the lines corresponding to "run 2" in Table 11, there are clear gaps in the performance of the three solvers. The kriging-assisted NOMAD is effective in finding a feasible solution and performs better than the RBF-assisted NOMAD. The latter is outperformed by the other methods. BOA outperforms the surrogate-assisted NOMAD solvers as soon as it finds a feasible solution.

In both runs, although the plots corresponding to BOA start with a clear advantage on the objective value, the decrease seems globally slower than in NOMAD.

### 4.2.3 Algorithm comparisons on RSMLateralCrash in sequential mode

In order to see how parallelization affects the performance of the algorithms, one run with the classical sequential versions was also performed for each of them.

The comparison of the three methods is depicted in Figure 3 for the evolution of the best feasible objective values and summarized in Table 12 . The


Fig. 1 Evolution of the best feasible objective values of RSMLateralCrash according to the number of evaluations for "run 1" of parallel BOA with cubic RBF $\left(\mathrm{B}_{\mathrm{R}}^{(\mathrm{p})}\right)$, parallel NOMAD with cubic RBF ( $\mathrm{N}_{\mathrm{R}}^{(\mathrm{p})}$ ) and parallel NOMAD with Gaussian kriging $\left(\mathrm{N}_{\mathrm{K}}^{(\mathrm{p})}\right.$ ).


Fig. 2 Evolution of the best feasible objective values of RSMLateralCrash according to the number of evaluations for "run 2" of parallel BOA with cubic RBF $\left(\mathrm{B}_{\mathrm{R}}^{(\mathrm{p})}\right)$, parallel NOMAD with cubic $\operatorname{RBF}\left(\mathrm{N}_{\mathrm{R}}^{(\mathrm{p})}\right.$ ) and parallel NOMAD with Gaussian kriging $\left(\mathrm{N}_{\mathrm{K}}^{(\mathrm{p})}\right.$ ).
results of NOMAD are identical to those of the case using the block evaluation option. Thus, the parallelization does not seem to affect the performance of NOMAD on this problem. The situation is different for BOA whose internal strategy is modified to deal with simultaneous blackbox calls. In this setting, BOA outperforms NOMAD and both the first and best feasible solutions of BOA have better objective values than those found by the two variants of NOMAD.

Focusing on BOA, Figure 4 depicts the results for one run of the classical sequential version of BOA used with cubic RBF compared with its parallel

Table 11 Results for each run on RSMLateralCrash for parallel BOA with RBF ( $\mathrm{B}_{\mathrm{R}}^{(\mathrm{p})}$ ), parallel NOMAD with cubic RBF ( $\mathrm{N}_{\mathrm{R}}^{(\mathrm{p})}$ ) and parallel NOMAD with Gaussian kriging ( $\mathrm{N}_{\mathrm{K}}^{(\mathrm{p})}$ ): number of function evaluations to reach a feasible solution $N^{(I)}$, first feasible objective value $f^{(I)}$ and best feasible objective value $f^{(I I)}$.

| Run | $\mathcal{A}$ | $N^{(I)}$ | $f^{(I)}$ | $f^{(I I)}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{~B}_{\mathrm{R}}^{(\mathrm{p})}$ | 152 | 0.051 | 0.050 |
|  | $\mathrm{~N}_{\mathrm{R}}^{(\mathrm{p})}$ | 71 | 0.054 | 0.049 |
|  | $\mathrm{~N}_{\mathrm{K}}^{(\mathrm{p})}$ | 114 | 0.054 | 0.051 |
| 2 | $\mathrm{~B}_{\mathrm{R}}^{(\mathrm{p})}$ | 127 | 0.050 | 0.050 |
|  | $\mathrm{~N}_{\mathrm{R}}^{(\mathrm{p})}$ | 207 | 0.057 | 0.055 |
|  | $\mathrm{~N}_{\mathrm{K}}^{(\mathrm{p})}$ | 54 | 0.058 | 0.051 |

Table 12 Results for one run on RSMLateralCrash for BOA with cubic RBF ( $\mathrm{B}_{\mathrm{R}}$ ), NOMAD with cubic RBF ( $\mathrm{N}_{\mathrm{R}}$ ) and NOMAD with Gaussian kriging ( $\mathrm{N}_{\mathrm{K}}$ ): number of function evaluations to reach a feasible solution $N^{(I)}$, first feasible objective value $f^{(I)}$ and best feasible objective value $f^{(I I)}$.

| $\mathcal{A}$ | $N^{(I)}$ | $f^{(I)}$ | $f^{(I I)}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{B}_{\mathrm{R}}$ | 97 | 0.047 | 0.047 |
| $\mathrm{~N}_{\mathrm{R}}$ | 71 | 0.054 | 0.049 |
| $\mathrm{~N}_{\mathrm{K}}$ | 114 | 0.054 | 0.051 |



Fig. 3 Evolution of the best feasible objective values of RSMLateralCrash according to the number of evaluations for one run of BOA with cubic RBF ( $B_{R}$ ), NOMAD with cubic RBF $\left(\mathrm{N}_{\mathrm{R}}\right)$ and NOMAD with Gaussian kriging $\left(\mathrm{N}_{\mathrm{K}}\right)$.
version. The sequential version needs less evaluations to leave Phase I and the feasible objective value of the best candidate is better than in the parallel version. Thus, the parallel resolution of the subproblems reduces the performance of the algorithm. This is partly due to a higher quality of the surrogate in the sequential strategy where it is updated after each expensive evaluation. On this optimization problem where the costs of the blackbox calls are significantly shortened as it uses surrogates instead of the expensive finite element
simulations, the total computational time was however reduced by two days thanks to the use of parallel evaluations (from approximately 9 to 7 calculation days).


Fig. 4 Evolution of the best feasible objective values of RSMLateralCrash according to the number of evaluations for one run of BOA with cubic $R B F\left(B_{R}\right)$ and the parallel version $\left(\mathrm{B}_{\mathrm{R}}^{(\mathrm{p})}\right)$.

### 4.2.4 Algorithm comparisons on LateralCrash

The parallel versions of BOA using cubic RBF and cubic RBF-assisted NOMAD are tested on the lateral crash design problem from Stellantis. This problem is computationally very expensive as it makes use of finite element simulations of the vehicle and each call takes more than 12 hours. As a solution is commonly desired in a time window of two weeks, assuming that the time needed by a solver to generate a new candidate point is negligible, only a maximum of 28 evaluations are possible in a sequential mode, hence the need to evaluate candidate solutions in parallel. Furthermore, failures are frequently observed in vehicle simulations, which constitutes an additional challenge.

One run of parallel BOA is performed starting from an initial DOE that consists of 72 infeasible points generated with the same strategy used in the previous experiments. To cope with the long computational times, the maximum number of surrogate evaluations for each subproblem resolution is set to $50 \cdot n$ and block surrogate evaluations of maximum 50 points are allowed. One run of cubic RBF-assisted NOMAD is also performed where block evaluations are enabled. For both methods, the capacity of parallel blackbox evaluations is kept at 25 and the total blackbox evaluation budget is set at 400 .

The run performed with the parallel version of NOMAD turned out to be infeasible: no feasible solution was found within the budget of 400 evaluations.

On the contrary, parallel BOA successfully completed its Phase I and found several feasible solutions.

The evolution of the best feasible objective values for parallel BOA using cubic RBF is presented in Figure 5 and Table 13 summarizes the results. The best solution of the initial DOE corresponds to an infeasible mass of 90.017 kg and a best sum of squared constraint violations of $1.553 \cdot 10^{5}$. A feasible solution is found after 222 blackbox evaluations and the best feasible mass obtained at the end of the evaluation budget is 75.719 kg . Hence, despite the difficulty of this mixed-variable problem with 48 variables and 64 inequality constraints, parallel BOA reached a feasible solution after only 6 iterations. Indeed, the algorithm first evaluates the initial DOE before entering any phase, so $222-72=150$ expensive evaluations are actually performed during Phase I, which corresponds to 6 batches of blackbox evaluations. Moreover, note that 31 failures of the blackbox occurred during the optimization but they did not stop BOA as its design comprises the handling of such hidden constraints.

| $\mathcal{S}$ | $N^{(I)}$ | $f^{(I)}$ | $f^{(I I)}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{B}_{\mathrm{R}}^{(\mathrm{p})}$ | 222 | 75.998 | 75.719 |

Table 13 Results for one run on LateralCrash for parallel BOA with $\operatorname{RBF}\left(\mathrm{B}_{\mathrm{R}}^{(\mathrm{p})}\right)$ : number of function evaluations to reach a feasible solution $N^{(I)}$, first feasible objective value $f^{(I)}$ and best feasible objective value $f^{(I I)}$.


Fig. 5 Evolution of the best feasible objective values of LateralCrash according to the number of evaluations for one run of parallel BOA with $\operatorname{RBF}\left(\mathrm{B}_{\mathrm{R}}^{(\mathrm{p})}\right)$.

## 5 Conclusion

This paper presents a new surrogate-based generic method for solving expensive constrained blackbox optimization problems with mixed variables. The developed algorithm, entitled BOA, is flexible in terms of the type of models used or the solver used on its subproblems, and does not need feasible initial points thanks to its two-phase structure.

An extension of BOA for parallel evaluations is also described for real-world applications where launching batches of evaluations is essential to expect a reasonably good solution in a restricted time.

The results for different numerical experiments have been presented, using constrained optimization problems with more than 10 variables and up to 48. First comparisons of six kinds of surrogate models used for the subproblems of BOA are performed on 19 problems from the literature, including applications. They exhibit globally better performance of MARS and cubic RBF in terms of mean number of evaluations to reach a feasible solution and quality of the solution. In practice, the construction of MARS models is however computationally longer. Among the kriging types tested, the use of exponential correlation functions seems unfavourable in the presence of discrete variables.

Other experiments investigate the parameter $\lambda$ that takes into account the objective value in the search of a feasible candidate solution. Comparing cubic RBF-based BOA with and without $\lambda$ shows generally lower objective values at the end of Phase I when the parameter is used but more evaluations are performed in this phase of the algorithm. In general, however, the solution obtained at the end of the optimization is still better with $\lambda$.

Then, BOA using cubic RBF is compared with two surrogate-assisted NOMAD variants and using a higher evaluation budget. The results on the literature problems show an equivalent ability of the three methods to find feasible solutions on mixed-integer problems and a higher performance of BOA on the other types of problems. Regarding the quality of the solution, BOA globally finds lower objective values than the RBF- and kriging-assisted NOMAD. These methods are also tested on two automotive problems encountered at Stellantis.

On the response surface-based pole lateral crash problem, two runs are performed using parallel versions of each solver. They show that the first feasible solutions found by BOA have better objective values than the current best solutions of NOMAD variants at the corresponding number of evaluations. However, the number of evaluations used to find a feasible solution is better for at least one of the two NOMAD variants. On the final solutions identified, BOA is competitive or better than NOMAD. Comparing sequential and parallel versions of the three solvers on one run, the performance of NOMAD is unchanged whereas BOA outperforms its parallel extension both on the number of evaluations used in Phase I and on the best solution found.

Furthermore, BOA using parallel evaluations and cubic RBF was successfully applied to a real-world high-dimensional optimization problem from the automotive group Stellantis. Starting from an infeasible DOE, the optimiza-
tion reached a feasible solution in 6 iterations only and successfully managed the failures of the blackbox. On this problem NOMAD, also used with parallel evaluations and cubic RBF, did not find a feasible solution.

As a summary, this study exhibits an efficiency of the first phase of BOA in finding good feasible solutions and shows advantages of the method in a context of restricted evaluation budgets, which is often the case in industry. It can be considered as a relevant method for solving real-world expensive blackbox optimization problems with mixed variables and inequality constraints. A better decrease of the objective value should be possible with improvements of the second phase of the algorithm, for instance by considering alternative formulations of the corresponding subproblem. Besides, a specific handling for categorical variables and handling of the presence of noise in the blackbox functions is a matter for future work.
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## A Formulations of the test problems

## A. 1 Problem C1 19

This is the well-known G01 benchmark problem.

$$
\left\{\begin{array}{l}
\min 5 \sum_{i=1}^{4} x_{i}-5 \sum_{i=1}^{4} x_{i}^{2}-\sum_{i=5}^{13} x_{i} \\
\text { subject to } \\
2 x_{1}+2 x_{2}+x_{10}+x_{11}-10 \leq 0 \\
2 x_{1}+2 x_{3}+x_{10}+x_{12}-10 \leq 0 \\
2 x_{2}+2 x_{3}+x_{11}+x_{12}-10 \leq 0 \\
-8 x_{1}+x_{10} \leq 0 \\
-8 x_{2}+x_{11} \leq 0 \\
-8 x_{3}+x_{12} \leq 0 \\
-2 x_{4}-x_{5}+x_{10} \leq 0 \\
-2 x_{6}-x_{7}+x_{11} \leq 0 \\
-2 x_{8}-x_{9}+x_{12} \leq 0 \\
x_{i} \in[0,1], i=1,2, \ldots, 9,13 \\
x_{i} \in[0,100], i=10,11,12
\end{array}\right.
$$

## A. 2 Problem C2 30]

This is the well-known G07 benchmark problem.

```
\(\left(\min x_{1}^{2}+x_{2}^{2}+x_{1} x_{2}-14 x_{1}-16 x_{2}+\left(x_{3}-10\right)^{2}+4\left(x_{4}-5\right)^{2}+\left(x_{5}-3\right)^{2}+2\left(x_{6}-1\right)^{2}\right.\)
    \(+5 x_{7}^{2}+7\left(x_{8}-11\right)^{2}+2\left(x_{9}-10\right)^{2}+\left(x_{10}-7\right)^{2}+45\)
    subject to
        \(-105+4 x_{1}+5 x_{2}-3 x_{7}+9 x_{8} \leq 0\)
        \(10 x_{1}-8 x_{2}-17 x_{7}+2 x_{8} \leq 0\)
        \(-8 x_{1}+2 x_{2}+5 x_{9}-2 x_{10}-12 \leq 0\)
        \(3\left(x_{1}-2\right)^{2}+4\left(x_{2}-3\right)^{2}+2 x_{3}^{2}-7 x_{4}-120 \leq 0\)
        \(5 x_{1}^{2}+8 x_{2}+\left(x_{3}-6\right)^{2}-2 x_{4}-40 \leq 0\)
        \(x_{1}^{2}+2\left(x_{2}-2\right)^{2}-2 x_{1} x_{2}+14 x_{5}-6 x_{6} \leq 0\)
        \(0.5\left(x_{1}-8\right)^{2}+2\left(x_{2}-4\right)^{2}+3 x_{5}^{2}-x_{6}-30 \leq 0\)
        \(-3 x_{1}+6 x_{2}+12\left(x_{9}-8\right)^{2}-7 x_{10} \leq 0\)
\(x_{i} \in[-10,10], i=1,2, \ldots, 10\).
```


## A. 3 Problem C3 [29]

This is the well-known G19 benchmark problem.

$$
a=\left[\begin{array}{ccccc}
16 & 2 & 0 & 1 & 0 \\
0 & -2 & 0 & 0.4 & 2 \\
-3.5 & 0 & 2 & 0 & 0 \\
0 & -2 & 0 & -4 & -1 \\
0 & -9 & -2 & 1 & -2.8 \\
2 & 0 & -4 & 0 & 0 \\
-1 & -1 & -1 & -1 & -1 \\
-1 & -2 & -3 & -2 & -1 \\
1 & 2 & 3 & 4 & 5 \\
1 & 1 & 1 & 1 & 1
\end{array}\right] b=\left[\begin{array}{c}
-40 \\
-2 \\
-0.25 \\
-4 \\
-4 \\
-1 \\
-40 \\
-60 \\
5 \\
1
\end{array}\right] c=\left[\begin{array}{ccccc}
30 & -20 & -10 & 32 & -10 \\
-20 & 39 & -6 & -31 & 32 \\
-10 & -6 & 10 & -6 & -10 \\
32 & -31 & -6 & 39 & -20 \\
-10 & 32 & -10 & -20 & 30
\end{array}\right] d=\left[\begin{array}{c}
4 \\
8 \\
10 \\
6 \\
2
\end{array}\right] e=\left[\begin{array}{l}
-15 \\
-27 \\
-36 \\
-18 \\
-12
\end{array}\right]
$$

$$
\left\{\begin{array}{l}
\min \sum_{j=1}^{5} \sum_{i=1}^{5} c_{i j} x_{(10+i)} x_{(10+j)}+2 \sum_{i=1}^{5} d_{i} x_{(10+i)}^{3}-\sum_{i=1}^{10} b_{i} x_{i} \\
\text { subject to } \\
-2 \sum_{i=1}^{5} c_{i j} x_{(10+i)}-3 d_{j} x_{(10+j)}^{2}-e_{j}+\sum_{i=1}^{10} a_{i j} x_{i} \leq 0, j=1,2, \ldots, 5 \\
x_{i} \in[0,10], \quad i=1,2, \ldots, 15 .
\end{array}\right.
$$

A. 4 Problem C4 [58,57,40]: optimal design of an industrial refrigeration system

A design problem expressed as a non-linear inequality constrained optimization problem.

```
( \(\min 63098.88 x_{2} x_{4} x_{12}+5441.5 x_{2}^{2} x_{12}+115055.5 x_{2}^{1.664} x_{6}+\)
    \(6172.27 x_{2}^{2} x_{6}+63098.88 x_{1} x_{3} x_{11}+5441.5 x_{1}^{2} x_{11}+115055.5 x_{1}^{1.664} x_{5}\)
    \(+6172.27 x_{1}^{2} x_{5}+140.53 x_{1} x_{11}+281.29 x_{3} x_{11}+70.26 x_{1}^{2}+281.29 x_{1} x_{3}\)
    \(+281.29 x_{3}^{2}+14437 x_{8}^{1.8812} x_{12}^{0.3424} x_{10} x_{14}^{-1} x_{1}^{2} x_{7} x_{9}^{-1}+20470.2 x_{7}^{2.893} x_{11}^{0.316} x_{1}^{2}\)
subject to
\(1.524 x_{7}^{-1}-1 \leq 0\)
\(1.524 x_{8}^{-1}-1 \leq 0\)
\(0.07789 x_{1}-2 x_{7}^{-1} x_{9}-1 \leq 0\)
\(7.05305 x_{9}^{-1} x_{1}^{2} x_{10} x_{8}^{-1} x_{2}^{-1} x_{14}^{-1}-1 \leq 0\)
\(0.0833 x_{13}^{-1} x_{14}-1 \leq 0\)
\(47.136 x_{2}^{0.333} x_{10}^{-1} x_{12}-1.333 x_{8} x_{13}^{2.1195}+62.08 x_{13}^{2.1195} x_{12}^{-1} x_{8}^{0.2} x_{10}^{-1}-1 \leq 0\)
\(0.04771 x_{10} x_{8}^{1.8812} x_{12}^{0.3424}-1 \leq 0\)
\(0.0488 x_{9} x_{7}^{1.893} x_{11}^{0.316}-1 \leq 0\)
\(0.0099 x_{1} x_{3}^{-1}-1 \leq 0\)
\(0.0193 x_{2} x_{4}^{-1}-1 \leq 0\)
\(0.0298 x_{1} x_{5}^{-1}-1 \leq 0\)
\(0.056 x_{2} x_{6}^{-1}-1 \leq 0\)
\(2 x_{9}^{-1}-1 \leq 0\)
\(2 x_{10}^{-1}-1 \leq 0\)
\(x_{12} x_{11}^{-1}-1 \leq 0\)
\(x_{i} \in[0.001,5], i=1,2, \ldots, 14\).
```


## A. 5 Problem C5 24,40: 10-bar truss design

The aim is to minimize the weight of a truss structure subject to frequency constraints. The truss is represented as a finite element structure that has 10 two-dimensional bar elements and 6 nodes.

$$
\left\{\begin{array}{l}
\min f(\bar{x})=\sum_{i=1}^{10} L_{i} \rho A_{i} \\
\text { subject to } \\
\frac{7}{\omega_{1}(\bar{x})}-1 \leq 0 \\
\frac{15}{\omega_{2}(\bar{x})}-1 \leq 0 \\
\frac{20}{\omega_{3}(\bar{x})}-1 \leq 0
\end{array}\right.
$$

with bounds:

$$
A_{i} \in\left[6.45 \cdot 10^{-5}, 5 \cdot 10^{-3}\right], i=1,2, \ldots, 10
$$

where

$$
\begin{gathered}
\bar{x}=\left\{A_{1}, A_{2}, \ldots, A_{10}\right\}, \rho=2770, \\
L_{i}= \begin{cases}9.144 & \text { if } i \leq 6 \\
9.144 \cdot \sqrt{2} & \text { otherwise. }\end{cases}
\end{gathered}
$$

The functions $\omega_{1}(\bar{x}), \omega_{2}(\bar{x})$ and $\omega_{3}(\bar{x})$ are computed from matrices $K$ and $M$, that need to be assembled from smaller matrices, and their lowest eigenvalues.

Let

$$
M^{(i)}=\frac{1}{6} \rho L_{i} A_{i}\left[\begin{array}{llll}
2 & 0 & 1 & 0 \\
0 & 2 & 0 & 1 \\
1 & 0 & 2 & 0 \\
0 & 1 & 0 & 2
\end{array}\right] \text { and } K^{(i)}=\frac{E A_{i}}{L_{i}^{3}}\left[\begin{array}{cccc}
-l_{i} m_{i} & -m_{i}^{2} & l_{i} m_{i} & m_{i}^{2} \\
-l_{i}^{2} & -l_{i} m_{i} & l_{i}^{2} & l_{i} m_{i} \\
l_{i} m_{i} & m_{i}^{2} & -l_{i} m_{i} & -m_{i}^{2} \\
l_{i}^{2} & l_{i} m_{i} & -l_{i}^{2} & -l_{i} m_{i}
\end{array}\right]
$$

with

$$
E=6.98 \cdot 10^{10}, l_{i}=\left\{\begin{array}{ll}
0 & \text { if } i \in\{5,6\} \\
9.144 & \text { otherwise }
\end{array} \text { and } m_{i}= \begin{cases}0 & \text { if } i \leq 4 \\
-9.144 & \text { if } i \in\{7,9\} \\
9.144 & \text { otherwise }\end{cases}\right.
$$

Let $\mathcal{I}=\left[\begin{array}{cccc}5 & 6 & 9 & 10 \\ 1 & 2 & 5 & 6 \\ 7 & 8 & 11 & 12 \\ 3 & 4 & 7 & 8 \\ 5 & 6 & 7 & 8 \\ 1 & 2 & 3 & 4 \\ 7 & 8 & 9 & 10 \\ 5 & 6 & 11 & 12 \\ 3 & 4 & 5 & 6 \\ 1 & 2 & 7 & 8\end{array}\right]$, we denote $\mathcal{I}_{i,:}=\left[\mathcal{I}_{i, 1} \mathcal{I}_{i, 2} \mathcal{I}_{i, 3} \mathcal{I}_{i, 4}\right]$, the $i^{\text {th }}$ line of $\mathcal{I}$ where, for all $j \in\{1,2,3,4\}, \mathcal{I}_{i, j}$ is the element of the $i^{\text {th }}$ line and $j^{\text {th }}$ column of $\mathcal{I}$.

Let $A \in \mathbb{R}^{12 \times 12}$ be a real square matrix, and $v=\left[\begin{array}{llll}a & b & c & d\end{array}\right]$ be a line vector with
$\{a, b, c, d\} \in\{1,2, \ldots, 12\}^{4}$, we denote $A[v]=A\left[\begin{array}{llll}a & b & c & d\end{array}\right]=\left[\begin{array}{llll}A_{a a} & A_{a b} & A_{a c} & A_{a d} \\ A_{b a} & A_{b b} & A_{b c} & A_{b d} \\ A_{c a} & A_{c b} & A_{c c} & A_{c d} \\ A_{d a} & A_{d b} & A_{d c} & A_{d d}\end{array}\right]$.
The following procedure describes how $\omega_{1}(\bar{x}), \omega_{2}(\bar{x})$ and $\omega_{3}(\bar{x})$ are computed:

```
Algorithm 5: Compute \(\omega_{1}, \omega_{2}\) and \(\omega_{3}\)
    Given \(\forall i \in\{1,2, \ldots, 10\}, M^{(i)}, K^{(i)}\)
    Given \(\mathcal{I}\),
    Initialize \(K \leftarrow\left[\begin{array}{ccc}0 & \ldots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ldots & 0\end{array}\right], M \leftarrow\left[\begin{array}{ccc}0 & \ldots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ldots & 0\end{array}\right]\)
    for each \(i \in\{1,2, \ldots, 10\}\) do
        \(K\left[\mathcal{I}_{i,:}\right] \leftarrow K\left[\mathcal{I}_{i,:}\right]+K^{(i)}\)
        \(M\left[\mathcal{I}_{i,:}\right] \leftarrow M\left[\mathcal{I}_{i,:}\right]+M^{(i)}\)
    Get the 3 smallest eigenvalues \(\mathcal{L}_{1}, \mathcal{L}_{2}\) and \(\mathcal{L}_{3}\) of \(K\) and \(M\) such that \(\mathcal{L}_{1} \leq \mathcal{L}_{2} \leq \mathcal{L}_{3}\)
    for each \(j \in\{1,2,3\}\) do
        \(\omega_{j}(\bar{x}) \leftarrow \frac{\mathcal{L}_{j}}{2 \pi}\)
    Return \(\omega_{1}(\bar{x}), \omega_{2}(\bar{x})\) and \(\omega_{3}(\bar{x})\).
```


## A. 6 Problem C6 79,40]: wind farm layout problem

The objective is to minimize the opposite sum of the expected power output of each wind turbine $i$ with minimum distance constraints between the wind turbines. The optimization problem is as follows:

$$
\left\{\begin{array}{l}
\min -\sum_{i=1}^{N} E\left(P_{i}\right) \\
\text { subject to } \\
5 R-\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}} \leq 0, j=1,2, \ldots, N \text { and } j \neq i
\end{array}\right.
$$

where
$\underline{x}+R \leq x_{i} \leq \bar{x}-R$ and $\underline{y}+R \leq y_{i} \leq \bar{y}-R, \forall i=1,2, \ldots, N$, with $N=15$,
$\underline{x}=\left[\begin{array}{lll}0 & 0 & \ldots\end{array}\right]^{\top}$ and $\underline{y}=\left[_{0} 0 \ldots \ldots 0\right]^{\top}$ are lower bounds for all components of $x$ and $y$,
respectively,
$\bar{x}=[20002000 \ldots 2000]^{\top}$ and $\bar{y}=[20002000 \ldots 2000]^{\top}$ are upper bounds for all com-
ponents of $x$ and $y$ respectively.

$$
\begin{aligned}
& E\left(P_{i}\right)=\sum_{n=1}^{h} \xi_{n}\left\{P _ { r } \left(e^{-\left(\nu_{r} / c_{i}^{\prime}\left(\left(\theta_{n-1}+\theta_{n}\right) / 2\right)\right)^{k_{i}\left(\left(\theta_{n-1}+\theta_{n}\right) / 2\right)}}-e^{\left.-\left(\nu_{c o} / c_{i}^{\prime}\left(\left(\theta_{n-1}+\theta_{n}\right) / 2\right)\right)^{k_{i}\left(\left(\theta_{n-1}+\theta_{n}\right) / 2\right)}\right)}\right.\right. \\
& +\sum_{j=1}^{s}\left(e^{-\left(\nu_{j-1} / c_{i}^{\prime}\left(\left(\theta_{n-1}+\theta_{n}\right) / 2\right)\right)^{k_{i}\left(\left(\theta_{n-1}+\theta_{n}\right) / 2\right)}}-e^{\left.\left.-\left(\nu_{j} / c_{i}^{\prime}\left(\left(\theta_{n-1}+\theta_{n}\right) / 2\right)\right)^{k_{i}\left(\left(\theta_{n-1}+\theta_{n}\right) / 2\right)}\right) \frac{e^{\left(\nu_{j-1}+\nu_{j}\right) / 2}}{\alpha+\beta e^{\left(\nu_{j-1}+\nu_{j}\right) / 2}}\right\}, ~}\right.
\end{aligned}
$$

$\xi_{n}$ is the frequency of the interval $\left[\theta_{n-1}, \theta_{n}\right)$.
The following parameters are set: $h=24, s=36, R=40, P_{r}=1500, \alpha=6.0268$, $\beta=0.0007, \nu_{r}=14, \nu_{c o}=25$ and $\nu_{c i}=3.5$.
$\forall n \in\{1,2, \ldots, h\}, \theta_{n}=\theta_{n-1}+\frac{360}{h}$ with $\theta_{0}=0^{\circ}$.
$\forall j \in\{1,2, \ldots, s\}, \nu_{j}=\nu_{j-1}+\frac{\left(\nu_{r}-\nu_{c i}\right)}{s}$ with $\nu_{0}=\nu_{c i}$.
For all $n \in\{1,2, \ldots, h\}$, we denote $\theta^{(n)}=\frac{\theta_{n-1}+\theta_{n}}{2}$.
For all $n \in\{1,2, \ldots, h\}, k_{i}\left(\theta^{(n)}\right)=2$ and the following table gives the values of $c_{i}\left(\theta^{(n)}\right)$ and $\chi_{n}$ for each $n$.

| $n$ | $c_{i}\left(\theta^{(n)}\right)$ | $\chi_{n}$ | $n$ | $c_{i}\left(\theta^{(n)}\right)$ | $\chi_{n}$ | $n$ | $c_{i}\left(\theta^{(n)}\right)$ | $\chi_{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 7 | 0.0003 | 9 | 7 | 0.0626 | 17 | 4.6 | 0.0041 |
| 2 | 5 | 0.0072 | 10 | 7 | 0.0802 | 18 | 2.6 | 0.0008 |
| 3 | 5 | 0.0237 | 11 | 8 | 0.1025 | 19 | 8 | 0.001 |
| 4 | 5 | 0.0242 | 12 | 9.5 | 0.1445 | 20 | 5 | 0.0005 |
| 5 | 5 | 0.0222 | 13 | 10 | 0.1909 | 21 | 6.4 | 0.0013 |
| 6 | 4 | 0.0301 | 14 | 8.5 | 0.1162 | 22 | 5.2 | 0.0031 |
| 7 | 5 | 0.0397 | 15 | 8.5 | 0.0793 | 23 | 4.5 | 0.0085 |
| 8 | 6 | 0.0268 | 16 | 6.5 | 0.0082 | 24 | 3.9 | 0.0222 |

Moreover, $c_{i}^{\prime}\left(\theta^{(n)}\right)=c_{i}\left(\theta^{(n)}\right)\left(1-V D_{i}\right)$,
where $V D_{i}=2 a \sqrt{\sum_{j=1, j \neq i}^{N} \frac{1}{\left(1+\frac{\kappa}{R}\left|\left(x_{j}-x_{i}\right) \cos \left(\theta^{(n)}\right)+\left(y_{j}-y_{i}\right) \sin (\theta(n))\right|\right)^{4}}}$,
$a=0.5 \cdot\left(1-\sqrt{1-C_{T}}\right), C_{T}=0.8$ and $\kappa=0.01$.

## A. 7 Problem I1 19, 55

This is the problem G01 with integrality constraints on the variables.

$$
\left\{\begin{array}{l}
\min \quad 5 \sum_{i=1}^{4} x_{i}-5 \sum_{i=1}^{4} x_{i}^{2}-\sum_{i=5}^{13} x_{i} \\
\text { subject to } \\
2 x_{1}+2 x_{2}+x_{10}+x_{11}-10 \leq 0 \\
2 x_{1}+2 x_{3}+x_{10}+x_{12}-10 \leq 0 \\
2 x_{2}+2 x_{3}+x_{11}+x_{12}-10 \leq 0 \\
-8 x_{1}+x_{10} \leq 0 \\
-8 x_{2}+x_{11} \leq 0 \\
-8 x_{3}+x_{12} \leq 0 \\
-2 x_{4}-x_{5}+x_{10} \leq 0 \\
-2 x_{6}-x_{7}+x_{11} \leq 0 \\
-2 x_{8}-x_{9}+x_{12} \leq 0 \\
x_{i} \in\{0,1\}, i=1,2, \ldots, 9,13 \\
x_{i} \in\{0,1, \ldots, 100\}, i=10,11,12
\end{array}\right.
$$

A. 8 Problem I2 [13 55]: hmittelman

The binary nonlinear problem hmittelman.

$$
\left\{\begin{array}{l}
\min \quad 10 y_{1}+7 y_{2}+y_{3}+12 y_{4}+8 y_{5}+3 y_{6}+y_{7}+5 y_{8}+3 y_{9} \\
\text { subject to } \\
3 y_{1}-12 y_{2}-8 y_{3}+y_{4}-7 y_{9}+2 y_{10}+2 \leq 0 \\
y_{2}-10 y_{3}-5 y_{5}+y_{6}+7 y_{7}+y_{8}+1 \leq 0 \\
5 y_{1}-3 y_{2}-y_{3}-2 y_{8}+y_{10}+1 \leq 0 \\
3 y_{2}-5 y_{1}+y_{3}+2 y_{8}-y_{10}-1 \leq 0 \\
-4 y_{3}-2 y_{4}-5 y_{6}+y_{7}-9 y_{8}-2 y_{9}+3 \leq 0 \\
9 y_{2}-12 y_{4}-7 y_{5}+6 y_{6}+2 y_{8}-15 y_{9}+3 y_{10}+7 \leq 0 \\
5 y_{2}-8 y_{1}+2 y_{3}-7 y_{4}-y_{5}-5 y_{7}-10 y_{9}+1 \leq 0 \\
y_{1}=x_{5} x_{7} x_{9} x_{10} x_{14} x_{15} x_{16} \\
y_{2}=x_{1} x_{2} x_{3} x_{4} x_{8} x_{11} \\
y_{3}=x_{3} x_{4} x_{6} x_{7} x_{8} \\
y_{4}=x_{3} x_{4} x_{8} x_{11} \\
y_{5}=x_{6} x_{7} x_{8} x_{12} \\
y_{6}=x_{6} x_{7} x_{9} x_{14} x_{16} \\
y_{7}=x_{9} x_{10} x_{14} x_{16} \\
y_{8}=x_{5} x_{10} x_{14} x_{15} x_{16} \\
y_{9}=x_{1} x_{2} x_{11} x_{12} \\
y_{10}=x_{13} x_{14} x_{15} x_{16} \\
x_{i} \in\{0,1\}, i=1,2, \ldots, 16 .
\end{array}\right.
$$

## A. 9 Problem I3 19, 55

The G01 problem with integrality constraints and modified bounds.

$$
\left\{\begin{array}{l}
\min \quad 5 \sum_{i=1}^{4} x_{i}-5 \sum_{i=1}^{4} x_{i}^{2}-\sum_{i=5}^{13} x_{i} \\
\text { subject to } \\
2 x_{1}+2 x_{2}+x_{10}+x_{11}-10 \leq 0 \\
2 x_{1}+2 x_{3}+x_{10}+x_{12}-10 \leq 0 \\
2 x_{2}+2 x_{3}+x_{11}+x_{12}-10 \leq 0 \\
-8 x_{1}+x_{10} \leq 0 \\
-8 x_{2}+x_{11} \leq 0 \\
-8 x_{3}+x_{12} \leq 0 \\
-2 x_{4}-x_{5}+x_{10} \leq 0 \\
-2 x_{6}-x_{7}+x_{11} \leq 0 \\
-2 x_{8}-x_{9}+x_{12} \leq 0 \\
x_{i} \in\{0,1, \ldots, 100\}, i=1,2, \ldots, 13
\end{array}\right.
$$

A. 10 Problem MI1 [9,54]

This is a modification of a reliability problem.

$$
\left\{\begin{array}{l}
\min \quad-x_{5} x_{6} x_{7} \\
\text { subject to } \\
-x_{8}-x_{9}-x_{10}+1 \leq 0 \\
-x_{1}-x_{2}-x_{11}+1 \leq 0 \\
-x_{3}-x_{4}+1 \leq 0 \\
2 x_{1}+x_{2}+3 x_{3}+2 x_{4}+3 x_{8}+x_{9}+2 x_{10}+3 x_{11}-10 \leq 0 \\
-\log \left(1-x_{5}\right)+\log (0.1) x_{8}+\log (0.2) x_{9}+\log (0.15) x_{10} \leq 0 \\
\log (0.2) x_{1}+\log (0.15) x_{2}-\log \left(1-x_{6}\right)+\log (0.05) x_{11} \leq 0 \\
\log (0.02) x_{3}+\log (0.06) x_{4}-\log \left(1-x_{7}\right) \leq 0 \\
x_{i} \in[0,1], i=1,2,3,4 \\
x_{5} \in[0,0.997], x_{6} \in[0,0.9985], x_{7} \in[0,0.9988] \\
x_{i} \in\{0,1\}, i=8,9,10,11
\end{array}\right.
$$

## A. 11 Problem MI2 84,54

This is a purely mathematical problem with linear and nonlinear constraints.

```
\(\left\{\begin{array}{l}\min \left(x_{1}-1\right)^{2}+\left(x_{2}-2\right)^{2}+\left(x_{3}-1\right)^{2}-\log \left(x_{4}+1\right)+\left(x_{5}-1\right)^{2}+\left(x_{6}-2\right)^{2}+\left(x_{7}-3\right)^{2} \\ \text { subject to } \\ x_{8}+x_{9}+x_{10}+x_{5}+x_{6}+x_{7}-5 \leq 0 \\ x_{3}^{2}+x_{5}^{2}+x_{6}^{2}+x_{7}^{2}-5.5 \leq 0 \\ x_{8}+x_{5}-1.2 \leq 0 \\ x_{9}+x_{6}-1.8 \leq 0 \\ x_{10}+x_{7}-2.5 \leq 0 \\ x_{11}+x_{5}-1.2 \leq 0 \\ x_{2}^{2}+x_{6}^{2}-1.64 \leq 0 \\ x_{3}^{2}+x_{7}^{2}-4.25 \leq 0 \\ x_{2}^{2}+x_{7}^{2}-4.64 \leq 0 \\ x_{1}-x_{8} \leq 0 \\ x_{2}-x_{9} \leq 0 \\ x_{3}-x_{10} \leq 0 \\ x_{4}-x_{11} \leq 0 \\ x_{i} \in[0,1], i=1, \ldots, 4 \\ x_{i} \in[0,10], i=5, \ldots, 7 \\ x_{i} \in\{0,1\}, i=8, \ldots, 11\end{array}\right.\)
```


## A. 12 Problem MI3 [41,54]: bridge system

It is a reliability-redundancy allocation problem on a bridge network.

$$
\left\{\begin{array}{l}
\min -R_{1} R_{2}-R_{3} R_{4}-R_{1} R_{4} R_{5}-R_{2} R_{3} R_{5}+R_{1} R_{2} R_{3} R_{4}+R_{1} R_{2} R_{3} R_{5} \\
+R_{1} R_{2} R_{4} R_{5}+R_{1} R_{3} R_{4} R_{5}+R_{2} R_{3} R_{4} R_{5}-2 R_{1} R_{2} R_{3} R_{4} R_{5} \\
\text { subject to } \\
\sum_{i=1}^{5} p_{i} u_{i}^{2}-110 \leq 0 \\
\sum_{i=1}^{5}\left(\alpha_{i}\left(\frac{-1000}{\log _{i}\left(x_{i}\right)}\right)^{1.5}\right)\left(u_{i}+e^{\frac{u_{i}}{4}}\right)-175 \leq 0 \\
\sum_{i=1}^{5} \omega_{i} u_{i} e^{\frac{u i}{4}}-200 \leq 0,
\end{array}\right.
$$

where $R_{i}=1-\left(1-x_{i}\right)^{u_{i}}, 0 \leq x_{i} \leq 1-10^{-6}$, and $u_{i} \in\{1,2, \ldots, 10\}, \forall i=1,2, \ldots, 5$. Besides, $\alpha=(2.330,1.450,0.541,8.050,1.950) \cdot 10^{-5}, p=(1,2,3,4,2)$ and $\omega=(7,8,8,6,9)$.
A. 13 Problem MI4 [41,54]: series-parallel system

This is a reliability-redundancy allocation problem on a series-parallel system.

$$
\left\{\begin{array}{l}
\left.\min -1+\left(1-R_{1} R_{2}\right)\left(1-\left(1-R_{3}\right)\left(1-R_{4}\right) R_{5}\right)\right) \\
\text { subject to } \\
\sum_{i=1}^{5} p_{i} u_{i}^{2}-180 \leq 0 \\
\sum_{i=1}^{5}\left(\alpha _ { i } \left(\frac{-1000}{\left.\log _{\left(x_{i}\right)}\left(x^{\frac{u}{2}}\right)^{1.5}\right)\left(u_{i}+e^{\frac{u_{i}}{4}}\right)-175 \leq 0}\right.\right. \\
\sum_{i=1}^{5} \omega_{i} u_{i} e^{\frac{u}{4}}-100 \leq 0
\end{array}\right.
$$

where $R_{i}=1-\left(1-x_{i}\right)^{u_{i}}, 0 \leq x_{i} \leq 1-10^{-6}$, and $u_{i} \in\{1,2, \ldots, 10\}, \forall i=1,2, \ldots, 5$. Parameters: $\alpha=(2.5,1.45,0.541,0.541,2.1) \cdot 10^{-5}, p=(2,4,5,8,4)$ and $\omega=(3.5,4,4,3.5,4.5)$.

## A. 14 Problem MI5 [25,40]: multi-product batch plant

This problem aims at designing a multi-product batch plant with 3 serial batch processing stages manufacturing 2 different products.

$$
\left\{\begin{array}{l}
\min 250 \sum_{j=1}^{3} N_{j} V_{j}^{0.6} \\
\text { subject to } \\
2 B_{1}+4 B_{2}-V_{1} \leq 0 \\
3 B_{1}+6 B_{2}-V_{2} \leq 0 \\
4 B_{1}+3 B_{2}-V_{3} \leq 0 \\
\frac{40000 T_{L 1}}{B_{1}}+\frac{20000 T_{L 2}}{B_{2}}-6000 \leq 0 \\
8-N_{1} T_{L 1} \leq 0 \\
20-N_{2} T_{L 1} \leq 0 \\
8-N_{3} T_{L 1} \leq 0 \\
16-N_{1} T_{L 2} \leq 0 \\
4-N_{2} T_{L 2} \leq 0 \\
4-N_{3} T_{L 2} \leq 0
\end{array}\right.
$$

where $1 \leq N_{1}, N_{2}, N_{3} \leq 3,250 \leq V_{1}, V_{2}, V_{3} \leq 2500, \frac{20}{3} \leq T_{L 1}, T_{L 2} \leq 20, \frac{20}{3} T_{L 1} \leq B_{1} \leq$ 625 and $\frac{10}{3} T_{L 2} \leq B_{2} \leq \frac{1250}{3}$.

## A. 15 Problem MI6 [27,40]: rolling-element bearing

This problem aims at optimizing the internal geometry of a rolling bearing.

$$
\left\{\begin{array}{l}
\min \begin{cases}f_{c} z^{2 / 3} d_{b}^{1.8} & \text { if } d_{b} \leq 25.4 \\
3.647 f_{c} z^{2 / 3} d_{b}^{1.4} & \text { otherwise }\end{cases} \\
\text { subject to } \\
z-\frac{\Phi_{0}}{2 \arcsin \left(d_{b} / d_{m}\right)}-1 \leq 0 \\
k_{D \min (D-d)-2 d_{b} \leq 0}^{2 d_{b}-k_{D \max }(D-d) \leq 0} \\
\zeta B_{w}-d_{b} \leq 0 \\
0.5(D+d)-d_{m} \leq 0 \\
d_{m}-(0.5+e)(D+d) \leq 0 \\
\epsilon d_{b}-0.5\left(D-d_{m}-d_{b}\right) \leq 0 \\
0.515-f_{i} \leq 0 \\
0.515-f_{0} \leq 0
\end{array}\right.
$$

where $0.5(D+d) \leq d_{m} \leq 0.6(D+d), 0.15(D-d) \leq d_{b} \leq 0.45(D-d), 4 \leq z \leq 50$, $0.515 \leq f_{i}, f_{0} \leq 0.6,0.4 \leq k_{D \min } \leq 0.5,0.6 \leq k_{\operatorname{Dax}} \leq 0.7,0.3 \leq \epsilon \leq 0.4,0.02 \leq e \leq 0.1$ and $0.6 \leq \zeta \leq 0.85$.

Besides, $f_{c}=37.91\left(1+\left(1.04\left(\frac{1-\gamma}{1+\gamma}\right)^{1.72}\left(\frac{f_{i}\left(2 f_{0}-1\right)}{f_{0}\left(2 f_{i}-1\right)}\right)^{0.41}\right)^{10 / 3}\right)^{-0.3}, \gamma=\frac{d_{b}}{d_{m}}, f_{i}=\frac{r_{i}}{d_{b}}$,
$f_{0}=\frac{r_{0}}{d_{b}}, \Phi_{0}=2 \pi-2 \arccos \left(\frac{\left(\frac{D-d}{2}-3 \frac{T}{4}\right)^{2}+\left(\frac{D}{2}-\frac{T}{4}-d_{b}\right)^{2}-\left(\frac{d}{2}+\frac{T}{4}\right)^{2}}{2\left(\frac{D-d}{2}-3 \frac{T}{4}\right)\left(\frac{D}{2}-\frac{T}{4}-d_{b}\right)}\right), T=D-d-2 d_{b}$, $D=160, d=90$ and $B_{w}=30$.

## A. 16 Problem MV2 30, 15

This is the well-known G07 problem where some variables are imposed to be discrete.

$$
\left\{\begin{array}{l}
\min x_{1}^{2}+x_{2}^{2}+x_{1} x_{2}-14 x_{1}-16 x_{2}+\left(x_{3}-10\right)^{2}+4\left(x_{4}-5\right)^{2}+\left(x_{5}-3\right)^{2} \\
+2\left(x_{6}-1\right)^{2}+5 x_{7}^{2}+7\left(x_{8}-11\right)^{2}+2\left(x_{9}-10\right)^{2}+\left(x_{10}-7\right)^{2}+45 \\
\text { subject to } \\
-105+4 x_{1}+5 x_{2}-3 x_{7}+9 x_{8} \leq 0 \\
10 x_{1}-8 x_{2}-17 x_{7}+2 x_{8} \leq 0 \\
-8 x_{1}+2 x_{2}+5 x_{9}-2 x_{10}-12 \leq 0 \\
3\left(x_{1}-2\right)^{2}+4\left(x_{2}-3\right)^{2}+2 x_{3}^{2}-7 x_{4}-120 \leq 0 \\
5 x_{1}^{2}+8 x_{2}+\left(x_{3}-6\right)^{2}-2 x_{4}-40 \leq 0 \\
x_{1}^{2}+2\left(x_{2}-2\right)^{2}-2 x_{1} x_{2}+14 x_{5}-6 x_{6} \leq 0 \\
0.5\left(x_{1}-8\right)^{2}+2\left(x_{2}-4\right)^{2}+3 x_{5}^{2}-x_{6}-30 \leq 0 \\
-3 x_{1}+6 x_{2}+12\left(x_{9}-8\right)^{2}-7 x_{10} \leq 0
\end{array}\right.
$$

where $x_{i} \in\{-10,-5,0,1.3,2.2,5,8.2,8.7,9.5,10\}, \forall i=1,2, \ldots, 6,-10 \leq x_{7}, x_{8} \leq 10$ and $x_{9}, x_{10} \in\{-10,-9, \ldots, 10\}$.

## A. 17 Problem MV3 [26,22]: car side impact design

This problem uses a simplified regression model of the finite element model of a car side impact. The aim is to minimize the weight of the car subject to nonlinear inequality constraints.

```
\(\left(\min 1.98+4.90 x_{1}+6.67 x_{2}+6.98 x_{3}+4.01 x_{4}+1.78 x_{5}+2.73 x_{7}\right.\)
    subject to
    \(1.16-0.3717 x_{2} x_{4}-0.00931 x_{2} x_{10}-0.484 x_{3} x_{9}+0.01343 x_{6} x_{10}-1 \leq 0\)
    \(0.261-0.0159 x_{1} x_{2}-0.188 x_{1} x_{8}-0.019 x_{2} x_{7}+0.0144 x_{3} x_{5}+0.0008757 x_{5} x_{10}\)
    \(+0.08045 x_{6} x_{9}+0.00139 x_{8} x_{11}+0.00001575 x_{10} x_{11}-0.32 \leq 0\)
    \(0.214+0.00817 x_{5}-0.131 x_{1} x_{8}-0.0704 x_{1} x_{9}+0.03099 x_{2} x_{6}-0.018 x_{2} x_{7}+0.0208 x_{3} x_{8}\)
\(+0.121 x_{3} x_{9}-0.00364 x_{5} x_{6}+0.0007715 x_{5} x_{10}-0.0005354 x_{6} x_{10}+0.00121 x_{8} x_{11}-0.32 \leq 0\)
    \(0.074-0.061 x_{2}-0.163 x_{3} x_{8}+0.001232 x_{3} x_{10}-0.166 x_{7} x_{9}+0.227 x_{2}^{2}-0.32 \leq 0\)
    \(28.98+3.818 x_{3}-4.2 x_{1} x_{2}+0.0207 x_{5} x_{10}+6.63 x_{6} x_{9}-7.7 x_{7} x_{8}+0.32 x_{9} x_{10}-32 \leq 0\)
    \(33.86+2.95 x_{3}+0.1792 x_{10}-5.057 x_{1} x_{2}-11.0 x_{2} x_{8}-0.0215 x_{5} x_{10}-9.98 x_{7} x_{8}+22.2 x_{8} x_{9}-32 \leq 0\)
    \(46.36-9.9 x_{2}-12.9 x_{1} x_{8}+0.1107 x_{3} x_{10}-32<0\)
    \(4.72-0.5 x_{4}-0.19 x_{2} x_{3}-0.0122 x_{4} x_{10}+0.009325 x_{6} x_{10}+0.000191 x_{11}^{2}-4 \leq 0\)
    \(10.58-0.674 x_{1} x_{2}-1.95 x_{2} x_{8}+0.02054 x_{3} x_{10}-0.0198 x_{4} x_{10}+0.028 x_{6} x_{10}-9.9 \leq 0\)
\(16.45-0.489 x_{3} x_{7}-0.843 x_{5} x_{6}+0.0432 x_{9} x_{10}-0.0556 x_{9} x_{11}-0.000786 x_{11}^{2}-15.7 \leq 0\),
```

where $0.5 \leq x_{1}, x_{3}, x_{4} \leq 1.5,0.45 \leq x_{2} \leq 1.35,0.875 \leq x_{5} \leq 2.625,0.4 \leq x_{6}, x_{7} \leq 1.2$
$x_{8}, x_{9} \in\{0.192,0.345\},-30 \leq x_{10}, x_{11} \leq 30$.
A. 18 Problem MV4 [73,22]: stepped cantilever beam design

This problem minimizes the volume of a stepped cantilever beam.

$$
\left\{\begin{array}{l}
\min l\left(x_{1} x_{2}+x_{3} x_{4}+x_{5} x_{6}+x_{7} x_{8}+x_{9} x_{10}\right) \\
\text { subject to } \\
6 P l-\sigma x_{9} x_{10}^{2} \leq 0 \\
6 P 2 l-\sigma x_{7} x_{8}^{2} \leq 0 \\
6 P 3 l-\sigma x_{5} x_{6}^{2} \leq 0 \\
6 P 4 l-\sigma x_{3} x_{4}^{2} \leq 0 \\
6 P 5 l-\sigma x_{1} x_{2}^{2} \leq 0 \\
\frac{P l^{3}}{E}\left(244 x_{3} x_{4}^{3} x_{5} x_{6}^{3} x_{7} x_{8}^{3} x_{9} x_{10}^{3}+\right. \\
+148 x_{1} x_{2}^{3} x_{5} x_{6}^{3} x_{7} x_{8}^{3} x_{9} x_{10}^{3}+76 x_{1} x_{2}^{3} x_{3} x_{4}^{3} x_{7} x_{8}^{3} x_{9} x_{10}^{3}+ \\
\left.+28 x_{1} x_{2}^{3} x_{3} x_{4}^{3} x_{5} x_{6}^{3} x_{9} x_{10}^{3}+4 x_{1} x_{2}^{3} x_{3} x_{4}^{3} x_{5} x_{6}^{3} x_{7} x_{8}^{3}\right) \\
-\delta x_{1} x_{2}^{3} x_{3} x_{4}^{3} x_{5} x_{6}^{3} x_{7} x_{8}^{3} x_{9} x_{10}^{3} \leq 0 \\
x_{2}-20 x_{1} \leq 0 \\
x_{4}-20 x_{3} \leq 0 \\
x_{6}-20 x_{5} \leq 0 \\
x_{8}-20 x_{7} \leq 0 \\
x_{10}-20 x_{9} \leq 0,
\end{array}\right.
$$

where $x_{1} \in\{1,2, \ldots, 5\}, x_{2}, x_{4} \in\{45,50,55,60\}, x_{3}, x_{5} \in\{2.4,2.6,2.8,3.1\}, x_{6} \in\{30,31, \ldots, 65\}$, $1 \leq x_{7} \leq 5,30 \leq x_{8}, x_{10} \leq 65,1 \leq x_{9} \leq 5$.

Besides, $P=50000, l=100, \delta=2.7, \sigma=14000, E=2 \cdot 10^{7}$.

## A. 19 Problem MV1 [83,40]: four-stage gear box problem

The problem minimizes the weight of a gear box where all variables are discrete.

Let $c_{i}=\sqrt{\left(y_{g i}-y_{p i}\right)^{2}+\left(x_{g i}-x_{p i}\right)^{2}}, K_{0}=1.5, d_{\min }=25, J_{R}=0.2, \phi=120$, $W=55.9, K_{m}=1.6, C R_{\min }=1.4, L_{\max }=127, C_{p}=464, \sigma_{H}=3290, \omega_{\max }=255$, $\omega_{1}=5000, \sigma_{N}=2090$ and $\omega_{\min }=245$,

```
\(\left(\min \left(\frac{\pi}{1000}\right) \sum_{i=1}^{4} \frac{b_{i} c_{i}^{2}\left(N_{p i}^{2}+N_{g i}^{2}\right)}{\left(N_{p i}+N_{g i}\right)^{2}}\right.\)
subject to
\(\left(\frac{366000}{\pi \omega_{1}}+\frac{2 c_{1} N_{p 1}}{N_{p 1}+N_{g 1}}\right)\left(\frac{\left(N_{p 1}+N_{g 1}\right)^{2}}{4 b_{1} c_{1}^{2} N_{p 1}}\right)-\frac{\sigma_{N} J_{R}}{0.0167 W K_{0} K_{m}} \leq 0\)
\(\left(\frac{366000 N_{g 1}}{\pi \omega_{1} N_{p 1}}+\frac{2 c_{2} N_{p 2}}{N_{p 2}+N_{g 2}}\right)\left(\frac{\left(N_{p 2}+N_{g 2}\right)^{2}}{4 b_{2} c_{2}^{2} N_{p 2}}\right)-\frac{\sigma_{N} J_{R}}{0.0167 W K_{0} K_{m}} \leq 0\)
\(\left(\frac{366000 N_{g 1} N_{g 2}}{\pi \omega_{1} N_{p 1} N_{p 2}}+\frac{2 c_{3} N_{p 3}}{N_{p 3}+N_{g 3}}\right)\left(\frac{\left(N_{p 3}+N_{g 3}\right)^{2}}{4 b_{3} c_{3}^{2} N_{p 3}}\right)-\frac{\sigma_{N} J_{R}}{0.0167 W K_{0} K_{m}} \leq 0\)
\(\left(\frac{366000 N_{g 1} N_{g 2} N_{g 3}}{\pi \omega_{1} N_{p 1} N_{p 2} N_{p 3}}+\frac{2 c_{4} N_{p 4}}{N_{p 4}+N_{g 4}}\right)\left(\frac{\left(N_{p 4}+N_{g 4}\right)^{2}}{4 b_{4} c_{4}^{2} N_{p 4}}\right)-\frac{\sigma_{N} J_{R}}{0.0167 W K_{0} K_{m}} \leq 0\)
\(\left(\frac{366000}{\pi \omega_{1}}+\frac{2 c_{1} N_{p 1}}{N_{p 1}+N_{g 1}}\right)\left(\frac{\left(N_{p 1}+N_{g 1}\right)^{3}}{4 b_{1} c_{1}^{2} N_{g 1} N_{p 1}^{2}}\right)-\left(\frac{\sigma_{H}}{C_{p}}\right)^{2}\left(\frac{\sin (\phi) \cos (\phi)}{0.0334 W K_{0} K_{m}}\right) \leq 0\)
\(\left(\frac{366000 N_{g 1}}{\pi \omega_{1} N_{p 1}}+\frac{2 c_{2} N_{p 2}}{N_{p 2}+N_{g 2}}\right)\left(\frac{\left(N_{p 2}+N_{g 2}\right)^{3}}{4 b_{2} c_{2}^{2} N_{g 2} N_{p 2}^{2}}\right)-\left(\frac{\sigma_{H}}{C_{p}}\right)^{2}\left(\frac{\sin (\phi) \cos (\phi)}{0.0334 W K_{0} K_{m}}\right) \leq 0\)
\(\left(\frac{366000 N_{g 1} N_{g 2}}{\pi \omega_{1} N_{p 1} N_{p 2}}+\frac{2 c_{3} N_{p 3}}{N_{p 3}+N_{g 3}}\right)\left(\frac{\left(N_{p 3}+N_{g 3}\right)^{3}}{4 b_{3} c_{3}^{2} N_{g 3} N_{p 3}^{2}}\right)-\left(\frac{\sigma_{H}}{C_{p}}\right)^{2}\left(\frac{\sin (\phi) \cos (\phi)}{0.0334 W K_{0} K_{m}}\right) \leq 0\)
\(\left(\frac{366000 N_{g 1} N_{g 2} N_{g 3}}{\pi \omega_{1} N_{p 1} N_{p 2} N_{p 3}}+\frac{2 c_{4} N_{p 4}}{N_{p 4}+N_{g 4}}\right)\left(\frac{\left(N_{p 4}+N_{g 4}\right)^{3}}{4 b_{4} c_{4}^{2} N_{g 4} N_{p 4}^{2}}\right)-\left(\frac{\sigma_{H}}{C_{p}}\right)^{2}\left(\frac{\sin (\phi) \cos (\phi)}{0.0334 W K_{0} K_{m}}\right) \leq 0\)
\(-N_{p i} \sqrt{\frac{\sin ^{2}(\phi)}{4}-\frac{1}{N_{p i}}+\left(\frac{1}{N_{p i}}\right)^{2}}+N_{g i} \sqrt{\frac{s i n^{2}(\phi)}{4}+\frac{1}{N_{g i}}+\left(\frac{1}{N_{g i}}\right)^{2}}+\frac{\sin (\phi)\left(N_{p i}+N_{g i}\right)}{2}\)
    \(+C R_{\min } \pi \cos (\phi) \leq 0, \forall i \in\{1,2,3,4\}\)
\(d_{\text {min }}-\frac{2 c_{i} N_{p i}}{N_{i}+N_{g i}} \leq 0, \forall i \in\{1,2,3,4\}\)
\(d_{\text {min }}-\frac{2 c_{i} N_{g i}}{N_{p i}+N_{g i}} \leq 0, \forall i \in\{1,2,3,4\}\)
\(x_{p 1}+\frac{\left(N_{p 1}^{p i}+2\right)_{1}}{N_{p 1}+N_{g 1}}-L_{\text {max }} \leq 0\)
\(-L_{\text {max }}+\frac{\left(N_{p i}+2\right) c_{i}}{N_{p i}+N_{g i}}+x_{g(i-1)} \leq 0, \forall i \in\{2,3,4\}\)
\(-x_{p 1}+\frac{\left(N_{p 1}+2\right) c_{1}}{N_{p 1}+N_{g 1}} \leq 0\)
\(\frac{\left(N_{p i}+2\right) c_{i}}{N_{p i}+N_{g i}}-x_{g(i-1)} \leq 0, \forall i \in\{2,3,4\}\)
\(y_{p 1}+\frac{\left(N_{p 1}+2\right) c_{1}}{N_{p 1}+N_{g 1}}-L_{\text {max }} \leq 0\)
\(-L_{\text {max }}+\frac{\left(N_{p i}+2\right) c_{i}}{N_{p i}+N_{g i}}+y_{g(i-1)} \leq 0, \forall i \in\{2,3,4\}\)
\(\frac{\left(N_{p 1}+2\right) c_{1}}{N_{p 1}+N_{g 1}}-y_{p 1} \leq 0\)
\(\frac{\left(N_{p i}+2\right) c_{i}}{N_{p i}+N_{g i}}-y_{g(i-1)} \leq 0, \forall i \in\{2,3,4\}\)
\(-L_{\text {max }}+\frac{\left(N_{g i}+2\right) c_{i}}{N_{p i}+N_{g i}}+x_{g i} \leq 0, \forall i \in\{1,2,3,4\}\)
\(-x_{g i} \frac{\left(N_{g i}+2\right) c_{i}}{N_{p i}+N_{g i}} \leq 0, \forall i \in\{1,2,3,4\}\)
\(y_{g i}+\frac{\left(N_{g i}+2\right) c_{i}}{N_{p i}+N_{g i}}-L_{\text {max }} \leq 0, \forall i \in\{1,2,3,4\}\)
\(-y_{g i}+\frac{\left(N_{g i}+2\right) c_{i}}{N_{p i}+N_{g i}} \leq 0, \forall i \in\{1,2,3,4\}\)
\(-\left(b_{i}-8.255\right)\left(b_{i}-5.715\right)\left(b_{i}-12.70\right)\left(-N_{p i}+0.945 c_{i}-N_{g i}\right) \leq 0, \forall i \in\{1,2,3,4\}\)
\(\left(b_{i}-8.255\right)\left(b_{i}-3.175\right)\left(b_{i}-12.70\right)\left(-N_{p i}+0.646 c_{i}-N_{g i}\right) \leq 0, \forall i \in\{1,2,3,4\}\)
\(\left(b_{i}-5.715\right)\left(b_{i}-3.175\right)\left(b_{i}-12.70\right)\left(-N_{p i}+0.504 c_{i}-N_{g i}\right) \leq 0, \forall i \in\{1,2,3,4\}\)
\(\left(b_{i}-5.715\right)\left(b_{i}-3.175\right)\left(b_{i}-8.255\right)\left(-N_{p i}-N_{g i}\right) \leq 0, \forall i \in\{1,2,3,4\}\)
\(-\left(b_{i}-8.255\right)\left(b_{i}-5.715\right)\left(b_{i}-12.70\right)\left(N_{p i}-1.812 c_{i}+N_{g i}\right) \leq 0, \forall i \in\{1,2,3,4\}\)
\(\left(b_{i}-8.255\right)\left(b_{i}-3.175\right)\left(b_{i}-12.70\right)\left(N_{p i}-0.945 c_{i}+N_{g i}\right) \leq 0, \forall i \in\{1,2,3,4\}\)
\(-\left(b_{i}-5.715\right)\left(b_{i}-3.175\right)\left(b_{i}-12.70\right)\left(N_{p i}-0.646 c_{i}+N_{g i}\right) \leq 0, \forall i \in\{1,2,3,4\}\)
\(\left(b_{i}-5.715\right)\left(b_{i}-3.175\right)\left(b_{i}-8.255\right)\left(N_{p i}-0.504 c_{i}+N_{g i}\right) \leq 0, \forall i \in\{1,2,3,4\}\)
\(\omega_{\text {min }}-\frac{\omega_{1}\left(N_{p 1} N_{p 2} N_{p 3} N_{p 4}\right)}{\left(N_{g 1} N_{g 2} N_{g 3} N_{g 4}\right)} \leq 0\)
\(\frac{\omega_{1}\left(N_{p 1} N_{p 2} N_{p 3} N_{p 4}\right)}{\left(N_{g 1} N_{g 2} N_{g 3} N_{g 4}\right)}-\omega_{\max } \leq 0\).
```
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