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Abstract. With the increasing interest for holography in 3D imaging applications, the use of hologram compres-
sion techniques is mandatory for storage and transmission purposes. The state-of-the-art approach aims at encoding
separately each interference pattern by resorting to common still image compression techniques. Contrary to such
an independent scheme, a novel joint hologram coding schemeis investigated in this paper. More precisely, instead
of encoding all the interference patterns, it is proposed tocompress only two sets of data, by taking into account the
redundancies existing among them. The resulting data are encoded by applying a joint multiscale decomposition based
on the vector lifting concept. Experimental results show the benefits which can be drawn from the proposed hologram
compression approach.
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1 Introduction

With the growing expectation of three-dimensional (3D) experience, interest for 3D video is steadily

gaining momentum. Current 3D techniques are mainly based onstereoscopic and multiview rep-

resentations, which only exploit limited depth cues. Furthermore, they inherently introduce an

accommodation-vergence conflict, which may induce headache, nausea or visual fatigue. Instead,

considered as the ultimate 3D imaging technology, holography1–3 is able to offer the potential of all

depth cues by fully reconstructing the wavefront of the object or scene. Giving the advantages of

CCD sensor and computer calculation, digital holography (DH)4, 5 and computer generated holog-

raphy (CGH),6, 7 have also been developed with promising features.

In CGH, hologram is generated by mathematically simulatingthe optical wave propagation

with different computational techniques. Several issues need to be addressed for synthesizing,
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processing, compressing and transmitting CGHs. The first one consists in deciding mathemati-

cal models of the object and geometry of wave propagation from objects to the hologram plane.

The second one is related to the computation of the interference patterns by carrying out discrete

transformations on the object fields. The third one is the design of a suitable representation and

compression of the interference patterns, which is referred to as hologram encoding.

Generally speaking, the geometry of wave propagation is related to the selected objects. When

objects are represented using “geometrical” models where objects are composed of elementary

elements, interference patterns are computed as a superposition of elementary holograms. Ray

tracing method is suitable for 3D objects consisting of scatter points .8 By simply tracing the

ray from a point source to a sampling point on the hologram, itis the most flexible method for

synthesizing CGHs.

Raster graphic models, such as bitmap images, are the most general objects that can be easily

obtained. Due to some natural limitations of visual observation, the observation surface can be

considered as composed of small sub-areas approximated by planes having the same distance to

the CCD sensor or the eyes. Under such assumptions, some mathematical models have been

developed, of which two important and commonly used ones areFresnel holograms and Fourier

holograms.9 Both of them are based on Discrete Fourier transforms.

In DH and CGH, one of the main problems is to find a suitable representation and effective

compression in order to reduce the very high data rate. The representation of digital holograms is

either composed of real and imaginary information, or amplitude and phase information. However,

using in-line setup1 or off-axis setup,10 the reconstructed objects always suffer from zero-order

image and twin image. For this reason, in-line phase-shifting digital holography (PSDH) proposed

by Yamaguchi11 is more practical for avoiding both zero-order image and twin image by using
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reference wave with stepwise changed phase. According to the specificity of PSDH, the intensities

of three interference patterns are applied to reconstruct objects. However, the extra amount of

CGHs and the calculation of the complex object wavefront required by the phase-shifting algorithm

proves more costly in terms of data storage or transmission.Thus, effective compression methods

of holographic data become an issue of importance.

To this end, different techniques have been developed. Somework has focused on the wave-

front by coding separately its real and complex components.12 Moreover, compression of the

interference patterns has been suggested in13 by applying common still image compression tech-

niques like JPEG and JPEG2000. Finally, compression of phase-shifting holographic data has also

been proposed by using a family of wavelets.14–16 In a recent work,17 it was shown that it is more

interesting to encode two sets of difference data that contain the effective holographic information.

In this paper, a novel and efficient compression scheme for phase-shifting holographic data is

developed. Indeed, to the best of our knowledge, the reported hologram compression methods con-

sist generally in independently encoding each pattern (or component). Since the generated patterns

correspond physically to the same 3D object, the different representations present redundancies,

that will be exploited by encodingjointly the phase-shifting holographic data based on a vector

lifting decomposition. More specifically, an optimized structure, which is adapted to the content

of the holograms, is designed.

This paper is organized as follows. In Section 2, the main issues regarding digital holography

and an overview of hologram compression methods are addressed. The proposed joint hologram

coding scheme based on the vector lifting concept is described in Section 3. Finally, experimental

results are given in Section 4 and some conclusions are drawnin Section 5.
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2 State-of-the art on Digital Holography

2.1 Computer Generated Phase-Shifting Holography

The CGHs are generated by simulating the physical digital holograms recording procedure of in-

line PSDH. The basic setup is illustrated in Fig. 1(a). A laser beam is split into two paths by a

beam splitter (BS), one of which illuminates an object and interferes with the other beam, which is

also called reference beam, at the CCD sensor. The referencebeam is reflected at the piezoelectric

transducer (PZT) mirror that phase modulates the beam by a computer. By shifting the phase of the

reference beam with a constant, different holograms are obtained to derive the complex amplitude

of the object wave.

Laser

BS PZT

Object
BS

CCD

y' y

x' x

z

Object Plane Hologram Plane

p'

p

d

(a) (b)
Fig 1 (a) Setup for phase-shifting digital holography: BS: beam splitters; PZT, piezoelectric transducer mirror; (b) Co-

ordinate system of hologram recording.

Mathematical models for generating holograms are related to the chosen object models. Hereafter,

Fresnel transform method with bitmap image objects is selected. The coordinate system can be

simplified as in Fig. 1(b). The object plane is parallel to thehologram plane. Assuming the object

points are located at (x′,y′) in the object plane, then the object wave at the hologram plane is

represented by

U(x, y) =

∫ ∫
Uo(x

′, y′) exp[ıkd+ ık
(x− x′)2 + (y − y′)2

2d
]dx′dy′ (1)
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where integration is carried out over infinity,Uo(x
′, y′) denotes the complex amplitude of the object

point, k = 2π
λ

is the wave number,λ is the wavelength of the laser beam andd is the distance

between the object plane and the hologram plane(d > 0).

Using Fresnel transform, Eq. (1) can be approximated as follows:18

U(x, y) = exp[ı
π

λd
(x2 + y2)]F{Uo(x

′, y′) exp[ı
π

λd
(x′)2 + (y′)2]} (2)

whereF denotes the Fourier transform. Afterwards, the object waveis superimposed upon the

phase-shifted reference wave whose complex amplitude is expressed by:

UR(x, y, φ) = AR(x, y) exp(ıφ) (3)

whereφ is the phase andAR is the amplitude of the phase shifted reference wave. By assuming

that the initial phaseφ of reference wave is zero and changes by
π

2
each step, the resulting intensity

of the interference pattern is computed as follows:

IH(x, y;φ) = |UR(x, y;φ) + U(x, y)|2, φ ∈ {0,
π

2
, π} (4)

2.2 Numerical Object Reconstruction

Objects reconstructed by PSDH no longer suffer from zero-order image and twin image. The rea-

son is that the complex amplitude of the object wavefront at the hologram plane can be calculated

directly using CGHs in the case of a three-step algorithm19 by Eq. (5):

Û(x, y) =
1− ı

4U∗
R

{IH(x, y; 0)− IH(x, y;
π

2
) + ı[IH(x, y;

π

2
)− IH(x, y; π)]} (5)
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whereU∗
R is the conjugate of the reference wave withφ = 0.

Image reconstruction is performed by the inverse Fresnel transformation of the derived complex

amplitudeÛ(x, y).

2.3 Existing hologram compression methods

In order to reduce the storage and transmission burden of holographic data, especially phase-

shifting holographic data, numerous lossless and lossy compression methods have been developed.

In Ref. 12, lossless techniques such as Lempel-Ziv, Lempel-Ziv-Welch, Huffman and Burrows-

Wheeler,20 are used to encode separately real and complex components ofdata streams, and lossy

compression techniques such as subsampling and quantization of Fourier coefficients are applied

to interference patterns. Due to the low spatial redundancies of hologram’s speckle nature, loss-

less compression methods are usually inefficient.13 As a result, most of the earlier work has been

devoted to the lossy compression context.

Quantization was firstly introduced in PSDH by Mills and Yamaguchi.21 However, this ap-

proach reduces the effectiveness of compression as well as the resulting quality. Indeed, as the

number of bits decreases, the quality falls rapidly. The useof Fresnelets for PSDH compression

has been studied in Ref. 15. It consists first in decomposing the complex wavefront to Fresnelet

coefficients, and then applying an uniform subband quantization. Experimental results show that

it can be used very effectively for the compression of holographic data. Moreover, based on scalar

quantization, Arrifanoet al. developed a multiple description coding (MDC) method on DHsus-

ing a maximum-a-posteriori technique.22 It takes advantage of MDC for optimally coding data

between available channels and mitigate channel errors, which turns out to be a powerful mech-

anism. Furthermore, investigation of vector quantizationbased on LBG algorithm on computer
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generated phase-shifting holographic (CGPSH) data has been conducted recently in our previous

work.17 Instead of compressing CGPSH data directly, two sets of effective holographic informa-

tion are extracted and encoded, which result in a reduction of the raw data rate due to their inherent

redundancies. Furthermore, it has been shown that better performance is obtained using vector

quantization compared to adaptive scalar quantization.

Compression of phase-shifting holographic data by standard JPEG and JPEG 2000 compres-

sion techniques has been addressed in Ref. 14, with reportedcompression ratios in the range of 20

to 27, at acceptable reconstruction levels. Similarly, in our previous work,16 compressing CGPSH

data by standard JPEG and JPEG2000 techniques has been investigated.

A 3D scanning method has been introduced in Ref. 23. More specifically, interference patterns

have been divided into blocks, and 2D DCT has been performed.The resulting segments have been

scanned in 3D, in order to form a sequence which was then compressed using a combination of

advanced video coding, differential pulse code modulationand lossless coding. High compression

rates have been reported. The use of MPEG-4 Advanced Simple Profile (ASP) for the compres-

sion of hologram sequences was investigated by Darakis.24 Higher performance was obtained by

MPEG-4 ASP inter-frame coding in the proposed approach, compared to independent intra-frame

coding.

3 Proposed joint coding scheme

3.1 Motivation

Since the interference patterns are generated from the wavefronts emanating from the same 3D

object, the resulting holograms present similar visual contents. Thus, it is expected that these

kinds of data show redundancies, and from this point of view,efficient hologram compression
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schemes can be designed by exploiting the dependencies between these patterns. To this end, it is

proposed here to apply the Vector Lifting concept which was found to be an efficient compression

tool in the context of stereo and multispectral data.25, 26

3.2 Vector Lifting Scheme (VLS)

Firstly, note that the generated interference patterns arereal-valued grayscale images. In this sec-

tion, the two input dependent images to be encoded are denoted byS(1) andS(2). Before describing

VLS, let us recall that most of the existing joint coding schemes, which have been developed in the

literature for video and stereo/multiview data compression purpose, consist of two steps. First, one

image (for exampleS(1)) is selected as a reference image and encoded independentlyof the other

one. Then, the second imageS(2), selected as a target image, is predicted from the first oneS(1),

and the difference between the two images, called the residual, is encoded. Typically, Discrete

Cosine Transform (DCT) or Discrete Wavelet Transform (DWT)can be used for encoding both

the reference and residual images.27, 28

Contrary to this standard scheme, the main feature of VLS is that it does not generate a residual

image, but two compact representations of the imagesS(1) andS(2). For the sake of simplicity, a

separable vector lifting structure, whose block diagram isillustrated in Fig. 2, is considered in this

paper.

Therefore, the principle of this multiscale decompositionwill be described for a given linex. In

what follows,S(1)
j andS(2)

j designate the approximation coefficients ofS(1) andS(2) at each res-

olution levelj. While j = 0 corresponds to the initial (full resolution) imagesS(1) andS(2), note

that the dimensions ofS(1)
j andS(2)

j (j ≥ 1) are divided by2j along the horizontal and vertical

directions.
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Fig 2 Principle of the VLS decomposition.

As it can be seen in Fig. 2, the reference imageS(1) is firstly encoded using a classical lifting

structure29–32 composed of a prediction and an update stage. To this end, fora given linex, the

input signalS(1)
j (x, y) is firstly partitioned into two data sets formed by the evenS

(1)
j (x, 2y) and

odd samplesS(1)
j (x, 2y + 1), respectively. Then, during the prediction step, each sample of one of

the two subsets (say the odd ones) is predicted from the neighboring even samples, yielding the

detail coefficients̃d(1)j+1 at the resolution(j + 1):

d̃
(1)
j+1(x, y) = S

(1)
j (x, 2y + 1)−

∑

k∈P
(1)
j

p
(1)
j,kS

(1)
j (x, 2y − 2k) (6)

where the coefficientsp(1)j,k and the setP(1)
j represent respectively the weights and the support of

the predictor of the odd samplesS(1)
j (x, 2y + 1). After that, the update step aims at computing

a coarser approximatioñS(1)
j+1 of the original image by smoothing the even sampleS

(1)
j (x, 2y) as
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follows:

S̃
(1)
j+1(x, y) = S

(1)
j (x, 2y) +

∑

k∈U
(1)
1

u
(1)
j,k d̃

(1)
j+1(x, y − k), (7)

where the setU (1)
j denotes the spatial support of the update operator whose coefficients areu(1)

j,k.

Once the reference imageS(1) is encoded in intra mode like the standard scheme, the attention will

be paid now to the target imageS(2). It is important to note that the main difference between a basic

lifting scheme and the vector lifting scheme is that for the target imageS(2), the prediction step uses

samples from the same image andalso their corresponding pixels taken from the reference image

S(1). As shown in Fig. 2, a P-U-P structure is used for the target imageS(2). More precisely, a first

intra-prediction step is applied to generate an intermediate detail signaľd(2)j+1, which will serve to

compute the approximation signalS̃
(2)
j+1 through the update step. After that, an hybrid prediction is

performed by exploitingsimultaneously the intra and inter-image redundancies in order to compute

the final detail signal̃d(2)j+1. Thus, the resulting decomposition implies the following equations:

ď
(2)
j+1(x, y) = S

(2)
j (x, 2y + 1)−

∑

k∈P
(2)
j

p
(2)
j,kS

(2)
j (x, 2y − 2k), (8)

S̃
(2)
j+1(x, y) = S

(2)
j (x, 2y) +

∑

k∈U
(2)
j

u
(2)
j,k ď

(2)
j+1(x, y − k), (9)

d̃
(2)
j+1(x, y) = ď

(2)
j+1(x, y)−

( ∑

k∈Qj

qj,kS̃
(2)
j+1(x, y − k) +

∑

k∈P
(1,2)
j

p
(1,2)
j,k S

(1)
j (x, 2y + 1− k)

)
(10)

whereP(2)
j (resp.P(1,2)

j ) is the spatial support of the intra-image (resp. inter-images) whereas its

weights are designated byp(2)j,k (resp. p(1,2)j,k ), andQj (resp. qj,k) is the support (resp. weights) of
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the second intra-image predictor.

Since a separable decomposition has been considered, thesesteps are iterated on the columnsy of

the resulting subbands̃S(1)
j+1, d̃

(1)
j+1, S̃

(2)
j+1 andd̃(2)j+1 in order to produce the approximation subbands

S
(1)
j+1 andS(2)

j+1 as well as three details subbands, for each image, oriented horizontally, vertically

and diagonally. This decomposition is again repeated on theapproximation subbands overJ reso-

lution levels, yielding the multiresolution representation of the two input images.

Finally, at the last resolution levelJ , instead of encoding the approximation subband of the target

imageS(2)
J , it is proposed to encode the residual subband given by:

e
(2)
J (x, y) = S

(2)
J (x, y)−

∑

k∈P
(1,2)
J

p
(1,2)
J,k S

(1)
J (x, y − k). (11)

3.3 Proposed hologram compression method based on VLS

According to the description of phase-shifting algorithm,Eq. (5) states that only the intensity of

the three patternsIH(x, y;φ), with φ ∈ {o, π
2
, π}, is needed for the object wave reconstruction.

This intensity information can be rewritten as:

IH(x, y;φ) = A2
R(x, y) + A2(x, y) + 2AR(x, y)A(x, y) cos(φ(x, y)− ϕ(x, y)), (12)

whereA(x, y) andϕ(x, y) are the amplitude and phase of object wave at point(x, y), respectively.

Moreover, according to Eq. (5), the effective holographic information is composed of the differ-

ence betweenIH(x, y; 0) andIH(x, y; π2 ) on the one hand, and betweenIH(x, y;
π
2
) andIH(x, y; π)

on the other hand. Therefore, instead of encoding three setsof intensity data, it is sufficient to en-

code only two sets. In what follows, two encoding proceduresare proposed.
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3.3.1 Procedure-1

The first method aims at encoding the difference dataD(1) andD(2) given by:





D(1)(x, y) = IH(x, y; 0)− IH(x, y;
π
2
)

D(2)(x, y) = IH(x, y;
π
2
)− IH(x, y; π)

(13)

Before illustrating these kinds of data, Fig. 3 displays the6 virtual 3D objects used in this work.

Bunny-1 Luigi-1 Teapot

Bunny-2 Luigi-2 Girl

Fig 3 Different test 3D objects

As an example, Fig. 4 shows the data(D(1), D(2)) for the “Luigi-1” object. It can be noticed that

the obtained difference data present visually similar patterns. To confirm this, Table 1 provides

for some objects the entropy measure33 computed on the original imageD(2), the residual one

D(2) − D(1), and the error resulting from a joint prediction similar to VLS, which is denoted in

Table 1 byD(2)−Pred(D(1), D(2)). Thus, by generating the prediction error, the entropy has been

12



D(1) D(2)

Fig 4 Example of two difference dataD(1) andD(2) for the “Luigi-1” object.

decreased which confirms the redundancies existing betweenD(1) andD(2). For this reason, it has

been proposed in this paper to encodeD(1) andD(2) using the VLS.

More precisely,D(1) will be encoded in intra-mode by using Eqs. (6) and (7) to compute the

Table 1 Entropy measure onD(2), D(2) − D(1) andD(2) − Pred(D(1), D(2)) of “Luigi-1”, “Luigi-2” and “Girl”

objects

Objects D(2) D(2) −D(1) D(2) − Pred(D(1), D(2))
Luigi-1 27.32 27.31 23.65
Luigi-2 25.99 25.85 18.77

Girl 25.98 26.11 13.29

wavelet coefficients. To this end, a prediction and update filters with spatial supportsP(1)
j =

{−1, 0} andU (1)
j = {0, 1} are considered. In addition, the weights of the update filterare set for all

the resolution levels to:u(1)
j,0 = u

(1)
j,1 = 1

4
. However, it is proposed to optimize the prediction weights

p
(1)
j,−1 andp(1)j,0 in order to design a coding scheme well adapted to the contents of the hologram

data. More specifically, these prediction filter coefficients are optimized at each resolution levelj

by minimizing the variance of the detail signald̃
(1)
j+1.
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Concerning the second signalD(2), the same intra-prediction and update filters used withD(1) will

be employed to generate the signalsď
(2)
j+1 andD̃(2)

j+1. Then, the second prediction stage is performed

by settingQj = {−1, 0} andP(1,2)
j = {−1, 0, 1} for j ∈ {0, . . . , J − 1} andP(1,2)

J = {0}. The

coefficientsqj,k andp(1,2)j,k are also optimized by minimizing the variance of the detail signal d̃(2)j+1.

3.3.2 Procedure-2

Now, instead of encoding the difference dataD(1) andD(2), another strategy can be applied. In-

deed, by further exploring the intensity informationIH(x, y;φ), it can be noticed that the third term

of Eq. (12),2AR(x, y)A(x, y) cos(φ(x, y)−ϕ(x, y)), contains all effective information in the sense

that the first and second terms of Eq. (12) will be eliminated during the subtraction operations in

Eq. (13). Thus, by only retaining the third term, three signals can be defined as follows:

I(1)(x, y) = 2AR(x, y)A(x, y) cos(0− ϕ(x, y))

= 2AR(x, y)A(x, y) cos(ϕ(x, y)) (14)

I(2)(x, y) = 2AR(x, y)A(x, y) cos(
π

2
− ϕ(x, y))

= 2AR(x, y)A(x, y) sin(ϕ(x, y)) (15)

I(3)(x, y) = 2AR(x, y)A(x, y) cos(π − ϕ(x, y))

= −I(1)(x, y) (16)

Note thatD(1) andD(2) given by Eq. (13) can be re-expressed as follows:





D(1)(x, y) = I(1)(x, y)− I(2)(x, y)

D(2)(x, y) = I(1)(x, y) + I(2)(x, y)

(17)
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By looking to I(1) and I(2), it can observed that they present also visually similar patterns as

shown in Fig. 5. Therefore, instead of encodingD(1) andD(2), one can also directly encodeI(1)

I(1) I(2)

Fig 5 Example ofI(1) andI(2) for the Bunny-1 object.

andI(2) by using the VLS. While the same spatial supports of the prediction and update filters

used previously to encodeD(1) andD(2) are considered, it is important to note that the prediction

weights are re-optimized and adapted to the contents ofI(1) andI(2).

Obviously, at the decoder side, the decoded imagesÎ(1) andÎ(2) are firstly determined for a given

bitrate, and then, the associated difference signals used for the object wave reconstruction can be

deduced: 



D̂(1)(x, y) = Î(1)(x, y)− Î(2)(x, y)

D̂(2)(x, y) = Î(1)(x, y) + Î(2)(x, y)

(18)

15



It should be noted that the resulting distortions ofD(1) andD(2) can be obtained from that ofI(1)

andI(2) as follows:

E{(I(1) − Î(1))2}+ E{(I(2) − Î(2))2}

= E{(I(1) −
1

2
(D̂(1) + D̂(2)))2}+ E{(I(2) −

1

2
(D̂(2) − D̂(1)))2}

=
1

4

(
E{(D(1) +D(2) − D̂(1) − D̂(2))2}+ E{(D(2) −D(1) − D̂(2) + D̂(1))2}

)

=
1

2

(
E{(D(1) − D̂(1))2}+ E{(D(2) − D̂(2))2}

)
(19)

4 Experimental results

4.1 Computer Generated Holography Setup

Based on the fact that the whole procedure of CGH is numerical, and with the assumption that

the number of samples (Nx × Ny) in the object plane is equal to that of the hologram plane for

simplicity, Eq. (2) is subsequently digitally representedas:

U(k, l) = exp[ı
π

λd
(k2(∆x′)2 + l2(∆y′)2)] ∗ F{Ûo(m,n)exp[ı

π

λd
(m2∆x2 + n2∆y2)]} (20)

wherek = 1, 2, ..., Nx, l = 1, 2, ..., Ny andm = 1, 2, ..., Nx, n = 1, 2, ..., Ny are the discrete

dimensions’ indices of the hologram and object planes, respectively; ∆x, ∆y and∆x′, ∆y′are

the sampling intervals in horizontal and vertical directions of the hologram and object planes,
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respectively. Due to the bandwidth limitation, they satisfy the following requirements:

∆x =
λd

Lx + Lx′

, ∆y =
λd

Ly + Ly′

∆x′ =
λd

Nx∆x
, ∆y′ =

λd

Ny∆y

(21)

whereLx × Ly andLx′ × Ly′ are the dimensions of the hologram and object planes, respectively.

Table 2 describes some basic setup for CGPSH.

Table 2 Parameters of CGPSH
laser wavelength λ = 630nm

distance of two planes d = 0.55m
dimension of hologram planeLx × Ly = 5.5mm× 5.5mm

number of samples Nx ×Ny = 600× 600

4.2 Simulations and discussion

Simulations are performed on 6 virtual 3D objects which havebeen already illustrated in Fig. 3.

In order to show the benefit of the proposed hologram compression scheme based on VLS, the

following methods are considered:

• The first one corresponds to the state-of-the-art hologram compression method where the inputs

I(1) andI(2) (or D(1) andD(2)) are separately encoded by using existing still image coders.14, 16

To this end, JPEG200034 is used in its lossy compression mode with the 9/7 wavelet transform. It

is worth pointing out that this independent scheme has been retained for comparison because, in

the previous work,17 it has been shown that this scheme is more performant than theconventional

hologram compression approach where the three interference patterns are separately encoded.

• The second one is the standard joint coding scheme, explained at the beginning of Section 3,

where a reference and a residual image are also encoded usingJPEG2000 and the 9/7 transform.
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Note that this technique has been considered in most of jointcoding schemes developed in the

context of stereo and video data compression.28

• The third one corresponds to the proposed joint coding scheme based on the vector lifting con-

cept, applied either to the pair of correlated differences(D(1), D(2)) or to the pair(I(1), I(2)).

All these decompositions are carried out over three resolution levels. In what follows, these

schemes will be respectively designated by Independent-I (resp. Independent-II), Standard-I (resp.

Standard-II) and VLS-I (resp. VLS-II) whenD(1) andD(2) (resp.I(1) andI(2)) are encoded.

The entropy measure introduced in Section 3.3.1, is indeed agood estimate of the coding perfor-

mance of these different schemes as shown in Table 3. Different from Table 2, Table 3 evaluates

the entropy measure based on the wavelet decomposition of the correspondent data in Table 2,

which corresponds to the designation of Independent-I, Standard-I and VLS-I, respectively. The

decreased entropy obtained by VLS-I confirms the efficiency of VLS-I for predicting redundan-

cies. However, the performance of these methods are mainly compared in terms of the standard

PSNR criterion as well as the perceptual metric SSIM35 of the reconstructed 3D object.

Table 3 Entropy measure of three different compression schemes on “Luigi-1”, “Luigi-2” and “Girl” objects
Objects Independent-I SSD-I VLS-I
Luigi-1 21.14 20.82 17.98
Luigi-2 22.06 21.62 16.58

Girl 19.36 19.43 15.10

The first part has focused on the encoding of the difference dataD(1) andD(2). Figures 6 and

7 illustrate the rate-distortion results in terms of PSNR and SSIM versus the bitrate given in bit

per pixel (bpp). It can be firstly noticed that the standard scheme is less performant than the con-

ventional independent scheme where the inputs are independently encoded. This may explain the

fact that residual-based coding methods have not been reported earlier, and it has been preferred to
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encode separately each pattern. However, the proposed coding method based on VLS outperforms

the two other methods. Compared to the standard coding scheme (resp. the independent one), the

PSNR and SSIM improvements range from 2-4 dB (resp. 1-2 dB) and 0.2-0.3 (resp. 0.1-0.2). In

addition, Figures (8)-(11) display some reconstructed objects at different bitrates. It can be ob-

served that VLS leads to the best visual quality of the reconstruction.

Next, the second strategy which aims at encodingI(1) andI(2) instead ofD(1) andD(2) has also

been tested. In this case, the resulting PSNR and SSIM of the reconstructed objects are given in

Figures 12 and 13. By comparing these results to those obtained in Figures 6 and 7, it can be

deduced that encoding the pairs(D(1), D(2)) and(I(1), I(2)) lead generally to similar performance.

Whatever the encoded set of data, all these results confirm the effectiveness of the proposed joint

coding scheme based on VLS for holographic data compressionpurposes.

5 Conclusion

This work has been devoted to the compression of phase-shifting holographic data. More precisely,

instead of encoding the three interference patterns classically used to represent these data, only a

set of two derived data is encoded. To this end, a new joint multiscale decomposition based on

the vector lifting concept has been developed. Moreover, the proposed coding scheme has been

adapted to the contents of the hologram data. Experimental results have indicated the good perfor-

mance of the proposed approach over the conventional ones interms of quality of the reconstructed

3D object. A significant gain of about 2 dB and 0.15 in terms of PSNR and SSIM, respectively,

has been achieved compared to the state-of-the-art independent coding scheme.

It is worth pointing out that the developed VLS has been performed in a separable way by cascading

the 1D decomposition along the horizontal direction, then along the vertical direction. However,
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according to the visual patterns of the difference dataD(1) andD(2), it can be noticed that these

signals present some structures (similar to the propagation of waves) which are neither horizontal

nor vertical. Thus, it would be interesting to develop a non separable decomposition to better ex-

ploit the characteristics of the hologram data. Moreover, the proposed scheme can be extended to

a digital holographic video coding framework.

References

1 D. Gabor, “A new microscopic principle,”Nature 161(4098), 777–778 (1948).

2 L. Onural, A. P. Gotchev, H. M. Ozaktas, and E. Stoykova, “A survey of signal process-

ing problems and tools in holographic three-dimensional television,” IEEE Transactions on

Circuits and Systems for Video Technology 17(11), 1631–1647 (2007).

3 B. Javidi, P. Ferraro, S.-H. Hong, S. D. Nicola, A. Finizio,D. Alfieri, and G. Pierattini,

“Three-dimensional image fusion by use of multiwavelengthdigital holography,”Optics Let-

ters 30, 144–146 (2005).
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Fig 6 Rate-distortion performance of the different hologram compression schemes applied onD(1) andD(2) for the

objects: (a) “Bunny-1”, (b) “Bunny-2”, (c) “Girl”.
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Fig 7 Rate-distortion performance of the different hologram compression schemes applied onD(1) andD(2) for the

objects: (a) “Luigi-1”, (b) “Luigi-2”, (c) “Teapot”.
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(a) Original (b) PSNR=18.45 dB, SSIM=0.61

(c) PSNR=16.19 dB, SSIM=0.46 (d) PSNR=22.03 dB, SSIM=0.82

Fig 8 Reconstructed “Bunny-1” object at 0.5 bpp using: (a): Original, (b) Independent-I, (c) Standard-I, (d) VLS-I.

(a) PSNR=21.65 dB, SSIM=0.72 (b) PSNR=18.70 dB, SSIM=0.52 (c) PSNR=24.32 dB, SSIM=0.87

Fig 9 Reconstructed “Bunny-1” object at 0.7 bpp using: (a) Independent-I, (b) Standard-I, (c) VLS-I.
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(a) Original (b) PSNR=18.43 dB, SSIM=0.59

(c) PSNR=15.93 dB, SSIM=0.42 (d) PSNR=20.31 dB, SSIM=0.78

Fig 10 Reconstructed “Luigi-1” object at 0.6 bpp using: (a) Original, (b) Independent-I, (c) Standard-I, (d) VLS-I.

(a) PSNR=22.10 dB, SSIM=0.74 (b) PSNR=19.48 dB, SSIM=0.56 (c) PSNR=23.83 dB, SSIM=0.87

Fig 11 Reconstructed “Luigi-1” object at 0.9 bpp using: (a) Independent-I, (b) Standard-I, (c) VLS-I.
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Fig 12 Rate-distortion performance of the different hologram compression schemes applied onI(1) andI(2) for the

objects: (a) “Bunny-1”, (b) “Bunny-2”, (c) “Girl”.
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Fig 13 Rate-distortion performance of the different hologram compression schemes applied onI(1) andI(2) for the

objects: (a) “Luigi-1”, (b) “Luigi-2”, (c) “Teapot”.
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