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Holographic data plays a crucial role in the recent three dimensional imaging as well as microscopic
applications. As a result, huge amounts of storage capacity will be involved for this kind of data.
Therefore, it becomes necessary to develop efficient hologram compression schemes for storage and
transmission purposes. In this paper, we focus on the shifted distance information, obtained by the
phase shifting algorithm, where two sets of difference data need to be encoded. More precisely, a
non separable vector lifting scheme is investigated in order to exploit the two-dimensional charac-
teristics of the holographic contents. Simulations performed on different digital holograms have
shown the effectiveness of the proposed method in terms of bitrate saving and quality of object
reconstruction.

OCIS codes: (090.1760) Holography, Computer holography; (100.2000) Digital image pro-
cessing.
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1. Introduction
Digital holography (DH) [1, 2] has attracted a
considerable attention in recent years due to its
interest in various application fields such as 3D
imaging [3], microscopy [4, 5] and object contour-
ing [6, 7]. However, in optical DH, digital holo-
grams are recorded under very strict physical
environments. As a result, a technique, called
computer generated holography (CGH) [8, 9],
can alternatively simulate the whole recording
and reconstruction procedure.

With the aim of mathematically generating
object wavefront at the hologram plane, the key
point for synthesizing CGH consists in design-
ing the model of the object as well as the geome-
try of wave propagation. It decides the computa-
tional burden and influences the reconstruction
quality. Generally, the geometry of wave prop-
agation is related to the selected object model.
Ray tracing method is commonly used for 3D ob-
jects consisting of scatter points [10], obtained
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by tracing the ray from point sources to the holo-
gram plane. Also, thanks to high-speed calcula-
tion techniques, it makes possible the applica-
tion on objects with high-density point distribu-
tion [11]. On the other hand, with the advan-
tages of fast Fourier transform, another method
based on wave optics is becoming the major cal-
culation trend of CGH. It can be adapted to most
of the object models, e.g., polygonal mesh models
[12, 13], or projection images based models [14].
Whatever the retained method, the interference
patterns are then obtained by superposing the
interference of object wave and reference wave.

Nevertheless, in numerical reconstruction,
conventional in-line setup [15] or off-axis setup
[16] with single reference wave recording makes
the reconstructed images suffer from zero-order
image and twin image. To overcome this prob-
lem, in-line phase-shifting digital holography
(PSDH) has been proposed by Yamaguchi [17],
and records three holograms using the reference
wave with stepwise changed phase to recon-
struct the complex amplitude of the object wave.
Assuming that, a full-parallax CGH is composed
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of many elemental holograms obtained from dif-
ferent viewpoints of objects, the storage bur-
den is increased by a factor 3 under the phase-
shifting scheme. Therefore, compressing digital
holographic data effectively is a crucial issue, es-
pecially with phase-shifting.

To this end, we should first note that the
encoding process can be applied based on dif-
ferent representations of holographic data such
as the interference patterns, the complex am-
plitude with real and imaginary part informa-
tion, the amplitude and phase information and
shifted distance information. Lossy compression
technique based on subsampling, quantization
and discrete Fourier transform is developed in
[18]. Mills and Yamaguchi introduced quantiza-
tion to interference patterns in [19]. The results
provide useful insight for holographic data re-
duction but also reveal that application of only
quantization is not efficient, because the result-
ing quality falls rapidly as the number of bits
decreases. To overcome this drawback, it has
been proposed in [20] to apply wavelet trans-
form to digital holograms followed by thresh-
olding and quantization. Nonuniform quantiza-
tion of digital holograms has also been inves-
tigated in [21]. The effectiveness of standard
JPEG and JPEG2000 compression techniques
on interference patterns has also been demon-
strated for optically recorded DH [22] and CGH
[23] where JPEG2000 was found to be more per-
formant. In [24], Darakis proposed a method
based on Fresnelets transform. The complex
amplitude is firstly decomposed to Fresnelets co-
efficients and then the real and imaginary part
of each subband are quantized. The efficiency
of adaptive scalar quantization has been also
studied for the amplitude and phase informa-
tion obtained from DH [25] and CGH [26], and it
has been concluded that phase information con-
tributes more to the reconstruction quality than
amplitude information. In a recent work [27], we
have shown that it is more interesting to encode
two sets of difference data called shifted distance
information. Moreover, according to our previ-
ous studies [26, 27], we have observed that the
obtained shifted distance information are more
correlated, and so, they can be efficiently en-
coded by using joint coding schemes. To this re-
spect, a separable vector lifting-based decompo-
sition has been recently developed in [28]. A sig-
nificant gain has been achieved compared to the
state-of-the-art independent coding scheme.

However, according to the visual patterns of
shifted distance information, the separable vec-
tor lifting scheme (VLS) developed recently in
[28] is not so efficient to cope with the two di-
mensional isotropic characteristics of the input
data. For this reason, we propose in this pa-
per to investigate a non separable VLS-based de-
composition well adapted to the hologram con-
tents. While a similar non separable decompo-
sition has been recently presented in a prelimi-
nary work for stereo image coding purpose [29],
the current one aims at adapting such structure
for holographic data compression applications.
More precisely, since this data presents repeti-
tive circular structures similar to waves, we pro-
pose to study the impact of using longer lengths
of the prediction lifting operator. To this respect,
and in order to develop a general framework,
we provide the explicit expressions of the spatial
supports of the different operators whatever the
retained lengths. Moreover, the prediction filter
coefficients will be optimized by minimizing the
variance of the detail signal in order to reduce
the complexity of the proposed decomposition.
The remainder of this paper is organized as fol-
lows. In Section 2, the main issues regarding
PSDH and conventional separable VLS are ad-
dressed. Then, the proposed hologram coding
method is described in Section 3. Finally, exper-
imental results are given and discussed in Sec-
tion 4 and conclusions are drawn in Section 5.

2. Related works
2.A. Computer generated phase-shifting
holography
The Fresnel holograms are generated based on
the setup illustrated in Fig. 1(a). The wave
propagation is simplified in the coordinate sys-
tem as shown in Fig. 1(b). Let us denote by
(x′, y′) the location of the object points in the ob-
ject plane. Using Fresnel transform, the com-
plex amplitude of object wave U(x, y) at the holo-
gram plane can be approximated by Eq. (1):

U(x, y) = exp[ i
π

λd
(x2 + y2)]

× F{Uo(x
′, y′) exp[ i

π

λd
(x′)2 + (y′)2]}, (1)

where F represents the Fourier transform,
Uo(x

′, y′) denotes the complex amplitude of the
object point, λ denotes the wavelength of the
laser beam and d is the distance between the ob-
ject plane and the hologram plane (d > 0). Thus,
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three Fresnel holograms are then obtained by
computing the intensity of the interference pat-
terns as follows:

IH(x, y;ϕ) = |UR(x, y;ϕ)+U(x, y)|2, ϕ ∈ {0, π
2
, π},

(2)
where UR is the complex amplitude of the refer-
ence wave and ϕ is the stepped phase.
In order to reconstruct the pure complex object
wave at the hologram plane, a three-step phase
shifting algorithm [30] can be employed:

Û(x, y) =
1− i

4U∗
R

{IH(x, y; 0)− IH(x, y;
π

2
)

+ i[IH(x, y;
π

2
)− IH(x, y;π)]}, (3)

where U∗
R is the conjugate of the reference wave

with ϕ = 0.
After that, image reconstruction is achieved by
applying the inverse Fresnel transformation of
the derived complex amplitude Û(x, y).

2.B. Shifted distance information-based cod-
ing scheme
According to Eq. (3), the object wave reconstruc-
tion requires the knowledge of the three inter-
ference pattern intensities IH(x, y; 0), IH(x, y; π2 )
and IH(x, y;π). In the context of hologram com-
pression, instead of encoding these three pat-
terns, it is more efficient to encode two sets of
difference data, referred to as shifted distance
information [27], given by:{

D(1)(x, y) = IH(x, y; 0)− IH(x, y; π2 )

D(2)(x, y) = IH(x, y; π2 )− IH(x, y;π).
(4)

In a previous work, standard image coding tools
such as JPEG and JPEG2000 have been used
to encode separately D(1) and D(2). However, an
important feature of the holographic data is the
presence of correlation between the interference
patterns since they are obtained from the wave-
fronts emanating from the same 3D object. In-
deed, as it can be seen in Fig. 2 which displays
the two resulting images (D(1), D(2)) associated
to the “Bunny-1” object shown in Fig. 3, it is
clear that these images present similar visual
contents. Note that the correlation existing be-
tween D(1) and D(2) has been demonstrated in
[28] by using the entropy measure.

For this reason, we have proposed recently

to encode jointly D(1) and D(2) by applying the
VLS in order to exploit the dependencies exist-
ing between them [28]. In what follows, we give
the main issues on the previous separable VLS-
based hologram compression method.

2.C. VLS-based joint coding scheme
First, we should note here that VLS has been
found to be an efficient joint encoding scheme
for correlated inputs such as the multispectral
images and stereo data [31, 32]. A generic VLS
is illustrated by Fig. 4.

More precisely, one image (for example D(1))
is selected as a reference image and encoded in-
dependently of the other image. To this end, a
classical lifting structure [33], composed of a
prediction and an update step, is applied to D(1)

to generate its detail and approximation wavelet
coefficients. Then, the second image D(2) is en-
coded by exploiting the correlation between the
two images. Thus, a prediction and update steps
are firstly performed to compute the approxima-
tion coefficients of D(2). After that, a hybrid pre-
diction stage, which uses the information com-
ing from the reference image D(1), is added to
produce the detail coefficients of D(2).
This decomposition is applied along the lines of
D(1) and D(2) leading to a detail and an approx-
imation subbands for each image. Then, the
same process is performed on the columns of
both resulting subbands yielding the horizontal,
vertical and diagonal detail subbands as well as
the approximation one.

3. Proposed adaptive hologram compres-
sion technique
3.A. Motivation
As mentioned before, it is important to note
that the previous decomposition is handled in a
separable manner by simply applying a one di-
mensional (1D)-VLS along the lines, then along
the columns of the holographic data. However,
according to the visual contents of the gener-
ated patterns, it can be observed from Fig. 2
that the input images (D(1), D(2)) present rather
isotropic structures. Therefore, the previous de-
veloped separable VLS is not optimal, and it
becomes more important to design a non sep-
arable decomposition, designated in what fol-
lows by NS-VLS, in order to simultaneously ex-
ploit the correlation existing between the shifted
distance information data as well as their two-
dimensional (2D) wave characteristics.
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3.B. NS-VLS decomposition

Since our decomposition is based on the concept
of a multiresolution transform, we will describe
the NS-VLS for a given resolution level j. Note
that j = 0 corresponds to the initial images D(1)

and D(2) (i.e the full resolution). In the follow-
ing, D(1)

j and D
(2)
j designate the approximation

coefficients of D(1) and D(2) at each resolution
level j and have the dimensions of the initial im-
ages divided by 2j along the horizontal and verti-
cal dimensions. Moreover, at each pixel location
(x, y), the approximation coefficients of the first
(resp. second) image D

(1)
j (x, y) (resp. D

(2)
j (x, y))

are divided into four polyphase components de-
noted by


D

(i)
0,j(x, y) = D

(i)
j (2x, 2y),

D
(i)
1,j(x, y) = D

(i)
j (2x, 2y + 1),

D
(i)
2,j(x, y) = D

(i)
j (2x+ 1, 2y),

D
(i)
3,j(x, y) = D

(i)
j (2x+ 1, 2y + 1),

(5)

where i ∈ {1, 2}.
Fig. 5 illustrates the NS-VLS analysis struc-

ture. As shown in Fig. 5, one image (here D(1))
is selected as a reference image and encoded in-
dependently of the other one. To this end, a clas-
sical non separable lifting structure [34], com-
posed of three prediction steps and an update
one, is applied to D

(1)
j in order to generate the

detail signals oriented diagonally D
(HH,1)
j+1 , ver-

tically D
(LH,1)
j+1 and horizontally D

(HL,1)
j+1 , as well

as the approximation one D
(1)
j+1. Thus, the out-

put wavelet coefficients, at the resolution level
(j + 1), can be written as follows:

D
(HH,1)
j+1 (x, y) = D

(1)
3,j (x, y)−

(
(P

(HH,1)
0,j )⊤D

(HH,1)
0,j

+ (P
(HH,1)
1,j )⊤D

(HH,1)
1,j + (P

(HH,1)
2,j )⊤D

(HH,1)
2,j

)
, (6)

D
(LH,1)
j+1 (x, y) = D

(1)
2,j (x, y)−

(
(P

(LH,1)
0,j )⊤D

(LH,1)
0,j

+ (P
(LH,1)
1,j )⊤D

(HH,1)
j+1

)
, (7)

D
(HL,1)
j+1 (x, y) = D

(1)
1,j (x, y)−

(
(P

(HL,1)
0,j )⊤D

(HL,1)
0,j

+ (P
(HL,1)
1,j )⊤D

(HH,1)
j+1

)
, (8)

D
(1)
j+1(x, y) = D

(1)
0,j (x, y) +

(
(U

(HL,1)
0,j )⊤D

(HL,1)
j+1

+ (U
(LH,1)
1,j )⊤D

(LH,1)
j+1 + (U

(HH,1)
2,j )⊤D

(HH,1)
j+1

)
,

(9)

where for every i ∈ {0, 1, 2} and o ∈
{HL,LH,HH},
• P

(o,1)
i,j = (p

(o,1)
i,j (s, t))

(s,t)∈P(o,1)
i,j

represents the

prediction weighting vector whose support is de-
noted by P(o,1)

i,j .

• D
(o,1)
i,j = (D

(1)
i,j (x + s, y + t))

(s,t)∈P(o,1)
i,j

is a refer-

ence vector used to compute D
(o,1)
j+1 (x, y).

• D
(HH,1)
j+1 = (D

(HH,1)
j+1 (x+ s, y + t))

(s,t)∈P(LH,1)
1,j

and

D
(HH,1)
j+1 = (D

(HH,1)
j+1 (x+ s, y+ t))

(s,t)∈P(HL,1)
1,j

corre-

spond to two reference vectors used in the sec-
ond and the third prediction steps, respectively.
• U

(o,1)
i,j = (u

(o,1)
i,j (s, t))

(s,t)∈U(o,1)
i,j

is the update vec-

tor coefficients whose support is designated by
U (o,1)
i,j .

•D(o,1)
j+1 = (D

(o,1)
j+1 (x+s, y+t))

(s,t)∈U(o,1)
i,j

is the refer-

ence vector containing the set of detail samples
used in the update step.
For the second image D

(2)
j , selected as a target

one, a joint wavelet decomposition is performed
by taking into account its correlation with the
reference one D

(1)
j . More specifically, a lift-

ing structure, similar to that used with D
(1)
j , is

firstly applied on D
(2)
j in order to produce three

intermediate detail signals D̃
(HH,2)
j+1 , D̃(LH,2)

j+1 and

D̃
(HL,2)
j+1 , which will be used to compute the ap-

proximation coefficients D
(2)
j+1. Then, a second

prediction stage is added. Indeed, three hybrid
prediction steps, which aim at exploiting simul-
taneously the intra and inter-image redundan-
cies, are applied in order to generate the final
detail coefficients D

(HH,2)
j+1 , D

(LH,2)
j+1 and D

(HL,2)
j+1 .

Therefore, compared to a classical lifting struc-
ture, the main feature of a VLS concerns the pre-
diction step which uses samples from the same
image D

(2)
j and also their corresponding ones

taken from the reference one D
(1)
j . Thus, the fi-

nal detail wavelet coefficients, at the resolution
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level (j + 1), are expressed as follows:

D
(HH,2)
j+1 (x, y) = D̃

(HH,2)
j+1 (x, y)−

(
(Q

(HH,2)
0,j )⊤D̃

(HH,2)
0,j+1

+ (Q
(HH,2)
1,j )⊤D̃

(HH,2)
1,j+1 + (Q

(HH,2)
2,j )⊤D̃

(HH,2)
2,j+1

+ (P
(HH,1,2)
0,j )⊤D

(HH,1)
0,j + (P

(HH,1,2)
1,j )⊤D

(HH,1)
1,j

+ (P
(HH,1,2)
2,j )⊤D

(HH,1)
2,j + (P

(HH,1,2)
3,j )⊤D

(HH,1)
3,j

)
,

(10)

D
(LH,2)
j+1 (x, y) = D̃

(LH,2)
j+1 (x, y)−

(
(Q

(LH,2)
0,j )⊤D̃

(LH,2)
0,j+1

+ (Q
(LH,2)
1,j )⊤D

(HH,2)
j+1 + (P

(LH,1,2)
0,j )⊤D

(LH,1)
0,j

+ (P
(LH,1,2)
2,j )⊤D

(LH,1)
2,j

)
, (11)

D
(HL,2)
j+1 (x, y) = D̃

(HL,2)
j+1 (x, y)−

(
(Q

(HL,2)
0,j )⊤D̃

(HL,2)
0,j+1

+ (Q
(HL,2)
1,j )⊤D

(HH,2)
j+1 + (P

(HL,1,2)
0,j )⊤D

(HL,1)
0,j

+ (P
(HL,1,2)
1,j )⊤D

(HL,1)
1,j

)
, (12)

where for every i ∈ {0, 1, 2, 3} and o ∈
{HL,LH,HH},
• Q

(o,2)
i,j = (q

(o,2)
i,j (s, t))

(s,t)∈Q(o,2)
i,j

is the intra pre-

diction weighting vector whose support is desig-
nated by Q(o,2)

i,j .

• P
(o,1,2)
i,j = (p

(o,1,2)
i,j (s, t))

(s,t)∈P(o,1,2)
i,j

is the hybrid

prediction weighting vector whose support is de-
noted by P(o,1,2)

i,j .

• D̃
(o,2)
0,j+1 = (D

(2)
j+1(x + s, y + t))

(s,t)∈Q(o,2)
0,j

is a ref-

erence vector containing the approximation co-
efficients D

(2)
j+1 used to compute the detail ones

D
(o,2)
j+1 (x, y).

• D̃
(HH,2)
1,j+1 = (D̃

(HL,2)
j+1 (x+ s, y + t))

(s,t)∈Q(HH,2)
1,j

and

D̃
(HH,2)
2,j+1 = (D̃

(LH,2)
j+1 (x + s, y + t))

(s,t)∈Q(HH,2)
2,j

are

two reference vectors, containing respectively
the intermediate detail coefficients D̃

(HL,2)
j+1 and

D̃
(LH,2)
j+1 , used to compute the final detail coeffi-

cients D
(HH,2)
j+1 (x, y).

• D
(HH,2)
j+1 = (D

(HH,2)
j+1 (x+ s, y + t))

(s,t)∈Q(LH,2)
1,j

and

D
(HH,2)
j+1 = (D

(HH,2)
j+1 (x + s, y + t))

(s,t)∈Q(HL,2)
1,j

are

two intra prediction vectors used to compute

D
(LH,2)
j+1 (x, y) and D

(HL,2)
j+1 (x, y).

• D
(o,1)
i,j = (D

(1)
i,j (x+ s, y+ t))

(s,t)∈P(o,1,2)
i,j

is a vector

containing some samples of the reference image
D

(1)
j used to exploit the inter-image redundan-

cies during the computation of the final detail
coefficients D

(o,2)
j+1 (x, y).

By repeating the same decomposition strategy
on the approximation subbands over J resolu-
tion levels, two multiresolution representations
of D(1) and D(2) are obtained. Finally, at the last
resolution level J , instead of encoding the ap-
proximation subband of the target image D

(2)
J ,

it would be interesting to exploit its correlation
with D

(1)
J and thus to encode the following resid-

ual subband e
(2)
J :

e
(2)
J (x, y) = D

(2)
J (x, y)− p

(1,2)
J D

(1)
J (x, y). (13)

where p
(1,2)
J is an hybrid prediction coefficient

that exploits the correlation between D
(2)
J and

D
(1)
J .

3.C. Design of prediction and update filters
To effectively exploit the correlation existing be-
tween the repetitive circular structures of the
holograms, it would be interesting to consider
longer lengths of the lifting operators. To this
end, we address in what follows the retained op-
timization techniques as well as the sets of the
spatial supports for any given size of the predic-
tion and update filters. The transmission cost
of the involved filter coefficients will also be dis-
cussed.

3.C.1. Optimization techniques
With the ultimate aim of designing an NS-VLS-
based decomposition well adapted to the con-
tents of the holographic data, the different pre-
diction filters P

(o,1)
j (with o ∈ {HH,LH,HL}),

used to generate the detail subbands D
(o,1)
j+1 , will

be optimized at each resolution level by minimiz-
ing the variance of the detail coefficients. After
that, the update filter is optimized by minimiz-
ing the square error between the approximation
coefficients D

(1)
j+1 and the decimated version of

the signal resulting from an ideal low-pass fil-
ter.
Then, for the second image D(2), all the pre-
diction and update operators can also be opti-
mized by adopting the same strategy used with
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D(1). However, since D(1) and D(2) present simi-
lar contents, the optimization process of the first
three prediction filters P

(o,2)
j and the update one

U
(2)
j can be omitted by imposing these operators

to be equal to those obtained with D(1). Thus, we
have:

P
(HH,2)
j = P

(HH,1)
j ,P

(LH,2)
j = P

(LH,1)
j ,

P
(HL,2)
j = P

(HL,1)
j ,U

(2)
j = U

(1)
j . (14)

Note that this procedure presents the advan-
tages of simplifying the optimization strategy
and reducing the overhead cost corresponding
to the number of filter coefficients that must be
sent to the decoder. Finally, for the remaining
hybrid prediction filters P

(o,1,2)
j and Q

(o,2)
j , they

will be optimized by minimizing the variance of
the detail coefficients D

(o,2)
j+1 .

Based on ℓ2 minimization criteria, we should
note here that the optimization techniques used
to design the prediction and update filters were
found to be efficient and fast since their optimal
solutions can be simply obtained by solving a lin-
ear system of equations. For instance, by taking
an hologram of size 600 × 600 and using an In-
tel core 2 (3 GHz) computer with a Matlab im-
plementation, the optimization of the update fil-
ter with length parameter Lu = 2 requires 0.23s
whereas that of the prediction filters with length
parameter Lp = 2 (resp. Lp = 12) takes about
0.13s (resp. 1.65s).

3.C.2. Definition of the spatial supports
To apply the considered adaptive NS-VLS, we
should define the sets of spatial supports for the
different prediction and update filters. To this
end, it is important to note here that it has been
shown in [34] that a classical separable lifting
structure with 1D prediction and update filters,
of length Lp and Lu respectively (which often
take even values), has an equivalent 2D struc-
ture similar to that shown in the top side of
Fig. 5 (i.e the block which is applied on D(1)).
More specifically, this results in choosing the fol-
lowing spatial supports of the prediction and up-
date operators used with D(1):

P(HH,1)
0,j = {(s, t) ∈ Z2 | − Lp

2
+ 1 ≤ s ≤ Lp

2

and − Lp

2
+ 1 ≤ t ≤ Lp

2
}, (15)

P(HH,1)
1,j = P(LH,1)

0,j = {(s, 0) | − Lp

2
+ 1 ≤ s ≤ Lp

2
},

(16)

P(HH,1)
2,j = P(HL,1)

0,j = {(0, t) | − Lp

2
+ 1 ≤ t ≤ Lp

2
},

(17)

U (HL,1)
0,j = P(LH,1)

1,j = {(0, t) | − Lu

2
≤ t ≤ Lu

2
− 1},

(18)

U (LH,1)
1,j = P(HL,1)

1,j = {(s, 0) | − Lu

2
≤ s ≤ Lu

2
− 1},
(19)

U (HH,1)
2,j = {(s, t) ∈ Z2 | − Lu

2
≤ s ≤ Lu

2
− 1

and − Lu

2
≤ t ≤ Lu

2
− 1}. (20)

While the same spatial supports are used with
the three intra-prediction filters P(o,2)

i,j and the

update one U (o,2)
i,j thanks to (14), those of the re-

maining hybrid prediction operators are given
by:

Q(HH,2)
0,j = {(0, 0); (0, 1); (1, 0); (1, 1)}, (21)

Q(HH,2)
1,j = Q(LH,2)

0,j = {(0, 0); (1, 0)}, (22)

Q(HH,2)
2,j = Q(HL,2)

0,j = {(0, 0); (0, 1)}, (23)

P(HH,1,2)
0,j = P(HH,1)

0,j , P(HH,1,2)
1,j = P(HH,1)

1,j ,

P(HH,1,2)
2,j = P(HH,1)

2,j , (24)

P(HL,1,2)
1,j = P(LH,1,2)

2,j = P(HH,1,2)
3,j = {(0, 0)}, (25)

Q(LH,2)
1,j = {(0, 0); (0,−1)}, (26)

Q(HL,2)
1,j = {(0, 0); (−1, 0)}, (27)

P(LH,1,2)
0,j = P(LH,1)

0,j , P(HL,1,2)
0,j = P(HL,1)

0,j . (28)
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Once the spatial supports are defined and the
prediction and update coefficients are optimized,
the latter must be transmitted to the decoder in
order to proceed to the inverse transform and re-
construct the data (D(1), D(2)). Knowing that the
filter coefficients can be generally stored on 24
bits, the overhead cost related to the encoding of
all the filter coefficients is given by:

o =
L× J × 24

2MN
bits per pixel (bpp), (29)

where L is the number of filter coefficients in the
proposed NS-VLS, J is the number of resolution
levels, and M ×N is the size of the data.
According to the defined sets of the spatial pre-
diction and update supports, it can be checked
that the involved number of coefficients is:

L = 2L2
p + 8Lp + L2

u + 4Lu + 19. (30)

For example, when M = N = 600 and J = 3,
taking short length filters with parameters Lp =
6 and Lu = 2 results in a very small transmission
cost equal to 0.015 bpp. However, this overhead
becomes more important and reaches 0.233 bpp
when Lp = 32 and Lu = 2.

4. Experimental results
4.A. Setup of Computer Generated Hologra-
phy
For the sake of simplicity, elemental Fresnel
holograms, generated by six projection images of
four virtual 3D objects (shown in Fig. 3), are se-
lected as the compression target in this paper.
We should note here that the data is computer
generated, since we deal with Computer Gen-
erated Phase Shifting Holography (CGPSH). In
a numerical synthesis of CGH, Eq. (1) is dis-
cretized to:

U(k, l) = exp[ i
π

λd
(k2(∆x′)2 + l2(∆y′)2)]

∗ F{Ûo(m,n) exp[ i
π

λd
(m2∆x2 + n2∆y2)]},

(31)

where k = 1, 2, ..., Nx, l = 1, 2, ..., Ny and m =
1, 2, ..., Nx, n = 1, 2, ..., Ny represent the discrete
dimensions’ indices of the hologram and object
planes, respectively; ∆x, ∆y and ∆x′, ∆y′ are
the horizontal and vertical sampling intervals of
the hologram and object planes, respectively. Ta-
ble. 1 gives the parameters used in the experi-
mental results.

Table 1. Parameters of CGPSH
laser wavelength λ = 630nm

distance of two planes d = 0.55m

dimension of plane 5.5mm× 5.5mm

number of samples Nx ×Ny = 600× 600

4.B. Results and discussions
In order to illustrate the efficiency of the pro-
posed hologram coding scheme, we shall com-
pare it with state-of-the-art methods.

The first one represents the state-of-the-art
coding method where the data (D(1), D(2)) are
separately encoded by using the JPEG2000
standard with the 9/7 wavelet transform. This
independent coding scheme will be designated
by “Independent”. It is important to note here
that this scheme has been considered as a ref-
erence method because it has already shown in
[27] that it is more performant than the conven-
tional hologram compression scheme where the
three interference patterns are separately en-
coded [22].

The second approach, denoted in what follows
by “Standard” corresponds to the standard joint
coding scheme used often to exploit the inter-
image redundancies in the context of stereo and
video compression. Recall that its main idea con-
sists in selecting one image (here D(1)) as a ref-
erence one and encoding it in intra-mode. Then,
the image error between D(2) and D(1) is encoded
rather than the original one D(2). To encode the
image error as well as D(1), the JPEG2000 with
the 9/7 transform is used.

The third method corresponds to our previous
joint hologram compression scheme based on the
separable VLS [28]. This decomposition, desig-
nated by SEP-VLS(2,2), is performed by using
a prediction and an update filters of size 2 (i.e
Lp = Lu = 2).

Finally, we consider the proposed non separa-
ble extension of this scheme. This latter will be
denoted by NS-VLS(2,2). We should note that all
these multiresolution coding schemes have been
carried out over 3 resolution levels (i.e J = 3).

All these methods are firstly compared in
terms of Rate-Distortion (R-D) performance.
Fig. 6 illustrates the PSNR of the reconstructed
objects versus the bitrate given in bits per pixel
(bpp). The obtained R-D curves show that the
proposed NS-VLS-based method outperforms all
the conventional coding schemes. For instance,
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compared to the SEP-VLS(2,2) decomposition,
the proposed non separable one achieves an im-
provement of about 0.3 to 1 dB depending on the
object.

Moreover, Fig. 7 displays the reconstructed
“Luigi” object for different coding schemes and
provides the quality of reconstruction in terms
of PSNR and the perceptual criterion Structural
SIMilarity (SSIM) [35]. It is clear that the pro-
posed NS-VLS(2,2) leads to better visual quality
of reconstruction than the SEP-VLS(2,2) and the
independent hologram compression method.

Furthermore, the relative gain of NS-VLS(2,2)
compared to SEP-VLS(2,2) has also been mea-
sured by Bjontegaard metric [36]. The results
are given in Table 2 for bitrate range from 0.3
bpp to 1.0 bpp. Thus, it can be noticed that the
two approaches lead to similar performances in
terms of the SSIM criterion since their corre-
sponding gain is around zero (the values range
from -0.01 to 0.02). However, the two other cri-
teria confirm better the interest of the proposed
approach, and show that NS-VLS(2,2) outper-
forms SEP-VLS(2,2) up to 10% and 0.8 dB in
terms of bitrate saving and PSNR of the recon-
structed objects, respectively.

Table 2. The average PSNR, SSIM and bitrate saving
gains of NS-VLS(2,2) with respect to SEP-VLS(2,2)
using Bjontegaard metric.

bitrate PSNR bitrate SSIM
saving gain saving gain

Objects (in %) (in dB) (in %)
Bunny-1 -4.79 0.40 2.98 -0.004
Bunny-2 -9.33 0.62 4.20 -0.014
Luigi-1 -10.30 0.80 -9.59 0.026
Luigi-2 -5.26 0.43 -7.75 0.022

Girl -3.13 0.30 -10.79 0.018
Teapot -9.92 0.69 0.05 -0.0002

In addition, due to the advantages of the
NS-VLS, we have also tested this decomposi-
tion with different prediction filter lengths Lp.
Indeed, increasing Lp may be interesting for
two reasons. The first one is explained by the
fact that the holographic data presents repeti-
tive circular structures similar to the propaga-
tion of waves. The second one is due to the
objective of VLS which consists in exploiting
the inter-images redundancies through the pre-
diction stage. Thus, we propose in what fol-

lows to vary the length of the prediction filter
while keeping the size of the update one fix (i.e
Lu = 2). To this respect, in addition to the
previous case given by Lp = 2, we take also
Lp ∈ {6, 12, 20, 32}. Similarly to the notation NS-
VLS(2,2), the new structures will be designated
by NS-VLS(6,2), NS-VLS(12,2), NS-VLS(20,2)
and NS-VLS(32,2).

Fig. 8 illustrates the R-D performance for dif-
ferent 3D objects. Compared to the case Lp = 2,
it can be observed that increasing this length up
to 12 or 20 leads to the good compression per-
formance. Indeed, an important gain of about
10 dB is achieved by NS-VLS(12,2) and NS-
VLS(20,2) compared to NS-VLS(2,2). Moreover,
it can be also noticed that using very long fil-
ters (Lp = 32) leads to worse performance at low
bitrate because of the expensive cost of encod-
ing the filter coefficients compared to the case of
small Lp values.

We illustrate an example of R-D curves, shown
in Fig. 9, where the coding cost of filter coeffi-
cients is not taken into account. As expected,
it can be seen in this case that NS-VLS(32,2)
becomes more performant and have R-D results
close to that obtained by NS-VLS(20,2).

Fig. 10 shows the visual reconstruction quality
of the object “Teapot” at 0.8 bpp using various
NS-VLS schemes. Therefore, a NS-VLS with a
prediction filter length of around 12 is efficient
for compressing shifted distance information.

Finally, the Bjontegaard metric results shown
in Table 3 demonstrates also the interest of NS-
VLS(12,2) compared to the NS-VLS(2,2). In-
deed, it shows a significant gain that reaches
80%, 12 dB and 0.29 in terms of bitrate saving,
PSNR and SSIM, respectively.

All these results confirm the effectiveness
of the proposed adaptive non separable VLS
scheme for hologram compression purpose.

5. Conclusion and future work
In this paper, we have focused on the compres-
sion issue of the holographic data. To this end, a
non separable vector lifting scheme has been de-
veloped to encode the phase-shifting holographic
information in order to better exploit the 2D
isotropic characteristics of this data. Moreover,
the proposed decomposition has been adapted to
the data contents. Due to the particular struc-
tures of such data, we have shown that increas-
ing the prediction filter length results in a signif-
icant gain in terms of bitrate saving and visual
quality of reconstruction.
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As a future work, it would be interesting
to extend the proposed approach to the digi-
tal holographic video coding framework. More-
over, while the standard PSNR and SSIM crite-
ria have been used in this work, the quality as-
sessment of the reconstructed objects could also
be investigated by designing other metrics more
appropriate for holographic data.

Table 3. The average PSNR, SSIM and bitrate saving
gains of NS-VLS(12,2) with respect to NS-VLS(2,2)
using Bjontegaard metric.

bitrate PSNR bitrate SSIM
saving gain saving gain

Objects (in %) (in dB) (in %)
Bunny-1 -72.80 11.21 -66.89 0.13
Bunny-2 -78.84 12.22 -80.20 0.25
Luigi-1 -72.34 11.52 -68.96 0.18
Luigi-2 -74.33 11.78 -71.95 0.17

Girl -69.18 8.55 -62.71 0.08
Teapot -77.99 12.17 -89.34 0.29
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Fig. 1. (a) Setup for phase-shifting digital holography: BS: beam splitters; PZT, piezoelectric transducer
mirror; (b) Coordinate system of hologram recording.
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Fig. 6. Rate-distortion performance of the different hologram compression schemes for the objects: (a) “Luigi-
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Fig. 7. Reconstructed “Luigi-1” object at 0.9 bpp using: (a) Independent, (b)SEP-VLS(2,2), (b) NS-VLS(2,2).
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Fig. 8. Rate-distortion performance of the proposed NS-VLS with different prediction filter lengths for the
objects: (a) “Luigi-1”, (b) “Luigi-2”, (c) “Bunny-1”, (d) “Bunny-2”.
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Fig. 9. Rate-distortion performance of the proposed NS-VLS with different prediction filter lengths for the
objects: (a) “Bunny-1”, (b) “Bunny-2”. An example where the overhead coding cost of the filter coefficients is
not taken into account.
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(a)Original (b) PSNR=20.00 dB, SSIM=0.69 (c) PSNR=29.50 dB, SSIM=0.94

(d) 33.72 dB, SSIM=0.96 (e) PSNR=34.22 dB, SSIM=0.97 (f) PSNR=32.77 dB, SSIM=0.94

Fig. 10. Reconstructed “Teapot” objects at 0.8 bpp by using: (b) NS-VLS(2,2), (c) NS-VLS(6,2), (d) NS-
VLS(12,2), (e) NS-VLS(20,2), (f) NS-VLS(32,2).


